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Abstract. Rare-events are known to potentially cause pathological be-
havior in biochemical reaction systems. It is important to understand
the cause. However, rare events are challenging to analyze due to their
extremely low observability. This paper presents a fully automated ap-
proach that rapidly generates a large number of execution traces guar-
anteed to reach user-speciőed rare-event states for Chemical Reaction
Network (CRN) models. It is enabled by a unique combination of a multi-
layered and service-oriented CRN formal modeling approach, a depen-
dency graph method to aid the shortest rare-event trace generation, and
randomized compositional testing. The resulting prototype tool shows
marked improvement over stochastic simulation and probabilistic model
checking and it offers insights into a CRN.

Keywords: Compositional testing, rare-events, dependency graph

1 Introduction

As a formalism for modeling chemical kinetics, Chemical Reaction Networks
(CRNs) are widely used for modeling biochemical reaction systems [6], genetic
regulatory networks [29], and molecular programming [38]. Many biochemical
systems are intrinsically stochastic, including processes in gene and protein ex-
pressions. Essentially, their constituent chemical reactions are often simultane-
ously enabled to occur in parallel with different probabilities. Moreover, their
noisy operating environment can introduce unexpected behavior. Rare events in
these systems are often of signiőcant relevance, because they represent extreme
infrequent occurrence of undesirable behavior that may lead to pathological ef-
fects. Therefore, obtaining provable reliability guarantees is a must for CRNs.
Probabilistic model checking (PMC) can provide such quantitative guarantees
and allows in silico analysis for detecting and quantifying rare errors. However,
PMC approaches are challenged by the need for enumerating a model’s large
or even inőnite state space to gather a sufficient number of rare-event traces in
order to provide accurate probability veriőcation. This task is typically compu-
tationally intractable. Further, for probabilistic analysis, it is often necessary to
gather many traces that reach the rare-event states of interest. Generating only
a small number of them is often insufficient to give an accurate estimate.
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This paper presents a fully automated approach that rapidly generates a
large number of execution traces guaranteed to satisfy a user-speciőed rare-event
property for a CRN model. These traces are used to compute a lower probabil-
ity bound for the rare-event property. We őrst propose a novel multi-layered,
service-oriented, and modular CRN modeling approach using the IVy modeling
language [27]. It offers ŕexibility in customizing both the reaction execution fre-
quency and the length of traces. We then propose a dependency graph method to
guide the shortest trace generation with unique őnite preőxes through composi-
tional testing. These traces are guaranteed to reach the speciőed rare event and
are collected to compute the rare-event’s lower probability bound. The depen-
dency graph also effectively proves unreachability of a given rare event, leading
to considerable savings in performance. We implemented these methods in a
prototype tool, Random Assume Guarantee Testing Induced Model Executions
for Reachability (Ragtimer), and found preliminary results to be promising.
The proposed rare-event trace enumeration technique can potentially be inte-
grated with many formal and semi-formal rare-event analysis methods and the
generated traces can provide detailed debugging information for understanding
reachability of rare-events. We believe that this unique combination of the pre-
sented methods has not been proposed elsewhere, and is an effective alternative
to rare-event simulation approaches for biochemical reaction networks.

2 Preliminaries

Chemical Reaction Networks (CRNs). Under the Stochastic Chemical Kinetic
(SCK) model assumption, the time-evolution of a CRN is governed by the Chem-
ical Master Equation. Formally, a CRN is a tuple M composed of n chemical
species X = {X1, . . . ,Xn}, m reactions R = {R1, . . . ,Rm}, and an initial state
representing each species’ molecule count s0 : Xn → Z⩾0. Given a reaction Ri,
denote Reactanti ⊆ X as the reactant set and Producti ⊆ X as the product set
in Ri. A reaction Ri = ⟨αi, vi⟩ includes a propensity function αi : Zn

⩾0 → R
+

corresponding to the probability (including 0) for it to occur in a state and the
state change vector vi ∈ Z

n corresponding to the update in molecule count for
each species due to reaction Ri. Under the SCK assumption, each reaction Ri

occurs nearly instantaneously, which practically limits both vi to the values of
0,±1,±2, and the size of Reactanti to be less than three [29].

CRN Semantics. A CRN under the SCK assumption induces a Continuous-time
Markov Chain (CTMC), where state change due to a reaction occurs in discrete
amounts and the probability of state change is dependent on real-valued time.
A CTMC model C is a tuple C = ⟨S, s0,R,L⟩ where S is a őnite state set
(i.e., state space); s0 ∈ S is the sole initial state; R : S × S → R⩾0 is the
transition rate matrix; and L : S → 2AP is a state labeling function with atomic
propositions AP . Transition rate R(s, s′) from state s to s′ is determined by
the propensity of Ri, assuming Ri is the sole reaction causing this state change.
The propensity is the number of possible combinations of reactant molecules:
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αi(s) = ki
∏

Xj∈Reactanti
(s[j]), where Ri’s reaction rate constant is ki ∈ R

+. A
reaction Ri is enabled to occur in state s if its corresponding propensity function
evaluates to a positive value, i.e., αi(s) > 0. Often, multiple reactions are enabled

to occur in state s and the corresponding probability for Ri is p(s, s′) = R(s,s′)
E(s) ,

where the exit rate E(s) =
∑

s′∈post(s) R(s, s′) sums up all enabled reaction rates
in s. A CTMC model has a non-zero probability of staying in a state and the
probability of leaving a state s within time interval [0, t] is 1− eE(s)·t, where t is
a non-negative real-valued quantity representing real time.

Time-bounded Reachability Property and Target States. We focus on computing
the following non-nested time-bounded transient reachability probability spec-
iőed in Continuous Stochastic Logic (CSL) [3,20]: P=?(♢

[0,T ]
Ψ). It queries the

probability of reaching the rare-event Ψ -states within T time units. Let condi-
tion Ψ be XΨ = CΨ , where CΨ ∈ Z⩾0 and s0(XΨ ) ̸= CΨ . That is, a target is an
equality condition for exactly one species and it is not initialized to the target
value. A state is a target state sΨ if Ψ evaluates to true in sΨ , i.e., sΨ |= Ψ .
This work aims at efficiently providing the guaranteed lower probability bound,
i.e., Pmin(♢

[0,T ]
Ψ), where Ψ is XΨ = CΨ . Note that the user is not required

to provide an upper bound for each species, which could induce an inőnite-state
CTMC. However, the method presented in this paper only generates őnite traces
where the last state is a target state. Therefore, the resulting CTMC constructed
from these traces have a őnite state space.

Compositional Testing. A CRN model M consists of interacting chemical re-
actions where each executes atomically. M is a closed system, meaning that it
does not require any external input, because reactants required by one reaction
are provided by other reactions in the same model. These features naturally al-
low for compositional testing. As detailed in Section 6, a CRN model can be
represented as a composition of two interacting processes p1 and p2, denoted
as p1∥ p2, following the circular assume-guarantee reasoning rules shown below:

⟨α⟩ p1 ⟨γ⟩
⟨γ⟩ p2 ⟨α⟩

⟨true⟩ p1∥ p2 ⟨α ∧ γ⟩
(1)

⟨α⟩ p1 ⟨α⟩
⟨α⟩ p2 ⟨α⟩

⟨true⟩ p1∥ p2 ⟨α⟩
(2)

The triple ⟨α⟩p1⟨γ⟩ in Rule (1) can be understood as follows. From the start of
process execution, up to step k− 1, if p1 satisőes its environment assumption α,
in the form of Boolean-valued constraints on p1’s input, then the allowed input
and output behavior of p1 determines the guarantee γ in the current execution
step k. Similarly, process p2 in the triple ⟨γ⟩p2⟨α⟩ guarantees α at the present if
γ holds in the past. This interpretation avoids the circular deőnition of this rule
by requiring that each process in the composition only relies on the correctness
of inputs it received in the past, but not those to be received in the future, in
order for its output to satisfy their respective guarantees. Therefore, as long as
neither assumption fails őrst, neither guarantee can fail őrst in the composition,
and hence p1∥ p2 |= α ∧ γ. For the triple ⟨α⟩p1⟨α⟩ in Rule (2), it is interpreted
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as that p1 does not cause the global property α to fail. This rule states that if
neither process in the composition causes α to fail őrst, then α always holds.

Predicated on Rules (1) and (2), compositional testing [11,25,28] is a semi-
formal technique that empirically checks satisőability of the guarantee γ for
each triple ⟨α⟩pi⟨γ⟩ in the composition by sampling inputs from those satisfying
the assumption α. Generation of inputs typically involves randomization. For
Rule (2), testing of the triple ⟨α⟩pi⟨α⟩ includes both generating only inputs
satisfying α and verifying that the outputs of pi do not fail α. Each process
pi = (Ii, Oi) consists of an input action set Ii and an output action set Oi.
Denote ami as action am deőned in process pi. ami is an input action for pi
if ami is called by another process pj (j ̸= i), but is an output action for pj .
Execution of ami modiőes a non-empty set of local variables in pi, and each
variable v ∈ Vi is bounded by a range Rv. Two processes p1 and p2 are compatible
for composition if O1 ∩ O2 = ∅, and their composition is p1∥ p2 = (I,O), where
I = (I1 ∪ I2)\(O1 ∪O2) and O = (O1 ∪O2).

3 Related Work

Rare-event properties are challenging to analyze due to their extremely low ob-
servability. Statistical model checking (SMC) techniques (e.g., [30,43,24]) have
integrated rare-event methods, including importance sampling [16,17,14] and im-
portance splitting [18,36,42]. Importance sampling biases simulation by weighting
the rare-event probability to increase its observability and then compensates for
the loss to yield the unbiased probability [24]. Importance splitting reformu-
lates a rare-event probability as a product of less-rare level-conditional prob-
abilities [15]. For analyzing rare-events in biochemical systems, the weighted
Stochastic Simulation Algorithm (wSSA) [19] relies on a user-deőned biasing
scheme to favor reactions leading to observing the rare-event, but is limited by
the user’s insight in selecting the proper biasing scheme. Extensions of wSSA
(e.g., [14,33]) have substantially improved its computational efficiency. Recent
algorithms (e.g., [35]) can characterize rare events in terms of system parame-
ters. As an alternative, weighted ensemble [44,2] has been conőgured to sample
rare events in CRNs [9,45]. Importance splitting divides a model’s state space
into contiguous levels ordered in the increasing likelihood of reaching the rare
event [23,41,24]. The crux of it is the (possibly manually constructed) impor-
tance function, which rewards a simulation trace by spawning multiple copies if
it crosses a level closer to the rare event, but terminates it otherwise. In [4], the
authors presented an automated compositional importance function derivation
technique based on the model structure and the rare-event property. Recently,
the extended Restart with prolonged retrials [39,40] importance technique was
re-implemented in the SMC engine modes [4,5] in the Modest Toolset [12].

Advantages of the proposed approach over rare-event simulation. First, it is fully
automated and neither requires expert knowledge of nor poses modeling limita-
tions on the CRN model. Secondly, it is potentially less computationally intensive
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as it neither requires rare-event biasing computation nor wastes any simulation
traces not able to reach the rare event. Lastly, simulation-based approaches
provide an estimate of the actual rare-event probability, whereas the proposed
method provides a guaranteed lower probability bound.

4 Motivating Example

The motivating example is the modiőed yeast polarization model [7], a CRN
consisting of seven species reacting through eight reactions:

R1 : ∅
0.0038
−−−−→ R, R2 : R

4.00×10−4

−−−−−−−→ ∅, R3 : L + R
0.042
−−−→ RL + L,

R4 : RL
0.010
−−−→ R, R5 : RL + G

0.011
−−−→ Ga + Gbg, R6 : Ga

0.100
−−−→ Gd,

R7 : Gd + Gbg
1.05×103
−−−−−−→ G, R8 : ∅

3.21
−−→ RL.

All reaction propensities are in molecules per second. The initial molecule count
for the following species vector (R,L,RL,G,Ga, Gbg, Gd) forms the initial state
s0 = [50, 2, 0, 50, 0, 0, 0]. This system was modiőed from the pheromone induced
G-protein cycle in Saccharomyces cerevisia [10] with a constant population of
ligand (L = 2) preventing it from reaching equilibrium [34]. The rare event is a
measure of an unreasonably rapid build-up of Gbg. Thus, the property of interest
is the probability that the molecule count for Gbg reaching 50 within 20 seconds:
P=?(♢

[0,20] Gbg = 50). The high concurrency nature of this model is evidenced
by R1 and R8 each being independent of all other reactions and enabled in all
states. Additionally, it takes at least 100 reaction executions to reach a target
state. These features can easily overwhelm state expansion methods performed
by probabilistic model checking tools as discussed in Section 10.

5 Method Overview

Figure 1 shows a logical ŕow of the proposed novel approach for the Ragtimer

tool, where the steps in blue symbolize looping behavior. It őrst reads in a user-
speciőed CRN M and a rare-event property of interest. A dependency graph
is then generated for the given CRN model and target property reachability
is determined, as described in Section 7. The dependency graph information
is then used to automatically generate the service-oriented layered IVy model
(Section 6), which is used with compositional testing to generate the desirable
shortest traces with unique preőxes as described in Sections 7 and 8. Stochastic
simulation is then performed on each trace to obtain its execution probability,
and a summary of these results is returned to the user (Section 9).

Ragtimer signiőcantly differs from statistical model checking techniques
that estimate the rare-event probability by biasing events leading to the rare-
event during stochastic simulation (e.g., importance sampling) or by incremen-
tally selecting and spawning simulation traces with higher likelihood of reaching
the rare event (e.g., importance splitting) [24]. Instead, Ragtimer produces nu-
merous (shortest) traces proven to terminate in a rare-event state, essentially
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performing a partial state space exploration of the model, and then computes
the cumulative probability of each trace.

Generate 

dependency graph 

from model

Target 
Reachable?

Read user-specified 

CRN and rare-event 

property 

Create unique 

shortest trace 

prefixes

Generate IVy model

For each prefix
Generate traces using 

compositional testing

Obtain rare-event probability 
through stochastic simulation

Return summary of 

results to the user

Yes

No

Fig. 1: Ragtimer Flowchart

6 Layered and Service-Oriented CRN Model Generation

Conventionally, a CRN is modeled as a set of concurrently executing guarded
commands, each presenting a constituent chemical reaction, such as those pro-
duced by the SBML-to-PRISM converter [21,1]. The modeling approach in this
work presents a fresh perspective by considering a CRN as a layered set of service
objects that maintain all of its constituent chemical reactions:
1. Layer 0 includes the following objects: enabled_checker to evaluate a reac-

tion’s readiness to occur, selector to select an enabled transition to execute,
updater to update species as the result of a reaction, inspector to monitor
reaction behavior, and goal to check reachability of the desired target.

2. Layer 1 includes a top-level object protocol to manage the execution of all
constituent reactions of the CRN by calling services at the lower layer.

In a CRN model M = ⟨X,R, s0⟩, every reaction Ri ∈ R is modeled as an
action update_Ri in protocol. Actions in enabled_checker check whether a
given reaction has sufficient reactant(s) to occur at each state. Actions in the
selector object can be conőgured to determine the frequency of executing en-
abled reactions. The updater object has actions to increment or decrement a
given species according to the state change vector for Ri. The action in the goal
object monitors whether an execution sequence of reactions has reached a state
where the goal is achieved. Note that the layered and service-oriented IVy model
presented in this section omits reaction rates and hence is probability-abstract
due to IVy’s lack of support in ŕoating point operations needed for computing
probabilities. Acquisition of rare-event probability is described in Section 9.

The layered modeling approach naturally facilitates modularity and rare-
event trace generation using compositional testing, which is a feature provided
by the IVy veriőcation tool [28,27]. Consider protocol as process p1 as shown
in Rule (2). A mirror process for protocol and all layer-zero objects together
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object protocol = {

before update_R3 {

assert enabled_checker.

is_enabled_R3(r, l)}

action update_R3 = {

if selector.execute_R3 {

call inspector.

check_guard_R3(r, l, rl);

r := updater.decr(r);

l := updater.decr(l);

rl := updater.incr(rl);

l := updater.incr(l) }}}

object enabled_checker = {

action is_enabled_R3(r_1:

updater.num , l_1:updater.

num) returns(y:bool) = {

if r_1 >= 1 & l_1 >= 1 { y

:= true }

else { y := false }}}

object inspector = {

before check_guard_R3 {

assert r_1 >= 1 & l_1 >= 1}

action check_guard_R3(r_1:

updater.num , l_1:updater.

num , rl_1:updater.num)}

Fig. 2: IVy model snippet showing protocol’s update_R3 action calling other
actions in lower-layer objects to execute reaction R3.

form the environment process p2. The mirror process is one in which no actions
are deőned and its only purpose is to nondeterministically call the exported
actions deőned in p1. An exported idling action is also deőned in p1, which
becomes the only available action after the goal is achieved. It models that
M becomes idle after a target state has been reached for the őrst time. This
enables us to effectively curtail the model execution trace after it reaches the
goal. All layer-zero objects also constituting p2 each deőne actions that can only
be called by p1, effectively contributing to output actions for p1. Rare-event
trace generation is achieved by compositionally testing the triple ⟨α⟩p1⟨α⟩ in
isolation. Isolation of p1 (i.e., protocol) is with respect to its environment p2.
For correctness, checking of p1’s outputs is predicated only on p2’s assumptions.
Both assumption and guarantee formulas are declared as assertions in the IVy
model. When p1 is checked in isolation, assertions taking place before p1 action
calls become assumptions, and those following p1 action calls become guarantees.
IVy’s compositional testing tool then generates randomized inputs satisfying the
assumptions α, while checking that the guarantees α are not violated.

We use reaction R3 at s0 in the motivating example as an illustration. As
Figure 2 shows, before update_R3 can happen, M őrst checks its precondi-
tion (expressed as an assertion) by calling action is_enabled_R3 deőned in
enabled_checker. It checks whether R3 has sufficient reactants to occur at the
current state. If so, it is enabled and update_R3 calls selector.execute_R3,
which determines whether to execute R3. Only when it is selected can the call
be made to action inspector.check_guard_R3, whose before monitor checks
the sufficient precondition again for R3. The assertion in is_enabled_R3 of
enabled_checker is converted to an assumption, but the one in check_guard_R3

of inspector becomes a guarantee for action update_R3. Note that these two
assertions are functionally equivalent. For example, they both check that the
following speciőcation α, r_1 >= 1 & l_1 >= 1, holds during compositional test-
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ing. When an assumption for this action fails to hold, model execution skips
this action. However, violation of a guarantee will halt model execution and re-
port a failure. This guarantee is checked by inspector.check_guard_R3, rather
than the earlier call to action enabled_checker.is_enabled_R3. This is be-
cause the purpose of is_enabled_R3 is to determine whether R3 is enabled
to occur during model execution, but it may not be selected even if it is en-
abled during testing. Therefore, having a guarantee in this action similar to that
of inspector.check_guard_R3 actually leads to incorrect behavioral modeling,
since the execution should not stop when R3 is merely disabled. However, it is
necessary to guarantee sufficient reactants in inspector.check_guard_R3, be-
cause in order to reach this point, R3 must have already been selected to occur.
Failure of this guarantee stops the execution, as it reveals a ŕaw in the model. If
R3 successfully executes, update_R3 updates its reactants and products by call-
ing actions in updater. Lastly, the protocol’s environment process arbitrarily
chooses another exported action to execute and this procedure repeats until the
goal is achieved, after which, only the idling action is allowed to execute.

A run for p1∥ p2 is a őnite sequence of action calls made by both p1 and
p2. A valid run r is a őnite sequence of action calls made by both p1 and p2
ending with idling1 or goal2. Recall that the subscript indicates the process in
which an action is deőned. Deőne reaction Ri as a őnite sequence of actions with
the preőx is_enabled_Ri2, update_Ri1, execute_Ri2, check_guard_Ri2, and
followed by a continuous sequence of either incr2 or decr2. A (valid) trace σ is a
őnite sequence of reactions obtained by removing actions in r that do not belong
to a reaction. An example of a valid run is: is_enabled_R52, is_enabled_R32,
update_R31, execute_R32, check_guard_R32, decr2, decr2, incr2, incr2, . . . ,
goal2. In this run, p2 tries to execute update_R5, but fails because R5 is disabled.
It then succeeds in executing R3, making it the őrst reaction in the extracted
trace. Note that our model preserves the atomicity of a single reaction execution.
Utilizing the atomic action construct in the IVy language, action update_Ri

requires that all actions within itself fully execute before another reaction can
occur. A comprehensive description of IVy’s language syntax and semantics, as
well as the IVy veriőcation tool can be found in [31,27,26].

7 Shortest Trace Generation

This section introduces the dependency graph for a CRN and describes how it
either proves unreachability of a rare event or guides the shortest desirable trace
generation by automated assertion creation and insertion in the IVy model, which
is used to rapidly enumerate many such traces through compositional testing.

Dependency Graph for Shortest Trace Generation. Denote the edge ⇝
as the dependency relation between two reactions, which is a binary relation
deőned in Deőnition 3. Ri ⇝ Rj indicates that Ri depends on Rj . Denote ⇝+

as the transitive closure of the dependency relation and Ri ⇝
+ Rj means that

there is a path of dependency edges from Ri to Rj : Ri ⇝ · · ·⇝ Rk ⇝ · · ·⇝ Rj .
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Dependency relationships are established based on the minimum number of times
a reaction must execute for the model to reach a target state. For consistency,
create an abstract reaction RΨ representing the target speciőcation Ψ such
that ∆(RΨ ) = CΨ − s0(XΨ ) as described in Deőnition 1. Informally, ∆(RΨ )
represents the difference between the target and initial values for the abstract
species XΨ , and RΨ is required to execute at least ∆(RΨ ) times to achieve the
target value. This provides a starting point for dependency graph construction.

Deőnition 1 (Minimum Required Reaction Executions). The minimum
required reaction executions ∆ : R → Z maps a reaction Ri in the set of reactions
R of a CRN M to the minimum number of times Ri must execute for M to
reach a target state sΨ from its initial state s0.

Deőnition 2 (Enabled and Disabled Reaction Sets). The reaction set R
is partitioned into two subsets: set E containing only reactions Ri enabled to
execute ∆(Ri) times from s0, and set D containing all other reactions. As such,
E ∪D = R and E ∩D = ∅.

Deőnition 3 (Dependency Relation). A dependency relation with respect
to a CRN M = ⟨X,R, s0⟩ is an antireŕexive binary relation ⇝ ⊆ D × R. Ri

depends on Rj, denoted as Ri ⇝ Rj, iff all conditions below hold:
1. Ri ∈ D ∧ (Ri ̸= Rj) ∧ ¬(Rj ⇝

+ Ri),
2. (∆(Ri) > 0 ∧ Reactanti ∩ Productj ̸= ∅) ∨

(∆(Ri) < 0 ∧ Producti ∩ Reactantj ̸= ∅), and
3. (∃Rk s.t. Rj ⇝ Rk) ∨ (Rj ∈ E).

The conditions of Deőnition 3 are described intuitively as follows:
1. Ri must be initially disabled in order to depend on another reaction and it

cannot depend on itself directly or cyclically.
2. Ri must execute a nonzero number of times. If Ri requires the production

(consumption) of a species, Rj must produce (consume) that species.
3. Rj must depend on another reaction, or the initial state must supply abun-

dant species counts to enable Rj to execute ∆(Rj) times.
An algorithm for dependency graph construction őrst explores Conditions 1 and
2 before removing dependency relations that fail Condition 3. Note that ∆(Ri)
can be negative in RΨ , indicating that if a target species count is less than its
initial count, it is desirable to őnd reactions that consume, rather than produce,
the required species. Cyclic dependencies are not permitted under Deőnition 3.
This addresses the paradox in which a reaction must execute an inőnite num-
ber of times to produce enough of a species to enable itself to execute. These
conditions are crucial in proving unreachability, as described later in this section.

The dependency relation between all reaction pairs guides the construction
of a dependency graph, which is a directed graph with vertices representing
reactions and edges representing dependency relation. The root of the graph is
RΨ , as no other reaction can depend on it. Algorithm 1 outlines the procedure
for recursively constructing the graph following Deőnitions 1, 2, and 3. Figure 3a
shows a case for the motivating example. Starting with RΨ , establish the relation



10 B. Israelsen, L. Taylor, and Z. Zhang

Algorithm 1 Dependency Graph Construction

Require: M = ⟨X,R, s0⟩, Ψ .
1: procedure Main

2: Generate RΨ and calculate ∆(RΨ ) = CΨ − s0(XΨ )
3: Initialize all dependency relations to false

4: BuildGraph(RΨ )
5: if there exists Ri such that RΨ ⇝ Ri then begin trace generation.
6: elseΨ is unreachable; terminate.

7: procedure BuildGraph(Reaction Ri)
8: if Ri ∈ E then return

9: for all Rj such that ¬(Ri = Rj ∨Rj ⇝
+ Ri) do

10: δ := ∆(Ri)− minXk∈Reactanti
(s0(Xk))

11: if δ > 0 then ∆(Rj) := ∆(Rj) + δ ; Ri ⇝ Rj := true

12: BuildGraph(Rj)
13: if ¬((∃Rk s.t. Rj ⇝ Rk) ∨ (Rj ∈ E)) then Ri ⇝ Rj := false

RΨ ⇝ R5 since only R5 can produce Gbg required by RΨ . The relations R5 ⇝

R3 and R5 ⇝ R8 are similarly established. Since both R3 and R8 are enabled
in s0, the algorithm terminates without removing any relations. Figure 3b, in
contrast, shows an unreachable target state assuming a different s0, where it fails
to supply sufficient molecules of G, e.g., s0(G) = 1. Thus, relations R5 ⇝ R3,
R5 ⇝ R8, and R5 ⇝ R7 are established. Since R7 /∈ E, R7 ⇝ R6 and R7 ⇝ R5

are established, creating cyclic dependency R5 ⇝
+ R5. Therefore, R7 ⇝ R5 is

disestablished. Because it is impossible to produce enough Gbg to execute R7,
R5 ⇝ R7 is disestablished. Similarly, RΨ ⇝ R5 must be disestablished, leaving
only RΨ in the dependency graph, proving unreachability of Ψ .

The derivation of a dependency graph enables three crucial developments.
First, it enables CRN reachability analysis as described in Theorem 1. Second,
a set of desirable reactions enables the construction of traces leading to a target
state. This is useful when very few traces reach a target state. Lastly, shortest
traces (by reaction execution count) are obtainable as shown in Theorem 2.

Theorem 1 (Unreachable Target). In a dependency graph constructed per
Deőnitions 1, 2, and 3 for a CRN M = ⟨X,R, s0⟩, if RΨ ∈ D ∧ (∀Ri ∈
R. ¬(RΨ ⇝

+ Ri ∧Ri ∈ E), any target state sΨ is unreachable from s0.

Proof (Theorem 1). Assume the following opposite statement holds: A depen-
dency graph constructed with Deőnitions 1, 2, and 3 for a CRN satisőes RΨ ∈
D ∧ (∀Ri ∈ R. ¬(RΨ ⇝

+ Ri ∧ Ri ∈ E) and some target state sΨ is reach-
able. In a closed CRN, if sΨ is reachable, then either (1) RΨ ∈ E in s0 or (2)
RΨ ∈ D in s0 and there exists a reaction sequence, say Ri . . .Rl and Ri ∈ E,
that enables RΨ in a future state. Case (1) is trivially true for this theorem.
For case (2), construct a dependency graph by Deőnition 3. Then it must hold
that ∃Ri ∈ R. RΨ ⇝

+ Ri∧Ri ∈ E. Because Ri . . .Rl exists to enable RΨ , the
constructed dependency graph must establish RΨ ⇝

+ Ri (Condition 2) and the
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terminal reaction Ri for RΨ ⇝
+ Ri must be enabled in s0 (Condition 3) when

RΨ ⇝
+ Ri is acyclic (Condition 1). This contradicts the assumption. ⊓⊔

Grouping dependency relations into weighted branches as described in Deő-
nition 4 enables the discovery of trace lengths. Intuitively, a weighted branch B
is a weighted path RΨ ⇝

+ Ri ∧ Ri ∈ E in the dependency graph. The branch
weight W (B) is the minimal length of a trace including only the reactions in B.
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50 50

50 50
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Fig. 3: Dependency Graph Examples.

Deőnition 4 (Weighted Branch on a Dependency Graph). Let a branch
Bα = {Ri | (RΨ ⇝

+ Ri ⇝
+ Rj∧Rj ∈ E)∨(RΨ ⇝

+ Ri∧Ri ∈ E)}. The weight
of Bα is W (Bα) =

∑
Ri∈Bα

∆(Ri), which is the sum of the minimal number of
reaction executions when executing only the reactions in Bα. Label a branch with
L(Bα) = {Reactanti ∩ Productj | Ri ⇝ Rj ∧Ri,Rj ∈ Bα}.

Theorem 2 (Shortest Trace). Construct a set of branches Bx such that each
branch is required to produce a unique species and ∀ By ̸= Bx,

∑
Ba∈Bx

W (Ba) ≤∑
Bb∈By

W (Bb). Let ρ(Bx) =
⋃

Ba∈Bx
Ri ∈ Ba. There exists some sequence of

reactions in ρ(Bx), where each Ri ∈ ρ(Bx) is executed precisely ∆(Ri) times
such that the resulting trace yields the minimal reaction execution count.

Intuitively, a branch is a set of reactions that together produce or consume at
least one desired species for RΨ . In the motivating example shown in Figure 3a,
there are two branches: {R5,R3} and {R5,R8}. Shortest traces are generated by
őrst gathering the non-empty lowest-weighted set of branches producing unique
required species. For example, R3 and R8 produce the same species needed by
RΨ , so only one branch is required to be included in Bx, but both R3 and R8 can
be included in Bx since ∆(R3) = ∆(R8). If another branch produced a different
required species, it would be included in Bx with R3 and/or R8.

Proof (Theorem 2). Consider a trace ση containing nη reaction executions pro-
duced by the method in Theorem 2. Consider a trace σβ containing nβ reaction
executions, such that nβ < nη. Because σβ reaches a target state from the initial
state, σβ must include reactions that are required to reach a target state from
the initial state. These actions are, by deőnition, included in a branch in the
dependency graph. Because each reaction Ri in σβ is, by deőnition, required to
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execute at least ∆(Ri) times, the branches used to derive sequence σβ from the
dependency graph must have a lesser cumulative weight than the branches used
to derive sequence ση. However, in constructing sequence ση, only the branches
with the least cumulative weight are selected. Thus, either σβ is of the same
length as ση (causing both traces to be shortest traces), or σβ cannot exist,
proving by contradiction that a trace ση derived by the procedure in Theorem 2
must be a trace with the fewest total reaction executions. ⊓⊔

Shortest Trace Generation using Compositional Testing. After obtain-
ing Bx as prescribed by Theorem 2, we exclude reactions Rl ̸∈ Bx as they do not
directly or indirectly contribute to reaching sΨ . Each remaining reaction Ri ∈ Bx

is then assigned a unique variable Ri_executions in protocol corresponding to
the number of times Ri has been executed. A shortest trace can then be obtained
via randomized compositional testing by asserting Ri_executions < ∆(Ri) as
a precondition for update_Ri. In Figure 3a, ρ(Bx) = {R3,R5,R8}, and there-
fore, all other reactions are removed. Assertions are then added to ensure each
reaction only executes the minimum required number of times needed to reach
sΨ . For example, assertion R5_executions < 50 is added to update_R5 to en-
sure that R5 does not execute more than 50 times. During compositional testing
of the triple ⟨α⟩p1⟨α⟩, p1 is the protocol object in a CRN model and α is
Ri_executions < ∆(Ri). This assertion serves as a part of the precondition
for action update_Ri deőned in p1. It becomes an assumption when testing p1
locally. Execution of every Ri ∈ ρ(Bx) starts with action update_Ri, which is
called by p1’s environment process p2. Ri cannot occur if Ri_executions has
already reached ∆(Ri), indicating that the minimal number of the required Ri’s
action sequences to reach sΨ has already occurred, even if Ri is enabled. The
same assertion is inserted as a part of the precondition for the check_guard_Ri

action deőned in the inspector object, which is part of p2. It becomes a guaran-
tee during the local testing of p1 because check_guard_Ri is p1’s output action.
Inserting the assertion Ri_executions < ∆(Ri) in this way guarantees that
only the minimum number of every Ri ∈ ρ(Bx) can appear in the resulting trace
σ, whose length is therefore, the shortest. Note that only once the contributing
reactions (i.e., those in Bx) have been established from the dependency graph is
the IVy model actually constructed with all of the aforementioned assertions.

8 Generation of Diverse Traces

To optimize the chance of őnding representative traces leading to rare-event
states with relatively high probability, it is desirable to obtain a diverse assort-
ment of traces. Using reactions from equally weighted branches and sequence
preőxes can generate a diverse set of traces from compositional testing.

Equally Weighted Sets of Branches. Given Bx = {Ba,Bb}, RΨ ⇝
+ Ri ⇝

+

Rx, and RΨ ⇝
+ Ri ⇝

+ Ry, if a species Xi ∈ Reactanti is produced equally
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effectively by a reaction Ry ∈ Bb as by a reaction Rx ∈ Ba, in order to pro-
duce more diverse traces, the traces should include both Rx and Ry, but they
should be executed at a lower frequency than that of other reactions, in order
to not favor the production of one species more than another during compo-
sitional testing. To accomplish this, let each reaction be assigned a tier value,
where tier(Rα) = |{Ri ∈ B | (Ri ⇝

+ Rα}| and let the frequency of Rβ be
denoted as freq(Rβ) = |{Rα | tier(Rα) = tier(Rβ) ∧Rα,Rβ ∈ ρ(Bx)}|

−1. The
CRN model is then modiőed as follows: (1) The assertion (Rx_executions +
Ry_executions) < ∆(Ry) is inserted as a precondition for both Rx and Ry; and
(2) selector is modiőed to let Rx,Ry execute with a frequency of freq(Ry).
These modiőcations ensure that the generated traces are diverse and the shortest.
For instance, for R3 and R8 in our motivating example, because L(R5 ⇝ R3) =
L(R5 ⇝ R8) = RL, R3 and R8 have the same tier value, and ∆(R3) = ∆(R8) =
50, we change the precondition assertions for update_R3 and update_R8 to be
(R3_executions+ R8_executions) < 50. We also modify selector so that R3

and R8 execute once per every two times they are enabled.

Sequence Preőxes for Generating Diverse Traces. Due to the highly con-
current nature of CRNs, multiple unique weighted branch sets can create short-
est traces according to Theorem 2. In the motivating example, the branches
{R5,R3} and {R5,R8} each have a weight of 100. Executing a total of 100 re-
actions using a combination of R5, R3, and R8 as prescribed by the dependency
graph results in the generation of a shortest trace. Dependency information is
used to partition the state space into preőx-based subsets. For example, all traces
generated using branches {R5,R3} and {R5,R8} must begin with the sequence
preőx R8,R5; R3,R5; R3,R8; or R8,R3. Because each preőx is unique, there is
no need to check for duplicate traces except among traces with identical preőxes.
Therefore, it is possible to discard saved trace information after each preőx set is
completed, saving only the sum of the probability of each trace. This saves time
and allows for more trace enumeration using less memory. This state space par-
titioning method is achieved by using stochastic simulation to obtain the state
immediately following each preőx. This state is then used in lieu of the model’s
initial state for compositional testing, and the number of required executions for
each reaction in the preőx decrements. The preőx reaction sequence is prepended
to each trace before stochastic simulation to obtain the trace’s probability.

9 Tool Implementation

Ragtimer tool ŕow. We have implemented the proposed techniques in a
prototype tool called Ragtimer, so named because it is designed to be fast and
carefree for a user, much like the Ragtime musical genre. As Figure 1 shows,
Ragtimer őrst builds a dependency graph from the CRN model and its rare-
event reachability property. The dependency graph is then used to determine
reachability of the target rare-event speciőcation and it either provides a proof
of unreachability, or creates an IVy model containing only reactions in the set of
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branches with the lowest weight, as described in Theorem 2 and Section 8. To
optimize the chance of a diverse set of representative traces to reach the target
rare-event, Ragtimer partitions the possible traces by shortest trace preőxes.
Using information obtained from the dependency graph analysis, it automatically
creates and then inserts assertions into the IVy model. Ragtimer then invokes
randomized compositional testing to produce a user-speciőed quantity of unique
traces to the target state. Lastly, it simulates each trace to obtain its rare-event
reachability probability by interfacing the Prism probabilistic model checker [22]
and sums them together to obtain the total probability of the set of traces.

Probability acquisition. The main advantage of Ragtimer is its effectiveness
in rapidly generating a large number of the shortest desirable traces to a rare-
event of interest. The lower bound for the rare-event probability Pmin(♢

[0,T ]
Ψ),

where Ψ is the rare-event in the form of Xi = C, is obtained by summing up the
probabilities of all generated traces. Ragtimer interfaces the stochastic simu-
lation engine in Prism to obtain probabilities for all individual traces. When
branch preőxes are used for trace generation, this simulation occurs in batches,
where each batch is for one equally weighted preőx from the dependency graph.
An alternative approach is to construct a partial state space from the gener-
ated traces őrst and then interface a probabilistic model checking tool to obtain
Pmin(♢

[0,T ]
Ψ). However, such construction would require an equivalent sim-

ulation effort for each trace in addition to state duplication. Our experiments
showed that state space construction yielded an identical lower probability bound
to trace simulation, but it used signiőcantly more computational resources.

10 Results and Discussion

We obtained all results on a machine with an AMD Ryzen Threadripper 12-Core
3.5 GHz Processor and 132 GB of RAM, running Ubuntu Linux (v18.04.3). With
one CPU and 16 GB of RAM allocated, Ragtimer was tested on three repre-
sentative CRN models. The rarity of their target speciőcations combined with
the large state spaces can quickly overwhelm computational resources. Reaction
propensities for all models presented in this section are in molecules per second.

Single species production-degradation model. This model consists of two

species reacting through a production-degradation interaction [19]: R1 : S1
1.0
−−→

S1 + S2,R2 : S2
0.025
−−−→ ∅. The initial molecule count for species vector (S1, S2)

forms the initial state: s0 = [1, 40]. The desired CSL property of this model
is P=?(♢

[0,100] S2 = 80). Obviously, the the shortest trace to sΨ is simply a
repetition of R1. Ragtimer quickly discovers this shortest trace, and alerts the
user that only one shortest trace can be generated. Restriction is then loosened
in the IVy model to allow extraneous reactions, i.e., R2, to randomly execute at
a desired frequency to produce additional traces. Figure 4a shows the probability
increase when these traces are generated. Generating 10, 000 additional traces
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repeatedly took less than 2 minutes. This shows the value of controlling reaction
restrictions. While obtaining a single shortest trace can be valuable, allowing
many traces with extraneous reactions enables the accumulation of increased
probability. In our experiments, when these probabilities begin to converge, it
becomes helpful to increase the allowance for extraneous reactions to generate
more diverse traces.
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Fig. 4: Cumulative probability of desirable traces produced by Ragtimer.

Enzymatic futile cycle model. This example models the enzymatic futile
cycle motif consisting of two single-substrate enzymatic reaction scheme, one
transforming S2 into S5 catalyzed by S1 and the other transforming S5 into S2

catalyzed by S4 [19]:

R1 : S1 + S2
1.0
−−→ S3, R2 : S3

1.0
−−→ S1 + S2, R3 : S3

0.1
−−→ S1 + S5,

R4 : S4 + S5
1.0
−−→ S6, R5 : S6

1.0
−−→ S4 + S5, R6 : S6

0.1
−−→ S4 + S2.

This motif widely exists in biological systems including GTPase cycles, MAPK
cascades, and glucose mobilization [37]. The initial molecule count for species
vector (S1, S2, S3, S4, S5, S6) forms the initial state: s0 = [1, 50, 0, 1, 50, 0]. The
rare-event property is P=?(♢

[0,100] S5 = 25). Similar to the single-species model,
this model only produces one shortest trace that alternates between R4 and
R6. Figure 4b shows the probability trend with additional traces. Since these
traces each reach a rare-event state, it enables a probability increase of over 30
orders of magnitude using under 2 minutes of total run time. Notably, the test
with 50, 000 traces yielded a much lower probability than the test with 10, 000
traces, which demonstrates the importance of the user-speciőed frequency to
execute extraneous reactions. In the test with 50, 000 traces, extraneous reac-
tions were allowed to execute more frequently, resulting in slightly longer traces
with a shorter runtime per trace production. However, they lowered the overall
probability despite the presence of more traces.

Modiőed yeast polarization model. Ragtimer is well-suited for mining
rare-event traces for large-state models such as the modiőed yeast polarization
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model introduced in Section 4. When simulating this model using the standard
stochastic simulation algorithm (SSA) implemented in the Prism probabilistic
model checking tool, the average trace length is generally over 4, 000 reactions
before reaching a target state, and the total probability for over 500, 000 traces
is rounded to 0 due to ŕoating-point precision limitations. That is, SSA alone
generates paths with probabilities much lower than 4.9×10−324. On the contrary,
Ragtimer can őnd a collection of short and generally more probable traces.
Figure 4c shows that with only 10, 000 traces that Ragtimer found within 2
minutes, their cumulative probability was already signiőcant. Given its run time
is not signiőcantly different from pure SSA per generated trace, Ragtimer is a
more effective and efficient őrst strategy for rare-event analysis than SSA.

When this model is instead initialized with G = 49, the target state becomes
unreachable. Ragtimer quickly detected this unreachability and terminated,
while other tools, including modes in the Modest Toolset and SSA in Prism,
executed indeőnitely attempting to simulate traces. When tested on unreachable
variants of the modiőed yeast polarization and futile cycle models, Ragtimer

reported unreachability in under 1 second and did not attempt to generate traces.

Table 1: Rare-event simulation results for the three examples using modes.

single species enzymatic futile cycle modiőed yeast polar.

rare-event probability 3.0631× 10−7 1.7043× 10−7 1.7002× 10−6

runtime (seconds) 5.7 127.9 26.9
peak memory (MB) 143 141 144

Comparison to modes rare-event simulation engine. The modes tool was
able to efficiently and accurately compute rare-event probabilities. Accuracy
means the closeness of reported rare-event probabilities between the results from
modes, shown in Table 1, and [19] for the single-species prodcuction-degradation
and enzymatic futile cycle models, and [9] for the modiőed yeast polarization
model. However, the compositional importance function required for rare-event
simulation poses a major limitation on global variables shared among multiple
components, each representing a reaction in the CRN. While manual modiőca-
tions to the model’s importance function can be made to get around this issue,
it requires user intervention and a thorough understanding of the CRN model
and the Modest language, with the possibility of introducing errors. modes was
also tested on the modiőed yeast polarization model initialized with G = 49 to
produce an unreachable target. Despite its speed for veriőcation of reachable
models, it ran for 24 hours on 23 CPU threads, performing over 1 million sweeps
of the model without determining the target speciőcation is unreachable.
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Comparison to probabilistic model checking tools. After bounding all
species’ molecule counts to a reasonably large range of [0, 150], we attempted
to verify the modiőed yeast polarization model using the Storm probabilistic
model checker [13] with the Sylvan library [8] to allow for parallel construc-
tion of the symbolic state space. Although symbolic state space construction
completed quickly, Storm failed to complete the transient analysis after run-
ning for 30 days. This is due to the overhead in converting symbolic state space
to the sparse matrix representation to perform time-bounded transient analy-
sis. Similar to Storm, Prism was also unable to complete probabilistic model
checking of this property within a reasonable time bound. However, running the
state-truncation probabilistic model checker Stamina [32] on the same model
produced a probability bound of [1.64× 10−6, 23.01× 10−6] after two days.

11 Conclusion

This paper presents a scalable and fully automated approach to rapidly enu-
merate a large number of traces guaranteed to reach desirable rare-event states
for a given CRN model. It includes both a layered and service-oriented compo-
sitional modeling method and a dependency graph analysis technique to either
prove unreachability or guide the generation of a variety of the shortest traces.
Together, they automatically construct assumptions and guarantees that enable
compositional testing to produce many desirable traces, which are then simu-
lated to provide the lower probability bound for the rare-event. Efficiency in
both trace generation and rare-event probability computation is demonstrated
in three challenging CRN models. For future work, we will investigate effective
cycle detection method to further improve rare-event trace generation.
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