
1. Introduction
The climate system does not respond in the same way to CO2 changes as it does to non-CO2 forcing agents such 
as aerosols, methane or changes in incident solar radiation. The magnitude of global warming in response to unit 
radiative forcing depends on the type and magnitude of forcing agent applied (Hansen et al., 2005). The efficacy 
of a specific forcing agent can be defined as (Richardson et al., 2019)

!f =
Δ" ∕#

Δ"2×CO2∕#2×CO2

, (1)

where F is the magnitude of global mean radiative forcing, Δ!  is the change of global mean surface temper-
ature in response to the forcing, and Δ!2×CO2 is the global mean surface temperature change in response to the 
forcing of a doubling of CO2 (! "2×CO2 ). Ideally, Δ!  and Δ!2×CO2 are defined as changes in equilibrium temper-
ature, but in practice they are usually calculated as the temperature change averaged over a certain period 
of time after the forcing is applied. The radiative forcing used to calculate efficacy can be defined as either 
instantaneous radiative forcing or effective radiative forcing at top-of-atmosphere (TOA) or tropopause, and 
the efficacy has different values when different definitions are used. The efficacy defined with instanta-
neous radiative forcing is determined by both rapid radiative adjustment and radiative feedbacks, and the 
efficacy defined with effective radiative forcing is only affected by radiative feedback processes. Therefore 
the efficacy defined using effective radiative forcing is closer to unity than that defined with instantaneous 
radiative forcing (Richardson  et al., 2019). Furthermore, the effective radiative forcing framework provides 
better understanding of the energy budget response to different drivers than the instantaneous radiative forc-
ing framework (Hansen et al., 2005; Richardson et al., 2019; Sherwood et al., 2015), so efficacies are usually 
calculated under the effective radiative forcing framework in recent studies. The effective radiative forc-
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ing can be defined relative to a fixed sea surface temperature (SST) scenario, or be calculated using linear 
regression. P. M. Forster et al. (2016) suggest that fixed-SST effective radiative forcing has more certainty 
than regression-based methods, and the fixed-SST method is recommended for diagnosing effective radiative 
forcing.

The efficacy can also be defined in terms of the ratio of the radiative feedback operating at equilibrium under 
a given forcing agent to the radiative feedback operating at equilibrium under CO2 doubling (e.g., Richardson 
et al., 2019; Rose et al., 2014). Using the traditional global energy balance model (Gregory et al., 2004), we 
have

! = " − #Δ$ , (2)

where λ is the equilibrium climate feedback parameter in response to the forcing agent (defined as the absolute 
value of total net feedback in this study), and N is the anomalous TOA net flux. When the climate system reaches 
equilibrium, we have

Δ!eq =
"

#
, (3)

where Δ!eq is the global mean surface temperature change at equilibrium. Particularly, in response to a CO2 
doubling, we have

Δ!eq,2×CO2 =
"2×CO2

#2×CO2

, (4)

where ! "2×CO2 is the climate feedback parameter for a doubling of CO2. Combining Equations 1, 3 and 4, we have 
(Richardson et al., 2019; Rose et al., 2014)

!" ,# =
#2×CO2

#
. (5)

When Δ!  and Δ!2×CO2 in Equation 1 are defined as changes in equilibrium temperature, the efficacy defined 
using Equation 5 is equal to that defined using Equation 1. However, if Δ!  and Δ!2×CO2 in Equation 1 are transient 
temperature changes, then the efficacy calculated using Equations 1 and 5 could be different.

Forcing efficacies have been proposed to arise from different forcing agents having different spatial patterns 
of forcing than CO2 forcing (e.g., Hansen et al., 2005; Kummer & Dessler, 2014; Marvel et al., 2016; Rose 
et al., 2014; Shindell, 2014; Winton et al., 2010). When forcing is applied in regions of less-negative radiative 
feedbacks (a weaker radiative response per degree of warming), we can expect a larger warming per unit change 
of forcing, and thus an efficacy higher than 1 (e.g., Armour et al., 2013). This can be described as different forcing 
agents producing different global radiative feedbacks through the pattern of SST change they induce (Haugstad 
et al., 2017)—a "pattern effect." It is also possible that different radiative forcing agents produce different effica-
cies because they affect radiation at different heights in the atmosphere (Richardson et al., 2019).

On the other hand, radiative feedbacks can also depend on the magnitude of temperature change itself (a 
state dependence or feedback nonlinearity, Bloch-Johnson et al., 2021; Caballeroa & Huberb, 2013; Meraner 
et al., 2013). State dependence has been used in the refined model of Ceppi and Gregory (2019) to quantitatively 
explain the dependence of climate feedbacks on forcing agent, so it is possible that forcing efficacies may also 
depend on the magnitudes of radiative forcing through the magnitude of global temperature change they induce.

In this study, we first test the hypothesis (Haugstad et al., 2017) that the efficacy of a radiative forcing agent 
depends only on the surface temperature pattern it induces relative to that of CO2 forcing, via the influence of 
that temperature pattern on radiative feedbacks. In this view, the vertical structure of the forcing plays no role 
except through its influence on the pattern of surface temperature change. We carry out a set of idealized exper-
iments  to determine the forcing efficacy and feedback state dependence, and apply a Green's function approach 
(GFA, Dong et al., 2019; Zhang et al., 2022; Zhou et al., 2017) to quantify the pattern effect. We further explore 
whether feedback nonlinearities with global temperature could play a role in the calculation of forcing efficacy, 
and establish a quantitative relationship between the radiative forcing efficacy and the combination of the pattern 
effect and state dependence of radiative feedbacks.
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2. Methods and Experiment Design
The simulations are performed using the Community Earth System Model 1.2.1 with Community Atmosphere 
Model 5.3 (CESM1.2.1-CAM5.3) at 1.9 latitude × 2.5 longitude resolution (Neale et al., 2012). The version 
of model used in this study is same as that used in Zhou et al. (2020), so that the patch experiments in Zhou 
et al. (2020) can be used to quantify the pattern effect using GFA.

We first perform a set of atmosphere-only experiments with fixed SST and sea ice cover (SIC) to calculate the 
effective radiative forcing, including one control run (where all radiative forcings are fixed at preindustrial levels) 
and 10 forcing experiments each with an abruptly changed radiative forcing agent (Table S1 in Supporting Infor-
mation S1). To account for the effect of feedback state dependence, three levels of CO2 and solar forcings are 
chosen in the experiments. Considering that there are many types of aerosols and greenhouse gases in the atmos-
phere, we performed a set of present day (PD) aerosol forcing experiments and a set of PD all forcing experiments 
to understand the overall efficacy of multiple forcing components.

To avoid assumptions in calculating the effect of land surface temperature change on the TOA energy balance 
(Hansen et al., 2005; Richardson et al., 2019), the fixed-SST effective radiative forcing is chosen to calculate the 
effective radiative forcing (Richardson et al., 2019):

!" = #",a −#0,a, (6)

where ! "0,a is the mean TOA radiative flux in the Fixed-SST control experiment, ! "#,a is the mean TOA radiative 
flux in the ith forced experiment, and ! "# is the effective radiative forcing of the corresponding forcing agent. Note 
that if the land surface temperature adjusted effective radiative forcing (Andrews et al., 2021; Hansen et al., 2005; 
Richardson et al., 2019) is used instead of the effective radiative forcing defined by Equation 6, there are only 
minor changes in the results of this paper (Table S2 in Supporting Information S1). The spatial distribution of 
effective radiative forcing for each experiment is shown in Figures 1a–1j.

The rapid adjustment of global mean surface temperature to the radiative forcings, which will be used to calculate 
the effective feedback parameter later (Equation 9), can be calculated as

Δ!",ra = !",a − !0,a, (7)

where ! "#,a and ! "0,a are the mean global surface temperature in the fixed-SST forced and control experiments, 
respectively. Surface air temperature is used as the surface temperature in this study.

Figure 1. Spatial distribution of effective radiative forcing and surface temperature change. (a–j) Effective radiative forcing derived from the fixed-sea surface 
temperature experiments. (k–t) Surface temperature change in the abrupt forcing experiments, calculated as the change of surface temperature averaged over years 
131–150 compared to the climatological mean values of the PI-control experiment. Numbers in the brackets denote global mean values.
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Subsequently, we perform a 250-year-long preindustrial control (PI-control) experiment with CESM1.2.1 
(coupled ocean-atmosphere). Files for initial conditions are downloaded from the CESM official website, and the 
global mean surface temperature does not change significantly during the whole 250 years period, indicating that 
the climate system is at equilibrium. The last 150 years of the PI-control experiments are used to calculate the 
base surface temperature (T0,c) and base TOA radiative fluxes (N0,c).
Then 10 fully-coupled abrupt forcing experiments are branched from Year 100 of the PI-control experiment. In 
each of these 10 experiments, the radiative forcing is changed abruptly from the PI level to a new level, and held 
constant throughout the simulation. Each of these experiments are run for 150 years, and the last 20 years are used 
to calculate the new surface temperature (Ti,c, where i denote the ith forcer) and TOA radiative fluxes (Ni,c). The 
change of global mean surface temperature induced by the ith forcer can be calculated as

Δ!" = !",c − !0,c. (8)

The spatial distribution of temperature change is shown in Figures 1k–1t, and the relationship between global Δ!" 
and ! "# is shown in Figure 2a. Then the efficacy of ith forcer (Ef) can be calculated using Equation 1 or Equation 5 
(Table S2 in Supporting Information S1). Though these abrupt forcing experiments do not reach equilibrium, 
global energy imbalance is relatively small toward the end of the runs, so we expect that the two efficacy defini-
tions Equations 1 and 5 should produce similar results (Figure 2b).

Figure 2. Contribution of pattern effect to variations in forcing efficacy. (a) Relationship between effective radiative 
forcing and surface temperature change. The red line indicates the relationship for an efficacy of 1, which passes through 
the 2 × CO2 point with 0 intercept. (b) Relationship between efficacy calculated using Equations 1 and 5. (c) Relationship 
between FWP/F (FWP is the average effective radiative forcing in the Western Pacific Ocean, illustrated by the black rectangle 
of Figure 3a) and the Green's function approach (GFA)-reconstructed efficacy (! "f ,GFA , Equation 13). The red line is a linear 
fit line. (d) Relationship between the GFA-reconstructed efficacy and actual efficacy (! "f , Equation 1). The red lines in (b, 
d) denote the y = x lines. The error bars representing 5%–95% uncertainty intervals are calculated with bootstrapping, where 
10,000 random sampling subsets are used to compute the statistical distribution of the efficacy for each case. Note that the 
uncertainty intervals of ! "f are smaller than ! "f ,# , so ! "f is used in (d) instead of ! "f ,# .
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To avoid climate feedback signals on the interannual timescale, regression is not used in this study, and we calcu-
late the effective feedback parameter (Rugenstein & Armour, 2021) using the following equation,

!" = −
Δ#"

Δ$",fb

= −
%",c −%0,c − &"

Δ$" − Δ$",ra

, (9)

where Δ!" denotes the change of TOA radiative fluxes in response to feedback-induced global mean surface 
temperature changes (Δ!",fb , which equals to the difference between total temperature change and rapid adjust-
ment induced temperature change). Then the feedback-derived efficacy can be calculated using Equation  5. 
(Table S2 in Supporting Information S1)

3. Contribution of the Pattern Effect to Forcing Efficacy
The pattern effect is analyzed using GFA (Dong et al., 2019; Zhang et al., 2022; Zhou et al., 2017). In particular, 
SST-induced TOA radiation anomalies can be quantified using

Δ!",GFA =
∑

#

$!

$SST#

ΔSST# + %, (10)

where ΔSST! is the change of SST in a specific grid box j, calculated as the difference between the SST in 
the abrupt forcing experiment and the climatological mean SST in the PI-control experiment. ! "#∕"SST$ is the 
sensitivity of global mean net TOA fluxes to SST change in the jth grid box (Figure 3a), and is calculated using 
the experiments of Zhou et al. (2020) (Figure S1 in Supporting Information S1). ε is an error term representing 
nonlinear effects that are not captured by the Green's function.

Figures 3b–3k show that the GFA-predicted TOA radiation feedback closely correspond with the actual values, 
which is calculated as

Figure 3. Reconstructing the feedback induced top-of-atmosphere (TOA) radiative flux anomalies (ΔRi) using a Green's 
function approach (GFA). (a) Sensitivity of global TOA net flux to unit SST change in each grid box (! "#∕"SST$ of 
Equation 10). (b–k) Time series of ΔRi in abrupt forcing experiments. Black lines denote actual ΔRi calculated with 
Equation 11, red lines denote GFA-reconstructed values using Equation 10, and blue lines denote values reconstructed using a 
fixed feedback parameter ! "2×CO2

 .
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Δ!" = #",c −#0,c − $", (11)

indicating that GFA is effective in quantifying the pattern effect in these abrupt forcing experiments. Note that 
the performance of GFA for explaining the pattern effect might be different for other models (Dong et al., 2019; 
Zhang et al., 2022). The TOA radiation anomalies implied by a fixed climate feedback parameter are also shown 
in Figures 3b–3k, and the differences between the blue lines and black lines in Figure 3 are primarily induced by 
the pattern effect. Then the feedback parameter induced by pattern effect can be reconstructed as

!",GFA = −
Δ#",GFA

Δ$",fb

= −

∑

%

&#

&''$%
Δ''$%

Δ$" − Δ$",ra

, (12)

and the efficacy of each forcing agent can be reconstructed using Equations 2 and 8,

!" ,GFA =
#2×CO2 ,GFA

#$,GFA

, (13)

The value of ! "#∕"SST$ is strongly negative over the tropical western Pacific Ocean (the black box of Figure 3a, 
which is similar to but slightly different from the region chosen by Dong et al., 2019), so it is expected that 
stronger effective radiative forcing and SST warming over this region results in lower efficacy. To test this mech-
anism, we calculate the ratio of effective radiative forcing in the Western Pacific Ocean to the global effective 
radiative forcing (WP forcing ratio), and find that this ratio is negatively correlated with ! "f ,GFA (Figure 2c) and ! "f 
(r = −0.90) as expected. Specifically, the GFA-reconstructed efficacy is greatest in the PD all forcing experiment, 
where the average forcing is weak in the tropical western Pacific Ocean compared to other regions (Figure 1). 
On the contrary, the GFA-reconstructed efficacy is smallest in the 10 × BC experiment, and the average forcing 
over the tropical western Pacific Ocean is strong compared to other regions in this experiment. It is worth noting 
that  the efficacy of individual forcing components is lower than or equal to unity, but the efficacy of PD all forc-
ing is slightly higher than unity. In the PD all forcing experiment, greenhouse gas induced warming is partially 
counteracted by the aerosol induced cooling. The efficacy of aerosol is less than that of greenhouse gases, so the 
aerosol induced temperature change is less negative compared to the case with an aerosol efficacy of unity, and 
as a result the overall efficacy of PD all forcing is higher than unity.

The forcing efficacies reconstructed by the GFA are well correlated with actual values (Figure 2d). Given that the 
GFA reconstruction is solely based on the SST patterns induced by the forcings without needing the forcing struc-
tures, this result indicates that the pattern effect is important in determining the forcing efficacies. Nevertheless, 
the GFA-predicted efficacies are systematically higher than actual values. In the following section, we examine 
whether this systematic overestimation might partially result from a neglect of feedback state dependence.

4. Explaining the Forcing Efficacy With a Combination of Pattern Effect and State 
Dependence
To quantify the state dependence of radiative feedbacks, we perform a set of uniform warming experiments 
(Table S1 in Supporting Information S1). In each uniform warming experiment, we apply a uniform warming or 
cooling everywhere over the global oceans, and fix all radiative forcing agents and SIC at preindustrial levels as 
in the Fixed-SST control experiment.

Figure 4a shows the relationship between TOA radiative fluxes changes (ΔR) and global mean surface tempera-
ture changes (ΔT) in these uniform warming experiments. ∆R decreases monotonically with ∆T, but at a rate that 
depends in subtle ways on ∆T, so the feedback parameter in response to uniform warming is a function of global 
mean surface temperature change,

!uni(Δ" ) = −
#uni(Δ" ) − #uni(0)

Δ"
, (14)

where Δ!  is the change of global mean surface temperature compared to the control experiment, and ! "#ni(Δ$ ) is 
the mean TOA radiative fluxes in the uniform warming experiment. Based on the six simulations we performed 
(circles in Figure  4a), we further derive an empirical function of λuni (ΔT) using two interpolation methods, 
quadratic fit (e.g., Bloch-Johnson et al., 2021) and spline interpolation. The results suggest that the feedback 
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parameter generally decreases (higher efficacy) as temperature increases (Figure 4b), which is broadly consistent 
with the results and theories of previous studies (Bloch-Johnson et al., 2021; Caballeroa & Huberb, 2013; Kolla 
& Cronina, 2018; Meraner et al., 2013; Seeley & Jeevanjee, 2021). When quadratic fit is used in the calculation 
of ! "uni , ! "uni is a linear function, and the clearsky fluxes are the primary contributor to the change of ! "uni . When 
spline interpolation is applied, the value of ! "uni is no longer linear with Δ!  , and cloud feedback becomes an 
important contributor to the state dependence in this case. Note that spline interpolation captures more nonlinear 
features than quadratic fit, but its results may be potentially affected by overfitting, so results from both methods 
are shown in this paper.

Then the contribution of feedback state dependence to forcing efficacy can be quantified using Equation 5 as

!f ,SD(Δ"#) =
$uni

(

Δ"2×CO2

)

$uni(Δ"#)
. (15)

Combining Equations 13 and 15, we can reconstruct the efficacy of each forcer with a combination of pattern 
effect and non-linearity, and the overall efficacy is computed as the product of ! "f ,GFA and ! "f ,SD

!f ,GFA+SD =
"uni

(

Δ#2×CO2

)

"uni(Δ#$)
!f ,GFA. (16)

Figure 4. Reconstruction of efficacy with a combination of pattern effect and state dependence. (a) Relationship between ΔT 
and ΔR in uniform warming experiments. Black circles denote values calculated from the uniform warming experiments. The 
blue line is a quadratic fit line, and the red line is calculated using spline interpolation. (b) The state dependence of climate 
feedback parameter as a function of ΔT. Black circles denote allsky values calculated from the uniform warming experiments, 
and red circles denote clearsky values. The blue and red solid lines denote the feedback parameters calculated from the 
interpolated lines of (a), and the dashed lines denote clear-sky values calculated using the corresponding interpolation 
method. (c, d) Relationship between Green's function approach + state dependence reconstructed efficacy (Ef,GFA + SD, 
Equation 16) and actual efficacy (Ef) calculated using quadratic and spline fits, respectively. The error bars in (c, d) denote 
5%–95% uncertainty intervals, and are calculated with bootstrapping.
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Figures 4c and 4d show that the values of ! "f ,GFA+SD better reproduce the actual efficacies, no matter which inter-
polation method is used. Therefore, we can conclude that the efficacy of climate forcers is determined by both 
pattern effect and the state dependence of radiative feedbacks.

5. Conclusions and Discussions
In this paper, a series of idealized simulations are designed to quantify the radiative forcing efficacy of 10 differ-
ent forcing agents, where efficacy is defined relative to the fixed-SST effective radiative forcing. The efficacies 
reproduced with a combination of pattern effect and state dependence correspond closely with actual values, 
indicating that the efficacies are determined by feedback dependence on both the pattern of sea surface warming 
and the magnitude of global surface temperature change.

The contribution of pattern effect to forcing efficacy is calculated using the GFA—an approach effectively 
representing the TOA radiation response to a given SST pattern (Dong et al., 2019; Zhang et al., 2022; Zhou 
et al., 2017). When there is more warming over tropical ascent regions compared to the abrupt 2 × CO2 exper-
iment (which is usually associated with more positive radiative forcings in these regions, Figure 2c), there are 
more low clouds globally (Zhou et al., 2016, 2017), and the lapse rate is weaker (Ceppi & Gregory, 2017; Dong 
et al., 2019), leading to more negative TOA radiative fluxes, and the pattern-induced efficacy deviates from 
unity.

The contribution of feedback state dependence to forcing efficacy is quantified using a set of additional simu-
lations with uniform surface warming. When the change in global surface temperature is negative (i.e., non-BC 
aerosol forcings, and reduced solar/CO2 forcing), the overall radiative damping is stronger than that in the 2 × CO2 
experiment, and this state dependence reduces the efficacy.

It is worth noting that the results in this paper depend on the definition of efficacy. For example, efficacy would 
be affected by differences in rapid adjustments if efficacy were defined under the instantaneous radiative forcing 
framework.

This study is based on one climate model (CESM1.2.1), and pattern effect and state dependence for other climate 
models might be quantitatively different from this model. However, impacts of both pattern effects and state 
dependence on feedbacks have been identified in CMIP5 and CMIP6 models (Bloch-Johnson et al., 2021; Dong 
et al., 2020; P. Forster et al., 2021; Sherwood et al., 2020), so it is expected that pattern effect and state depend-
ence are also important in determining the efficacy of other models.

Furthermore, the uncertainties on forcing efficacy are large, so it is usually difficult to accurately quantify the 
effect of efficacies on the Earth's energy budget in climate studies. Instead, we have shown here that it is more 
convenient to account for the effect of forcing efficacy by considering the effect of pattern effect and state 
dependence of radiative feedbacks.

Data Availability Statement
The experiment results that are used in this study are available online at Zenodo: https://doi.org/10.5281/
zenodo.7193943.
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