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A search for dark matter axions with masses > 10 μeV=c2 has been performed using the HAYSTAC
experiment’s squeezed state receiver to achieve subquantum limited noise. This work includes details of the
design and operation of the experiment previously used to search for axions in the mass ranges 16.96–17.12
and 17.14–17.28 μeV=c2 (4.100–4.140 GHz and 4.145–4.178 GHz) as well as upgrades to facilitate an
extended search at higher masses. These upgrades include improvements to the data acquisition routine
which have reduced the effective dead time by a factor of 5, allowing for the new region to be scanned ∼1.6
times faster with comparable sensitivity. No statistically significant evidence of an axion signal is found in
the range 18.44–18.71 μeV=c2 (4.459–4.523 GHz), leading to an aggregate upper limit exclusion at the
90% level on the axion-photon coupling of 2.06 × gKSVZγ .
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I. INTRODUCTION

Astrophysical and cosmological observations indicate that
more than a quarter of the universe’s mass energy exists in
the form of dark matter [1,2]. While there are a number of
hypotheses for the nature of this dark matter, no candidate
has been detected directly. One such candidate, the axion,
was originally proposed as a solution to the strong CP
problem [3,4] but also has the necessary characteristics to act
as the dominant source of dark matter in the universe [5–9].
Models of the axion do not explicitly predict its mass or

coupling strength to matter, but for QCD axions all of its
couplings, gaii, are proportional to its mass, ma. This
includes its coupling to radiation, gαγγ, which is relevant
to this experiment. The resulting parameter space of the
allowed masses and couplings is typically benchmarked by
couplings from the Kim, Shifman, Vainshtein, and Zakharov
(KSVZ) [10,11] and the Dine, Fischler, Srednicki, and
Zhitnitsky (DFSZ) [12,13] models based on heavy quarks
and multi-Higgs interactions, respectively. The ability to
solve two outstanding questions in physics, coupled with
null results from searches for weakly interacting massive
particles (WIMPs), situates the axion as one of the most
promising candidates for a new fundamental particle [14].
Although the mass of the QCD axion is largely unknown,

axions in the mass range ∼1–100 μeV=c2 are favored by
models in which the Peccei-Quinn (PQ) symmetry breaking
occurs after inflation [15–17]. To date, the most sensitive
probes for dark matter axions in this range are those using
axion haloscopes [18–24]. These experiments exploit the
axion’s coupling to the pseudoscalar electromagnetic prod-
uct E ·B by employing a large static magnetic field B to
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convert the oscillating axion field into a small electric field
E which oscillates at frequency νa ≈mac2=h for axions of
massma [25,26]. To resonantly enhance the relatively small
coupling strength gαγγ expected for this interaction, the
induced field is enclosed inside a high quality factor cavity
with a spatially overlapping cavity mode whose bandwidth
encompasses νa. When this resonant condition is met, a
small power excess at νa with spectral width given by the
axion’s virial velocity v ∼ 270 km=s would be present.
Through the use of the haloscope technique, experiments
have achieved ratios of the expected axion-induced signal
power to the total experimental noise power (SNR), which
allow for probes of dark matter axions sensitive to QCD
couplings.
The main challenge of such an experiment arises from

the fact that the neither the axion’s mass nor coupling
strength are a priori known, requiring that a successful
search maintain this high sensitivity for axions of many
different masses. Because the width of the cavity’s resonant
mode is small compared to the range of possible axion
masses, the defining metric of a haloscope is not the SNR
for a single axion mass but rather the rate R (in Hz=s) at
which axions of different masses can be searched for at a
given SNR. While modern haloscopes have achieved
sensitivity to QCD axions over large mass ranges below
∼10 μeV=c2 [18,19,24], extending these searches to higher
frequencies becomes increasingly challenging as a number
of experimental parameters, most notably the cavity vol-
ume, scale poorly with frequency. In order to maintain
sensitivity to QCD axions at masses≳10 μeV=c2, improve-
ments are needed to counter this drop in R.
One such path is the reduction of the total noise of the

system, which can in part be achieved through the use of
low-noise amplifiers operating at cryogenic temperatures,
but it is traditionally limited by quantum noise from zero-
point vacuum fluctuations. These fluctuations impose a
standard quantum limit (SQL) to the noise a haloscope can
achieve with phase insensitive linear amplifiers. In recent
years it has been demonstrated that circumvention of this
barrier is possible by coupling the cavity to a squeezed
state receiver (SSR) [27] consisting of two Josephson
parametric amplifiers (JPAs) [28]. Operation of these JPAs
as phase sensitive amplifiers allows for the manipulation of
squeezed vacuum states, in which the measurement
uncertainty is moved into one quadrature of the field,
resulting in a reduction of noise below the SQL. This
allows for the cavity’s measurement bandwidth to be
substantially increased by strongly overcoupling the read-
out antenna, which in turns gives an enhancement to the
scan rate. This was first demonstrated in an axion search by
the Haloscope At Yale Sensitive To Axion Cold Dark
Matter (HAYSTAC) [24,29,30].
In this work, details from HAYSTAC’s quantum

enhanced search for dark matter axions are presented in
the context of the second phase of data taking with a focus

on new results from continued operation of the SSR since
the initial demonstration published in Ref. [24]. A detailed
overview of the experimental configuration is presented in
Sec. II, highlighting both changes made to the detector in
order to integrate the SSR and improvements made since the
initial SSR run to further improve the scan rate during the
acquisition of new data. Following this, results from
HAYSTAC’s dark matter search are presented in Sec. III
with a focus on new data taken with the upgraded detector.

II. EXPERIMENTAL OVERVIEW

The HAYSTAC experiment began operation in 2016
and is now in its second phase of axion sensitive mea-
surements. In Phase I which ran from January 2016 to July
2017, HAYSTAC took data with a single Josephson
parametric amplifier (JPA) operated in phase-insensitive
mode to scan the mass range of 23.15–24.0 μeV=c2
(5.6–5.8 GHz) [31,32] achieving nearly quantum-limited
noise for the first time in a haloscope experiment. In order to
push beyond this quantum limit, the receiver chain was
modified in August 2018 to incorporate a SSR, and
HAYSTAC began a second phase of data taking referred
to as Phase II. The first iteration with this setup, Phase IIa,
operated from September 2019 to April 2020 and searched
for axions with masses between 16.96–17.12 and 17.14–
17.28 μeV=c2 (4.100–4.140 GHz and 4.145–4.178 GHz)
achieving noise below the quantum limit for the first time in
an axion experiment [24]. Following the conclusion of this
search, a new set of JPAs optimized for frequencies >
4.2 GHz were installed. This allowed for a second search,
Phase IIb, to be performed in the higher mass range between
18.44–18.71 μeV=c2 (4.459–4.523 GHz) between July
2021 and November 2021. This also included upgrades to
the data acquisition routine, increasing the effective live time
and in turn the scan rate of the experiment by a factor
of ∼1.6.

A. Principle of squeezed state receiver enhancement

The benefit of a SSR to a haloscope experiment was first
described in detail in Refs. [27,33]. The basic design of the
SSR enhanced haloscope is shown in Fig. 1 where a
microwave cavity converts axions into a detectable signal
which is measured by a receiver chain consisting of two
JPAs. In such an experiment, the presence or absence of an
axion is determined through precise measurements of the
cavity’s field, which is governed by the Hamiltonian

Ĥ ¼ hνc
2

ðX̂2 þ Ŷ2Þ; ð1Þ

where X̂ and Ŷ are the noncommuting quadratures of the
cavity field. The precision by which the magnitude of this
field can be measured is ultimately limited by the total noise
of the system. If this noise is evenly distributed along both
quadratures, any observation which attempts to measure the
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magnitude of both quadratures simultaneously is subject to
the SQL for haloscopes which imposes a minimum required
measurement uncertainty [34]. Circumventing this limit is
possible with the use of phase sensitive amplifiers, such as
JPAs, which allow the distribution of noise to be manipu-
lated in the quadrature phase space. In the case of the SSR
this is achieved by operating two JPAs in line with each other
with the cavity coupled between them. The first JPA, named
the squeezer (SQ), allows for the noise incident on the cavity
to be prepared in a squeezed state, with the majority of the
uncertainty pushed into a single quadrature. The state is then
reflected off of the cavity where it picks up noise from the
cavity, such as an axion signal, which gets evenly distributed
along both quadratures. A measurement of the state is then
made with the second JPA, the amplifier (AMP), which
noiselessly amplifies the state along the previously squeezed
quadrature, resulting in a reduction of the total noise of the
system (Nsys).
In this picture, the X̂ and Ŷ variables are functions of the

frequency difference or detuning [δν ¼ ðνa − νcÞ] between
the axion’s frequency (νa) and the cavity’s frequency (νc),
equivalent to half the JPA’s pump frequency (νp), and are
comprised of linear combinations of phasor components
spaced equally around νp at �δν. The reduction to the total
noise is understood by examining the three contributions to
Nsys in terms of these phasor variables:

NsysðδνÞ ¼ NcðδνÞ þ NrðδνÞ þ NAðδνÞ ð2Þ

expressed in units of power spectral density and assuming
that the noise sources are statistically independent. The first
term represents the Johnson-Nyquist noise sourced from the
cavity’s internal loss, Nc, which peaks on cavity resonance,
with the same Lorentzian line shape as the cavity’s trans-
mission response. This noise would also contain the axion
signal and is not impacted by the SSR. The main benefit
from squeezing comes from the reduction of noise away
from the resonance, where the main contributions are the
noise of the total amplification chain referred to the input of
the AMP, NA, and the Johnson-Nyquist noise incident on
and reflected off of the cavity, Nr, which is modified by the
cavity’s reflection response. Operation of the SSR creates
correlations in the amplifier added noise and reflected noise,
and an appropriate choice of the amplifier pump phase yields
a partial cancellation of the noise contributions, resulting in
an improvement to the experimental sensitivity away from
the cavity’s resonance where these sources are dominant.
Because the resulting noise reduction is a function of δν,

the improvement to an axion search is quantified by
comparing Nsys to the expected power of an axion signal
over a range of δν ’s to capture improvements both on and
off resonant with the cavity. The detected power is given
by [25,26]

PaxðδνÞ ¼
�
2πρaℏ3c3

μ0

��
g2aγγ
m2

a

�
νcB2

0VCnml

×QL
β

1þ β

1

1þ ð2δν=ΔνcÞ2
; ð3Þ

where ρa is the local darkmatter density 0.45 GeV=cm3 [35],
B0 is the amplitude of the magnetic field along the longi-
tudinal axis of the cylindrical cavity, V is unfilled volume of
the cavity, and Cnml is the cavity form factor for the mode
indexed by nml. The cavity’s linewidth Δνc is given by the
loaded quality factor asQL ¼ νc=Δνc which is reduced by a
factor of (1þ β) from its unloaded value Q0, where the
coupling of the antenna is parametrized by β. As withNc, this
signal is defined as a function of δν and is filtered by the
cavity’s transmission profile represented by the last term in
parentheses.While this power peaks exactly at δν ¼ 0, there is
still detectable power at δν > 0 proportional to the cavity’s
linewidth. This results in each cavity tuning step having
sensitivity to a range of axionmasses. Thiswindow, referred to
as the measurement bandwidth, is defined as the region where
the SNR,

ΣðδνÞ ¼
PaxðδνÞ

hνNsysðδνÞ
ffiffiffiffiffiffi
τ

Δν

r
; ð4Þ

exceeds a desired threshold. The scaling under the square root
represents the improvement with the number of independent
power measurement over a bandwidth Δν taken over an
integration period of τ.

Cavity

Pump   

AMP   SQ    

(d)(b) (c)

(a)

(e)

FIG. 1. (a) Simplified illustration of the cavity coupled to the
SSR outlining the main components and (b)–(e) how they
transform the state in quadrature phase space. (b) An initially
unsqueezed vacuum state (orange) sourced by a 50Ω terminator
is (c) sent to the SQ JPA, which squeezes the Ŷ quadrature. The
state is then (d) reflected off of the cavity, thereby adding cavity
noise (green), which would include any axion-induced signal.
(e) The state is then routed to the AMP JPA, which is operated
π=2 out of phase of the SQ JPA such that it amplifies the
previously squeezed Ŷ quadrature, which contains both cavity
noise and squeezed vacuum noise.
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A typical haloscope operates in a series of discrete tuning
steps where subsequent spectra, whose bandwidths overlap,
sum together to improve the total SNR. Because of this,
there is a benefit to increasing the bandwidth of each step
by increasing the coupling β. The resulting reduction ofQL
decreases the experiment’s sensitivity near the cavity’s
resonance but can be compensated for by an increase in off-
resonant sensitivity if the SNRs at these frequencies are
above the desired threshold. For a given haloscope, the
optimal overcoupling is defined as the β which maximizes
the scan rate

R ∝
Z þ∞

−∞
Σ2ðδνÞdδν: ð5Þ

Without squeezing, the optimal overcoupling is found to be
∼2 [36], with operation beyond this point resulting in a
reduction of the scan rate as the noise from Nr quickly
washes out signals for all frequencies. By making use of the
SSR, the noise contribution from Nr is reduced over a
broad range of frequencies and improves the SNR at
δν > 0. This allows the cavity’s coupling coefficient to
be increased beyond the optimal value for an unsqueezed
measurement, resulting in a larger measurement bandwidth
for each tuning step, and in turn gives an enhancement to
the scan rate of the experiment.
For an experiment which is able to deliver squeezing S,

defined as the reduction in the variance of the system output
S ¼ σ2on=σ2off , the optimal overcoupling is approximately
β ¼ 2S. In the case of an ideal system, with no transmission
loss, this can be used to arbitrarily increase the scan rate,
which approximately scales as R ∝ S. However, the deliv-
erable squeezing in a realistic system is limited by trans-
mission loss between the SQ and AMP JPAs, which results
in part of the squeezed state being replaced by unsqueezed
vacuum. For a system with transmission efficiency η
between the JPAs, the theoretical limit to the delivered
squeezing, assuming noiseless amplification, is given by

S ¼ η

GSQ
þ 1 − η; ð6Þ

where GSQ is the one quadrature gain of the SQ. During
HAYSTAC’s first operation using the SSR in Phase IIa, a
transmission efficiency of 0.63 was achieved with a SQ gain
of 13 dB. This resulted in a delivered squeezing of 4 dB,
allowing for the scan rate to be roughly doubled relative to
operation without squeezing [24].

B. Detector design and performance

A model of the experimental setup showing the cavity
installed in the magnet’s bore is shown in Fig. 2. The main
cavity is composed of a cylinder of copper-plated stainless
steel which is 25.4 cm long and has a 10.2 cm inner
diameter. The resonant frequency of the cavity is tuned by

rotating a 5.1 cm diameter tuning rod, also made of copper-
plated stainless steel, which pivots around an off-axis axle.
The rod takes up ∼25% of the cavity volume, leaving an
unfilled volume of V ¼ 1.545 l. Rotary motion of the axle
is driven by an Attocube ANR240 precision piezoelectric
motor [37] designed to operate at cryogenic temperatures.
The cavity mode of interest for the axion search is the
TM010, as this mode has the highest overlap with the
external magnetic field as represented by the form factor
C010. Varying the position of the rod by 180° allows for
tuning over the range of 3.6–5.8 GHz for the TM010 mode.
The experiment is operated inside an LD250 BlueFors
dilution refrigerator [38] which achieves a base temperature
of 61 mK at the mixing chamber plate. The cavity sits
inside the 12.7 cm bore of a solenoidal magnet from

FIG. 2. Top: CAD model of the main cavity installed inside the
magnet’s bore. Bottom: a detailed view of the top of the cavity
highlighting the tuning rod design. The axle used to tune the
cavity is segmented such that only the small sections outside of
either end cap are conducting, with the sections inside the cavity
made of alumina. The tuning rod is further cooled by inserting a
copper stem through the hollow axle, from the top, bottom, or
both ends. Also shown is the JPA housing located ∼60 cm above
the main cavity. The magnet’s 70 K and 4 K shields, and the
fridge’s 4 K and 1 K shields are omitted for simplicity.
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Cryomagnetics, Inc., used to generate an 8 T magnetic field
within the cavity volume.
To prevent degradation of the quality factor due to

coaxial loss, the segment of the axle inside the cavity
and extending through the tuning rod is a 6.35 mm diameter
hollow alumina tube, which transitions to a short aluminum
segment outside of the cavity on either end cap, as shown in
Fig. 2 for the top end cap. The axle is fixed in place with
collars on either side, which rest on the inner race of their
respective bearings. This results in a ∼250 μm gap between
the rod and either end cap to allow for smooth tuning of the
rod. Due to the low thermal conductivity of alumina at
cryogenic temperatures [39,40], a copper stem with diam-
eter 3.175 mm is inserted into the axle to improve the
thermal link between the tuning rod and the cavity with an
insertion depth chosen to maximize the thermal contact
area while simultaneously minimizing a potential decrease
in the quality factor. This was found to be necessary during
early operations of Phase I which observed excess thermal
noise from the cavity, consistent with a component of the
cavity failing to reach the base temperature [32,36].
Including the stem reduced the effective noise temperature
from 600 mK to 250 mK while still maintaining an
unloaded quality factor of Q0 ≈ 45 × 103 at cryogenic
temperatures. Phase IIa used separate stems inserted from
both the top and bottom of the cavity, while Phase IIb used
a single stem from just the bottom. Both configurations
achieved similar performance. While the cavity’s effective
noise temperature still appears elevated above the base
temperature of 61 mK, the exact cause is unknown, with
recent studies hinting at possible rf leakage through one of
the cavity ports. Eliminating the remaining excess cavity
noise is an ongoing effort by the HAYSTAC Collaboration.
Located on the cavity’s top end cap are two antenna ports.

The first is a weakly coupled port used for inputting
microwave tones for calibration of the detector response,
while the second is a strongly coupled test port used to read
signals out of the cavity. The depth of the strongly coupled
antenna is adjusted with a mechanically actuated stepper
motor [41] which is attached to the antenna via a Kevlar line.
This allows for the antenna’s coupling coefficient to be
maintained near the optimal value of β ∼ 7.1 needed for the
axion search to maximally benefit from the SSR [24]. This is
slightly larger than the estimate in Ref. [27] due to excess
cavity noise, as found during the noise calibrations described
in Appendix A 2.
To monitor the cavity’s field, the two ports described

above are coupled to the external receiver chain, as shown in
Fig. 3. This chain allows for power emitted by the cavity to
be read out as well as for the injection of signals needed to
calibrate the detector response. During operation the main
input to the receiver chain comes from the thermal noise of a
50 Ω load which can be toggled by a switch between a cold
load held at the base temperature of the mixing chamber and
a hot load held at an elevated temperature by a variable

temperature stage (VTS) operating at temperatures between
290 mK and 1 K. The temperature of the VTS is measured
by an MFFT-1 Magnicon temperature sensor [42]. During
Phase IIa (Phase IIb) this temperature was maintained at
333 mK (290 mK) for use in the calibration measurements
described in Appendix A 2. The VTS was incorporated
prior to the start of Phase II, allowing a finer temperature
control of the hot load, previously limited to the temperature
of the still plate, ∼775 mK.
Signals in the receiver chain are routed using 0.085”

coaxial cables with the outer conductors of the cables
thermalized at each temperature stage with gold-plated
copper clamps which also serve to block stray light coming
from higher temperature stages. The cable segments above
the 4 K stage use stainless steel cables, while segments
below this use superconducting NbTi=NbTi cables. The
extremely small losses for the superconducting coax are
experimentally shown to be independent of applied fields
up to 7 T, due to shielding of the inner surfaces from the
applied field by the superconducting jacket. This low-loss
behavior can be expected up to Hc2 ¼ 14 T. In addition, dc
electrical signals, used to tune the JPAs and power the
HEMT, are sent into the fridge through API 56F715-005
EMI filters mounted on DB15 feedthroughs. Inside the
fridge these dc signals are routed to the still plate using
28 AWG phosphor-bronze wire before transitioning to
superconducting wire.
Upon exiting the fridge, the output signal from the cavity

is split into two paths, with one path leading directly to the
return port of an Agilent E5071C vector network analyzer
(VNA) [43], while the other leads to a PC with a 14-bit
GaGe Oscar CSE4344 PCIe digitizer [44] used to sample
the cavity field. Prior to reaching the digitizer the signal is
sent to an IQ mixer (Marki Microwave IQ0307LXP [45])
where it is split into the I=Q quadratures and down-
converted into an intermediate frequency (IF) band cen-
tered at the cavity’s resonant frequency or, equivalently,
half the JPA pump frequency. To precisely match these
frequencies, the same signal generator is used as both the
pump for the JPAs and the local oscillator (LO) for the
mixer. A frequency divider before the mixer is used to
convert the tone down to the cavity frequency. Finally,
before reaching the digitizer the signals from both quad-
ratures pass through low-pass filters which cut off the IF
window at 1.9 MHz in order to remove high frequency
noise outside the cavity’s usable bandwidth. All connec-
tions between these IF components are made with double-
shielded BNC cables, and the signal generators, VNA, and
digitizer are all clocked to the same 10 MHz rubidium
reference source (SRS FS725m [46]).
The cavity’s performance is characterized with a VNA,

which injects stimuli into either of the two ports described
above. Using a pair of VNA measurements, the cavity’s
TM010 mode frequency νc, coupling coefficient β, and
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loaded quality factorQL ¼ Q0=ð1þ βÞ can be extracted. In
both cases the observed VNA response is fit to the expected
functional form of the power

PðνÞ ¼ P0

ð2QLðν=νc − 1ÞÞ2 þ 1
þ ðAνþ BÞ; ð7Þ

where the first term is a Lorentzian with peak amplitude P0

and the second term in parentheses represents a linear
baseline. The first is a transmission measurement (“tx”),
taken by sending a stimulus to the weak port and reading it
out through the test port via the cavity; it is used to extract
both QL and νc. Following this, a reflection measurement
(“rfl”) is taken by routing the stimulus signal to the strongly

FIG. 3. Schematic of HAYSTAC’s electronics including both the IF and rf components. The electronics are divided by their
temperature stage, with the top stage held at room temperature, the middle at 4 K, and the bottom at 61 mK. Input lines into the system
(black) are used to send signals for calibration and characterization of the system, while output lines (purple) are used to transfer signals
from the output of the cavity to the DAQ to be recorded. The lines providing the pump tone to the JPAs and mixer (green) and the lines
for the JPA bias currents (orange) are also shown.
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coupled port where it is reflected off of the cavity and back
to the VNA. This is used to extract β as

β ¼ 1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðνcÞ=ðAνc þ BÞp

1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PðνcÞ=ðAνc þ BÞp ; ð8Þ

when β > 1 [47]. Example measurements taken during
Phase IIb, along with their corresponding fits, are shown in
Fig. 4, and the resulting values of QL and β at each
frequency scanned in Phase II are shown in Fig. 5. Their
values vary as the cavity frequency changes, with the
largest variations coming from discontinuous jumps cor-
responding to adjustments of the antenna position to
maintain the coupling coefficient near the value which
optimizes the scan rate. The average values over Phase IIa
(Phase IIb) are QL ¼ 6180ð5915Þ and β ¼ 6.9ð6.5Þ.
During Phase IIa operation the TM010 mode exhibited

residual drift, taking ∼10 min to settle to its new resonance
each time the rod position was adjusted. To avoid degrading
the detector’s sensitivity, a 15 min delay was imposed after
each tuning step during which no data were taken, slightly
decreasing the detector live time. This effect worsened over
time such that during the acquisition of rescan data, the
tuning between each target candidate became inconsistent
and typically required manual intervention. While neither of
these issues had a major impact on the results of Phase IIa,
the cavity was reassembled and the tuning rod realigned to
increase its stability prior to the start of Phase IIb. As a result,
the cavity tuning was more reliable in Phase IIb, and the
observed mode drift decreased substantially. This allowed
the wait time to be reduced from 15 min to 5 min, chosen

conservatively to ensure that heat produced from tuning
was dissipated.

C. Design and performance of the squeezed
state receiver

The SSR used in this work follows a similar design to
that used in [27] and is composed of two JPAs operated in
the phase-sensitive mode which are coupled to the main
cavity via the test port, as shown in Fig. 3. Each JPA acts as
a nonlinear LC resonator, where the nonlinear inductance is
achieved by an array of superconducting quantum interfer-
ence devices (SQUIDs). The JPAs used in this work are
flux-pumped JPAs which use an on-chip bias line to
modulate the magnetic flux threading the SQUID loop at
twice the resonance frequency [28]. The resonance of each
JPA is then set by a static flux provided by a pair of
superconducting bias coils on which each JPA is mounted.
The flux through each bias coil is set separately by
supplying a current from one of two identical current
sources (Yokogawa GS200 [48]), allowing the resonance
frequency of each JPA to be adjusted semi-independently.
To determine the operating range for each JPA, a flux tuning
curve that correlates the JPA’s resonant frequency with the
coil current is created by sending stimulus signals from
the VNA to the JPA. Bymeasuring the phase response of the
transmitted signal, a tuning curve is extracted by finding the
point at which the phase changes by π. Example tuning
curves for the two JPAs used in Phase IIb are shown in
Fig. 6. Comparing the two curves, a common region of gain
is observed between 4.2 and 4.8 GHz. While an ideal JPA
would be periodic in its response, regions of nonideal
behavior are observed in Fig. 6. Although the exact cause of
these regions is unknown, they are likely the result of flux
trapped in the chip’s superconducting circuitry or by other
sources of nonuniformity in the magnetic flux penetrating
each JPA. To achieve stable gain, these regions are avoided

FIG. 4. Example transmission (top) and reflection (bottom)
measurements (black) taken with the VNA in Phase IIb along
with the fit (red) to Eq. (7) used to extract the relevant cavity
parameters. The profile for both is normalized, with the trans-
mission profile normalized to have unit peak power and the
reflection normalized to unit power off resonance.

FIG. 5. Measured values of QL and β as a function of νc for
every run taken during the original scans in both Phase IIa (left)
and Phase IIb (right) with the average value over each phase
shown as a dashed line. The discontinuous jumps in both values
correspond to adjustments of the antenna position to maintain β
near the optimal value.
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when operating the JPAs. For the JPAs used in Phase IIa this
operating range only extended to ∼4.2 GHz by design; to
extend the search to higher frequencies, a new set of JPAs
were obtained and installed prior to the start of Phase IIb.
Once the flux bias needed to obtain the desired resonant

frequency was found, amplification was achieved by
pumping each JPA at twice this frequency with a single
low noise signal generator (PSG E8257D [49]) shared by
both JPAs as shown in Fig. 3. The absolute amplification
gain is controlled by the power of the pump tone sent to
each JPA. An automated procedure, which scans over a
range of coil currents and pump powers to find the optimal
parameters for the desired gain, is used to individually bias
each JPA during operation of the experiment.
Complications to this approach not present in the test

setup from Ref. [27], which used an injected signal and did
not require a magnetic field, arise from the proximity of the
JPAs to the large magnetic field required to convert axions
into a detectable signal. To minimize the impact, the JPAs
are held ∼60 cm above the cavity as shown in Fig. 2. Here
the magnetic field is reduced to ∼50 G by a pair of NbTi
field compensation coils, oppositely oriented and in series
with the magnet. Further shielding from the remaining stray
field is achieved in a multistaged shielding configuration.
First, a set of three persistent superconducting NbTi coils are
mounted around the amplifier canister to counter changes to
the magnetic flux. Inside these coils, the JPAs are housed in
a four-layered shielding can. From inside out, this consists
of a layer of Amumetal 4 K, aluminum, Amumetal 4 K, and
niobium. In this way the Amumetal provides shielding as
the JPAs are cooled to cryogenic temperatures, at which

point the aluminum and niobium layers become super-
conducting and provide additional shielding. Together, this
reduced the stray flux to≪ 1 flux quantum over the area of
the JPAs’ SQUID loops, negligible to the operation of the
JPAs as confirmed by measurements of the tuning curves
with and without the field which show no measurable
change. Due to limitations of space inside the fridge, the two
JPAs are housed inside the same shielding can and are
located ∼10 cm apart with no shielding between them. As a
result of their close proximity, changing the current of one
coil affects the flux in both JPAs, and biasing either JPA
independent of the other is not possible. To decouple them,
the residual flux induced in the secondary JPA (the JPA that
is not actively being tuned) is empirically measured as a
fraction ϵ of the change of the primary JPA (the JPA that is
actively being tuned) current. This allows for the secondary
JPA’s frequency to be held constant by applying a com-
pensating current ϵΔI each time the primary JPA’s current
is changed. This phenomenon is visible in Fig. 6 (left),
where the AMP’s curve at ∼5.3 GHz is slowly tuned as the
bias for the SQ is changed due to an initially imperfect
compensation.
As described in Sec. II A, vacuum fluctuations in the

experiment are squeezed by operating the two JPAs at the
same resonant frequency, with a π=2 phase shift between
the two pump tones such that their amplified and squeezed
quadratures are perpendicular. This is achieved by using a
single signal generator to generate the tone used by both
JPAs, with a variable phase shifter located before the
squeezer used to apply a phase shift proportional to
the voltage Vθ. In addition, a variable attenuator is added
to the tone sent to the SQ JPA to allow for its gain to be set
independently from the AMP JPA by varying the applied
voltage VA. This is required as the optimal SQ gain is
typically ∼15 dB lower than that of the AMP to avoid
potential saturation [27,33]. As a result, operating the SSR
requires finding the pair of VA and Vθ for which the
squeezing is optimal. This is done by scanning over a range
of VA and Vθ and collecting short (10 ms) time traces with
data acquisition software, first with the SQ on and then
with it off. Squeezing is then quantified by the ratio of the
variances of the two time traces (S ¼ σ2on=σ2off ). This results
in a map of squeezing S over a range of VA and Vθ as
shown in Fig. 7. This allows for the set of parameters which
result in the optimal squeezing being found. The example
shown here is from a coarse scan used to approximately
find the location of the optimal parameters and to initialize
the finer scan performed during acquisition of axion data.
This finer scan is done in a small region of the full
parameter space using an automated tuning algorithm that
searches in the vicinity of the initial guess in decreasing
voltage step sizes in order to narrow down both VA and Vθ

until the optimal value of S is reached. Because the tuning
step size of the experiment (∼100 kHz) is small relative
to the change in these variables with frequency, the most

FIG. 6. Example flux tuning curves of the SQ JPA (left) and the
AMP JPA (right) produced from measuring the phase response as
a function of frequency ν with the VNAwhile varying the current
IJPA in one of the JPA’s bias coils. The resonance of the JPA at a
given IJPA is the frequency at which the phase undergoes a π
phase shift. In the tuning curve for the SQ, the AMP ’s curve is
also present at ∼5.3 GHz but stays roughly constant due to
reverse biasing the AMP’s current. The observed residual
variation is due to an initially imperfect compensation and
was corrected before axion data were taken. The SQ curve is
also present in the AMP’s curve, but it is below the lowest
frequency plotted here. Additionally, the nonsmooth regions in
the curves are likely due to nonuniformity of the magnetic flux
penetrating each JPA.
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recent set of optimal parameters are used to initialize the
algorithm each time the cavity is tuned, allowing for
efficient tuning of the SSR.
Following this optimization, the gain along the amplified

quadrature as well as its frequency dependence are mea-
sured. In order to measure the gain in just one quadrature
(1Q), a calibration tone is generated by a signal generator
(N5183B MXG [50]) and injected into the system through
the “rfl” path at a detuning of 200 kHz relative to the JPA’s
resonance. The ratio of the observed power with and
without the JPA of interest being pumped, as measured
by the digitizer, gives a measurement of the gain along the
amplified quadrature at this one detuning. Because the 1Q
gain measurement is time-consuming, the full frequency
dependence of the gain at all detunings is mapped out by
using the VNA, which sweeps a stimulus signal through
many frequencies along the same path. This results in a
measurement of the two-quadrature (2Q) gain profile, an
example of which is shown from Phase IIb for both the
AMP and SQ in Fig. 8. In Phase II the target 2Q gains were
∼22 dB for the AMP and∼5 dB for the squeezer. The AMP
gain is chosen such that it is large enough to overwhelm
the added noise of the high-electron-mobility transistor
(HEMT) which follows the AMP in the receiver chain. The
target gain of the SQ JPA is kept low enough to prevent
saturation of the AMP JPA.
For the SSR used in HAYSTAC the delivered squeezing

off resonant from the cavity is measured prior to the start of
each run to be 3.7 dB in Phase IIb and 4 dB in Phase IIa.
This level of squeezing is consistent with the expectation in
Eq. (6) given the measured transmission efficiency η of 0.60
in Phase IIb and 0.63 in Phase IIa. This efficiency is largely

dominated by losses in the custom triple-junction circulator
(QuinStar QCE-070100CM30 [51]) located between the
SQ and AMP JPA in Fig. 3 which is used to isolate the
JPAs from unwanted noise reflecting backwards through
the system. The difference between the transmission in the
two phases is likely due to the frequency dependence of
the circulator’s loss. Assuming this level of squeezing is
maintained over the full frequency range, the scan rate is
expected to increase by a factor of 1.9 in Phase IIb and 2.0 in
Phase IIa relative to an equivalent measurement taken in the
same configuration but without squeezing. To precisely
calibrate the noise of the system, the performance of the
SSR and its delivered squeezing are monitored periodically
during data taking as described in Appendix A 2.

D. Data acquisition

Once the signal reaches the digitizer, the voltages of both
IF channels are sampled at a rate fs, and the sampled data
are transferred to the RAM of the data acquisition (DAQ)
PC. The rate at which the data are sampled is chosen such
that the Nyquist frequency is comfortably above both the
1.9 MHz cutoff of the IF filters and the cavity’s sensitive
bandwidth, roughly given by 2Δνc ∼ 1400 kHz. In Phase
IIa a sampling rate of 10 MHz is used but is lowered to
5 MHz in Phase IIb in an effort to reduce the total amount
of data that is transferred to RAM.
Before saving the data to disk, they are first processed

in situ. The reason for this it that at these sampling rates the
raw data from a single 1 hour observation would require
roughly∼60 GB of disk space. Rather than save all of these
data to disk, the data are processed such that only a fraction
of the original data is stored. The processing begins by
sampling the voltage fluctuations VI;QðtÞ of both quad-
ratures’ output by the mixer in 5 s segments. Because these

FIG. 7. Example plot of delivered squeezing mapped over both
the voltage of the variable phase shifter Vθ and the variable
attenuator VA. This mapping allows for the identification of the
Vθ and VA which maximize squeezing, where the optimal Vθ

corresponds to a π=2þ nπ phase difference between the SQ and
AMP, and the optimal VA corresponds to the largest SQ gain
before saturation. Additionally, beyond a certain gain this fully
saturates the chain, causing regions of fake squeezing seen here as
the disconnected points at VA < 2.1 V.

FIG. 8. Example 2Q gain profiles of the AMP and the SQ as
measured by the VNA (solid lines) and their fits to a Lorentzian
(dashed lines). Because the data are taken through rfl and the JPA
is centered on the cavity’s resonant frequency, the cavity’s
reflection profile appears as a dip at 0 MHz. When fitting the
profile the ∼2 MHz region where this effect is most prominent is
ignored so as not to distort the fit.
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quadratures are coming from the mixer, they are not
necessarily aligned to the amplified and squeezed quad-
ratures of the SSR and must be rotated by an angle θAS by
the linear combinations

VAMPðtÞ ¼ VIðtÞ sin θAS þ VQðtÞ cos θAS ð9Þ

for the amplified quadrature and

VSQZðtÞ ¼ VIðtÞ cos θAS − VQðtÞ sin θAS ð10Þ

for the squeezed quadrature. This angle is empirically
determined at each tuning step as the angle which max-
imizes the variance of VAMP, indicating alignment with the
amplified quadrature.
The resulting voltage fluctuations of the amplified and

squeezed quadratures are further divided into subsegments
consisting of Ns samples, and the power spectrum of
each is computed from the FFT. For Phase IIa a subsegment
size of 105 is chosen, but this is reduced to 215 in Phase IIb.
In both cases this results in a frequency resolution
(Δνb ¼ fs=Ns) which is smaller than the ∼5 kHz expected
axion linewidth Δνa, but the reduction in Phase IIb speeds
up the FFT computation. The power spectrum of each
subsegment is then combined to produce an average power
spectrum for the entire 5 s period. These steps are repeated
until the total observation time reaches the desired level,
chosen to be 1 h for both Phase IIa and Phase IIb, with the
average power spectrum from each 5 s period being further
combined to produce a single power spectrum representing
the average over the full observation time.
As a result of this processing, the data storage require-

ment is reduced by a factor of ∼105 but requires usage of
PC resources also needed by the digitizer. This introduces
dead time during which voltage fluctuations from the cavity
are not being recorded, and it reduces the effective scan rate
of the experiment. The dead time from the in situ process-
ing, defined as the fraction of the total observation time
spent not recording voltage fluctuations from the cavity, is
40% in Phase IIa. In addition, time spent tuning the cavity
and biasing the JPAs results in an additional 12% dead time
in Phase IIa, resulting in a total dead time of 52%.
Several improvements were implemented for Phase IIb,

resulting in a reduction of the total dead time by a factor of
∼1.6. Two improvements were made to speed up the data
acquisition The first was to parallelize the data transfer with
the use of the two separate buffers on the digitizer card. By
swapping between these buffers, data can be transferred to
disk while they are simultaneously being sampled, resulting
in a reduction in the dead time. The second improvement
was to decrease the time needed to compute the power
spectrum by parallelizing the FFT algorithm using an
NVIDIA Titan V GPU [52] while also reducing the
sampling frequency as described above. While this reduced
both the frequency resolution and the width of the FFT,

both still comfortably fit the requirements for an axion
search previously described. In total, the dead time asso-
ciated with the data acquisition was reduced by a factor of
∼10. In addition to improvements to the in situ processing,
the reassembly of the cavity prior to the start of Phase IIb
described in Sec. II B resulted in a significant reduction to
the mode drift of the cavity. As a result, the time needed for
the cavity to settle after each tuning step was reduced by a
factor of 3. Altogether, the improvements to the tuning and
DAQ allowed for the total dead time to be reduced to 18%
resulting in an effective scan rate enhancement of ∼1.6 in
Phase IIb.

E. Data processing and analysis

Following acquisition of the average power spectrum at
each tuning step, data are processed and analyzed in order
to search for potential candidates, identified as power
excesses in the spectrum above a chosen threshold. We
give a brief outline of this procedure. A more detailed
procedure is found in [53], with the main difference arising
from the homodyne configuration which centers the cavity
around the JPA’s resonant frequency.
The first step of this procedure is to combine the average

power spectrum observed at each tuning step. While each
of these spectra individually has sensitivity to axion
candidates, the benefit of having a larger bandwidth comes
from the overlap between subsequent spectra, which allows
for the sensitivity at a given frequency to continue
increasing even as it is detuned from the cavity. In order
to take advantage of this benefit, the power observed at
each tuning step must be combined to form a single power
spectrum which optimizes the SNR at each frequency.
Prior to their addition, each spectrum must be filtered to

remove spectral features that are not indicative of the axion’s
presence. This procedure starts by removing such structure
shared between all power spectra in the IF. To facilitate this,
spectra from different tuning steps are first aligned along the
IF band and summed to produce an average IF response.
Because the IF band is, by definition, centered around the
resonant frequency of the cavity and JPA, this response
largely captures the spectral features of the cavity noise and
the JPA gain. Signals in the rf, like those resulting from an
axion, would be washed out as they would move in the IF
band relative to the mixing frequency and effectively average
away. By applying a Savitzky-Golay (SG) filter [54]
(width ¼ 50 kHz, order ¼ 10) to the IF response, the large
scale spectral shape can be extracted and is subsequently
removed from each spectrum by dividing out the filter’s
output. Additionally, contaminated IF frequencies can be
identified by comparing the average response before and
after the filter. Because noise from rf signals would average
away in this procedure, any spikes in the average response
which deviate from the filtered average must be due to IF
noise, which would add coherently. In addition, each
spectrum is trucated into the analysis band defined by a
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lower bound at 45 kHz to remove low frequency 1=f noise
and an upper bound at 1345 kHz ∼ 2Δνc which covers
the majority of the cavity’s measurement bandwidth
while staying below both the Nyquist and low pass cutoff
frequencies.
While this effectively removes a majority of the non-

axionic spectral features, variations of the frequency-
dependent profiles of both the JPA and cavity result in
residual structure unique to each spectrum remaining,
as seen in Fig. 9. Because both the cavity and JPA have
bandwidths which are ≫ Δνa, this residual structure can
be effectively removed with a minimal effect to the axion
signal by applying a lower-order SG filter (width ¼
50 kHz, order ¼ 4) to each spectrum and dividing out the
filtered response from the original spectrum. With these
parameters the filter has a 3 dBpoint around∼60 kHz,which
is far enough above the ∼5 kHz axion linewidth to avoid
significant attenuation of its signal. The resulting attenuation
to an axion signal is found to be 0.91 using a simulation
similar to that described in Ref. [53]. Following this, the
resulting spectra consist of Gaussian-distributed noisewith a
mean of 0, as shown in Fig. 9.
The final step before summing the spectra from each

tuning step is to weight the contribution of each IF bin of
individual spectra by their observed SNR, so as to produce
a sum spectrum which optimizes the total SNR. These
weights are calculated separately for each spectrum, with
parameters extracted from the noise and signal character-
izations described in the Appendix. Following this scaling,
the spectra are aligned in the rf and summed to produce a
single combined spectrum. Because the data come from a

homodyne measurement in which the JPA’s pump tone is
also centered on the cavity’s resonance, each frequency bin
in the output spectrum contains contributions from both
positive and negative detunings from cavity resonance. The
double-sided profile, shown in Fig. 10, is recovered by
mirroring each spectrum and its associated SNR around

(a) (b)

(c) (d)

FIG. 9. Example steps of the analysis procedure described in the text for a single spectrum taken during Phase IIb. (a) Raw data (solid
blue) for a single tuning step compared to the average baseline (dashed red) calculated from the full data set. The shape of both follow
from the cavity’s transmission profile, with differences between the two arising from variations of experimental properties between each
tuning step. (b) Same spectrum after dividing out the average baseline (solid blue) and removing IF contaminated bins, along with the
calculated residual baseline (dashed red). (c) Same spectrum after removing the residual baseline and normalized such that each bin is
approximately sampled from a normal distribution with μ ¼ 0 and σ ¼ 1. (d) Distribution of the observed power in each frequency bin
(blue points) from (c), showing good agreement with N ð0; 1Þ (solid red).

FIG. 10. Diagram of the relevant frequencies for HAYSTAC’s
data taking and analysis, showing the relative shape of the cavity
(black), AMP (red), and SQ (purple) profiles as a function of
detuning and normalized to the same peak height. The measure-
ment is taken in a homodyne configuration, with all the profiles
centered at 0 MHz. As a result, each bin contains power from
both positive and negative detunings (Appendix A 2), and the
double-sided profile is recovered by mirroring (gray cross-
hatches) the spectrum around 0 MHz. Also shown is the analysis
band (blue shaded region) and the probe tone (green) at 10 kHz
used to monitor gain fluctuations over the course of each
measurement.
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0 kHz. This allows for observations from both the positive
and negative detuned frequencies to contribute to the
combined spectrum with the appropriate weighting.
In the absence of any rf tones, this procedure results in a

final combined spectrum which is composed of normally
distributed noise fluctuations, with any axionlike signal
appearing as a power excess with shape given by the
expected virialized axion line shape in the terrestrial lab
frame [55]. Because the resulting spectrum still has fre-
quency resolution given by the DAQ and is intentionally set
much smaller than the axion linewidth, an axion-induced
signal would appear divided across multiple bins. To
account for this, the spectral densities from adjacent bins
are combined by convolving the combined spectrum with
the expected axion line shape. The grandspectrum, which is
optimally sensitive to an axion, is produced by normalizing
each bin of the previously generated spectrum by its total
SNR such that the power fluctuation in each bin is standard
Gaussian distributed with μ ¼ 0 and σ ¼ 1.

Frequencies in the resulting spectrum at which the
observed power exceeds a chosen threshold are then
recorded. The threshold chosen for this analysis was
3.468σ, which, for a target significance of 5.1σ, would
correspond to a 10% two-scan false negative rate in a
frequentist analysis. While the frequentist framework is no
longer used, the threshold is chosen to match previous
analyses for convenience. These candidates can be the result
of real rf noise sources as well as statistical fluctuations in
the noise. For each such candidate an additional observation
or rescan is made to determine if the excess persists, and the
resulting data are processed and analyzed following the
same procedure as for the initial data but with a higher order
SG filter (width ¼ 30 kHz, order ¼ 6) to account for the
lack of tuning, as described in Ref. [53], which gives a
slightly larger attenuation of 0.76 to the expected axion
signal. Any candidate which persists above threshold in the
rescan can be further interrogated with the magnetic field at
0 T. Because axions require a magnetic field to convert into
a detectable signal, this would result in any real axion-
induced signal vanishing. Any signal which passes this final
test would be manually studied in follow-up scans to
determine if the signal has the necessary characteristics
of an axion, such as the spectral shape, scaling with field,
and scaling with cavity profile. Any signal which persists at
zero field would be the result of rf noise from a different
source. While this noise could be from a known rf signal, it
could also be connected to new physics such as dark
photons [56,57]. Determination of its origin would require
the manual study of the behavior relative to that predicted by
the respective model.

III. AXION SEARCH RESULTS

Data taken during Phase IIa were previously analyzed to
search for the presence of axion dark matter, and the results
were published in Ref. [24] and are shown in Fig. 11. No

signal was observed in the mass ranges 16.96–17.12 and
17.14–17.28 μeV=c2 resulting in an aggregate exclusion
over this region of gγ ≥ 1.95 × gKSVZγ at the 90% level. This

result differs by a factor of
ffiffiffi
2

p
from that originally

published in [24]. The correction was needed to properly
handle the noise in the IF, which previously incorrectly
assumed a 1=4 quantum of noise as the quantum-limited
value of the input referred noise in the IF spectrum rather
than the correct value of 1=2. This resulted in the noise
being underestimated by exactly a factor of 2. The analysis
has since been corrected to properly treat the IF noise, and
the results presented here for both Phase IIa and Phase IIb
reflect the correct analysis. Below are details and results
from the analysis of data taken during Phase IIb.
Initial data were taken over a ∼53 day period between

July 1 and August 20, 2021 covering a 64MHz region in the
range 4.459–4.523 GHz and consisting of 801 total spectra
spaced ∼80 kHz apart. Using the processing routine
described in Sec. II E, these spectra were optimally summed
to produce a single grandspectrum showing the observed
power at each probed frequency, and axion candidates were
identified with a 3.468σ threshold. Using two independent
analyses of the data, 37 potential axion candidates were
identified, with 19 of the candidates being common to both.
Each of the remaining candidates was found to be near
threshold in both, with small differences in the analyses
causing the discrepancy. While many of these candidates are
likely the result of statistical fluctuations in the noise, both
parts of Phase II data taking also observed a set of
nonaxionic rf noise candidates which presented as large
as ∼40 kHz wide power deficits in the grandspectrum. This
unique structure made these candidates easy to identify,
resulting in five candidates in Phase IIa and one in Phase IIb.
Because these regions have poor sensitivity to an axion, a rf
cut was applied to remove data in the 200 kHz region
around each candidate in the initial scans. The source of this
noise is currently unknown, but so far it has been observed
to vanish during the rescans, indicating this noise is either
time dependent or related to the different configuration used
during rescans. This allowed for the resulting gaps in data to
be filled with additional observations at these frequencies
taken during rescans.
Rescans of each of the observed power excesses were

performed between September 20 and November 18, 2021.
Because these data are taken with the intention of probing
individual frequencies, rather than multiple frequencies
simultaneously, the optimal search configuration is slightly
different than for the initial scans. Instead, the cavity is
operated near critical coupling (β ¼ 1) in order to maximize
the peak sensitivity at the frequency of interest with the
squeezer turned off. Analysis of the rescan spectrum found
that no excess persisted above the target threshold, ruling
out all candidates as potential axion signals.
While no candidate was observed to persist, an exclusion

on gγ over the mass range scanned can be set by applying the
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Bayesian framework outlined in Ref. [70]. This framework
is a straightforward application of Bayes’ theorem and gives
the change in probability of the axion existing at each
frequency which was probed. These prior updates (U) are
determined by both the experimental sensitivity and actual
observed power at each frequency, allowing for a “max-
imally informative” result. By combining the prior update
from both the initial data and the rescan data, a 90%
aggregate exclusion of gγ ≥ 2.06 × gKSVZγ is found over
the entire mass range 18.44–18.71 μeV=c2. This result is
summarized in Fig. 11, which shows both the aggregate
exclusion and the full two-dimensional space of U with the
10% prior update contour in each frequency bin. While no
candidate in Phase IIb was observed to persist above
threshold during rescans, a handful of candidates are shown
to have large (≥ 100) prior updates in the Bayesian
framework. Each of these points in the prior update is the
result of large rf noise spikes during the initial scan which
are found to fall below threshold during the rescan and
thus are rejected as an axion candidate. Due to the nature of
the Bayesian analysis, the prior update calculated from
the observed excess in both scans can result in a large
combined prior update at couplings lower than HAYSTAC’s

90% confidence limit in certain instances, such as when the
initial scan has a larger than average upward fluctuation,
possibly due to time-dependent rf noise. The results were
validated with semi-independent analyses carried out by two
groups, one based at Yale and the other at Berkeley. The two
analyses agreed on average to within 5% in both the
aggregate exclusion and the 10% prior update contour.
This level of agreement is within the 8.3% systematic
uncertainty in the exclusion arising from parameter estima-
tion, as described in the Appendix. In addition, Fig. 11
shows the results from both Phase I and Phase II of
HAYSTAC alongside results from other axion haloscopes
in the mass region 1–25 μeV.

IV. CONCLUSION

The results presented here detail the design and perfor-
mance of HAYSTAC’s Phase II data taking campaign and
include new results from the axion dark matter search taken
during Phase IIb. This expands on the previously published
results from Phase IIa [24,29,30] and includes specific
focus on the upgrades made prior to Phase II to incorporate
the SSR needed to achieve subquantum limited noise.

(a) (b)

(c)(c(c(c(c(c(c(c(cc(c(c(c(c(c(c(c(c(c(cc(c)))))))))))))))))))(c)

FIG. 11. Axion exclusions showing the two-dimensional prior update U in grayscale (top panel) for (a) Phase IIa [24] and (b) Phase
IIb. This includes the 10% prior update contour (solid red) as well as the 90% aggregate exclusion (dashed red). (c) Results of this work
shown alongside previous exclusion results from HAYSTAC Phase I [31,32] as well as from other haloscopes RBF [58], UF [59],
ADMX [19,60–62], CAPP [18,63–66], CAST-CAPP [67], and TASEH [68]. The QCD axion model band representing the most natural
KSVZ and DFSZ models is shown in yellow [69], with the benchmark KSVZ [10,11] and DFSZ [12,13] model lines shown as black
dashed lines.
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In addition, results from Phase IIb are presented for the first
time along with a detailed outline of updates made to
facilitate a search for axions above the range covered in
Phase IIa. No evidence of an axion-induced power excess is
observed in this new region, resulting in an aggregate
exclusion on the axion photon coupling at the 90% level
of 2.06 × gKSVZγ in the mass range 18.44–18.71 μeV=c2.
Combined with the aggregate exclusion of 1.95 × gKSVZγ

from Phase IIa over the axion mass ranges 16.96–17.12 and
17.14–17.28 μeV=c2, a total of 137 MHz of axion masses
has now been scanned using the quantum enhanced
haloscope pioneered by the HAYSTAC experiment. This
demonstrates the ability to systematically operate a sub-
quantum limited dark matter axion search over large swaths
of parameter space. Continued operation with the current
JPAs will allow an additional ∼500 MHz of yet unexplored
parameter space to be covered with comparable sensitivity
using the current cavity. In addition, extension to higher
frequencies can be facilitated with higher frequency JPAs
as well as new cavity designs currently being characterized
with a dedicated research and development campaign [71].
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APPENDIX: DETECTOR CHARACTERIZATION
AND PARAMETER UNCERTAINTY

To optimally combine each spectrum and determine the
sensitivity to an axion with coupling strength gαγγ , the
expected SNR as a function of δν must be precisely
estimated for each spectrum. A set of characterization

measurements are used to extract the relevant parameters
needed to determined the expected axion conversion power
and the total system noise. Details about this characteri-
zation procedure, along with estimates of the uncertainty
associated with each extracted parameter, are presented
below.

1. Characterization of expected signal

The power expected from an axion-induced signal comes
from Eq. (3),

PaxðδνÞ ¼
1

2

�
g2aγγ
m2

a

2πρaℏ3c3

μ0

�
ðB2

0VC010Þ

×

�
νcQL

β

1þ β

1

1þ ð2δν=ΔνcÞ2
�

ðA1Þ

reorganized here into three groups of parameters by
parentheses, with a factor of 1=2 added to account for
the SSR only measuring the signal in a single quadrature.
The parameters in the first set of parentheses capture the
dependence on both fundamental constants as well as
astrophysical parameters of axion cold dark matter. To
be consistent with the literature and other axion dark matter
searches, the axion density of ρa ¼ 0.45 GeV=cm3 is used.
The axion coupling is parametrized by the dimensionless
coupling gγ related to gαγγ by

gαγγ ¼ gγ
maαe
πΛ2

; ðA2Þ

where αe is the fine-structure constant and Λ is a parameter
which encodes the dependence of the axion mass on
hadronic physics, taken to be 77.6 MeV [72]. For KSVZ
axions jgγj ¼ 0.97 [10,11] while for a DFSZ axion jgγj ¼
0.36 [12,13]. Because these parameters are generic to all
axion experiments and are not experimentally measured
here, they are not considered in the estimate of the total
uncertainty.
Contained in the second set of parentheses of Eq. (A1) are

system parameters which are assumed to be static over the
course of a run and determined outside of the normal
characterization measurements. The first of these is the
volume of the cavity, V, excluding regions occupied by the
tuning rod and estimated as 1.545 l from a geometric model.
Uncertainty on the volume comes from the ∼125 μm
machining precision required for the alignment of the
tuning rod, which approximately translates to a ∼0.3%
uncertainty. Second, the magnetic field B is set to 8 T, as
measured by the superconducting current in the solenoidal
magnet. Operating the magnet in the persistent mode allows
for long-term stability, and the dominant uncertainty comes
from the calibration of the current readout estimated with a
Hall probe to be ≤ 1% by the manufacturer [73]. Finally,
C010 is calculated by modeling the spatial profile of the
TM010 electric field as a function of the rod angle with the
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use of the CST Microwave Studio [74]. Results of these
simulations showing C010 as a function of the TM010 mode
frequency can be found in Fig. 12. Extensive validation of
this model has been summarized in Ref. [75], showing good
agreement between the model and data. In addition, these
validations show that a tilt of the tuning rod up to 125 μm
can cause C010 to vary by ≤ 2.6% relative to the baseline
configuration. Because the actual misalignment is unknown,
this is taken as a conservative estimate on the uncertainty.
The last set of parentheses in Eq. (A1) contains param-

eters defining the cavity response which are subject to
change over the course of a run and must be empirically
measured each time the tuning rod is adjusted. As described
in Sec. II B this is achieved with a pair of VNA measure-
ments used to measure QL, νc, and β. The uncertainty in
each of these measurements derives from two main sources.
First, residual vibrations and other instabilities in the tuning
system can cause the cavity mode to drift over the course of a
single measurement which can cause time-dependent fluc-
tuations in each of these parameters. This is most important
for νc, which needs to be held near the JPA pump frequency
in order to maintain high squeezing. In order to limit drift to
within Δνc ∼ 60 kHz, conservatively used as a data quality
cut on drift, data taking is paused after each tuning step to
allow the system time to settle as described in Sec. II B. The
residual drift is then measured by taking VNAmeasurements
both before and after each tuning step. The average drifts
over the course of Phase IIa and Phase IIb are measured to
be 18.5 kHz and 1.5 kHz, respectively. This same method
is used to measure the average variation in QL and β due
to cavity drift, with the average uncertainty on QLðβÞ found
to be 0.4% (0.3%) in Phase IIa and 0.6% (0.3%) in Phase IIb.
In addition to drift, uncertainty in these fits can arise from
bias introduced by an incomplete or inaccurate fit model. A
study using different fit windows and background models
for Eq. (7) found an average variation of 6 kHz on νc, 1.9%
on QL, and 2.9% on β. Because the cavity operates at GHz
frequencies, the absolute uncertainty on νc is small but can
impact the estimate on Pax by distorting the expected shape.

Given the observed variations in νc described above, the
impact on Pax was estimated to be ≤ 1% in both Phase IIa
and Phase IIb.

2. System noise calibration

In order to determine the total system noise, an approxi-
mate model of the system, shown in Fig. 13, is used to
express the expected noise spectral density coming from
each part of the system. This model is designed to capture
the main components of the system without introducing
unnecessary complexity. The input of this model is sourced
from the Johnson-Nyquist noise of a 50Ω load held at a
temperature T which has noise spectral density given by

SðTÞ ¼ 1

2

�
1

2
þ 1

ehν=kBT − 1

�
; ðA3Þ

where the overall factor of 1=2 accounts for measuring the
noise along just a single quadrature. The temperature of
this load can be switched between a cold load held at the
mixing chamber’s base temperature Tmc or a hot load held
at an elevated temperature TVTS by the VTS described in
Sec. II B. Noise produced by either load is routed through
the remaining components, which perform discrete oper-
ations on the spectral density. The multiplicative compo-
nents of the model are the frequency-dependent gains GS,
GA, and GH and the fractional transmissivities λ, ρ, and α.
Each of these loss elements results in a fraction of the state
being replaced by Johnson-Nyquist noise at the physical
temperature of the component [76], all of which are
assumed to be thermalized with the mixing chamber and
to be frequency independent. The cavity is modeled as an
additional frequency-dependent loss defined by its suscep-
tibility jχrflj2, given by the cavities’ reflection profile
measured with the VNA as in Sec. II B. This results in a
noise contribution proportional to its apparent physical

FIG. 12. Plot of the cavity’s form factor for the TM010 mode
over the band of interest in this paper. The regions with sharp
drops in C010 are due to mode crossings and are avoided during
the axion search.

FIG. 13. Model of the HAYSTAC detector used for calibration
measurements described in the text. Noise is sourced from a 50Ω
load which can be switched between a cold (Tmc) and hot (TVTS)
load. This noise is transmitted through a series of discrete
components, including loss elements (α, ρ and λ), gain elements
(GS, GA, and GH), and the cavity, which adds noise proportional
to jχrflj2 at its effective temperature Tc. The signal is then mixed
down into the IF by half the JPA pump frequency (νp), equivalent
to the cavity’s frequency (νc).
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temperature Tc, which, as described in Sec II B, is observed
to be at an elevated temperature relative to Tmc. The final
gain stage encompasses gain from the HEMT as well as all
subsequent stages, which includes the gain from the mixer
used to mix the signal down into the IF with a LO pumped at
half the JPA pump frequency νp, equivalent to the cavity
frequency νc. Additional noise added by the amplification
chain, also assumed to be frequency dependent, is repre-
sented by Na. For an ideal parametric amplifier this noise
would vanish but is, in general, nonzero due to imperfec-
tions causing deviations from this ideal behavior.
Cascading all of these elements together allows for the

expected output spectral density in the IF to be expressed as

SoutðjδνjÞ ¼ GAGHðNa þ 2½αð1 − ρÞjχrflj2Smc

þ ραGSjχrflj2ðð1 − λÞSmc þ λSinÞ�
þ 2½αð1 − jχrflj2ÞSc þ ð1 − αÞSmc�Þ; ðA4Þ

where the explicit frequency dependence of each variable
has been suppressed and Smc, Sc, and Sin are the noise
spectral densities of the mixing chamber, cavity, and input
load, respectively, as given by Eq. (A3). The terms in
Eq. (A4) can be arranged to resemble the noise compo-
nents in Eq. (2), but they now describe the variance of the
X̂ quadrature rather than its phasor elements. In this case
the first term in brackets comes from the noise reflected
off of the cavity, Nr, and the second term in brackets
comes from the excess noise of the cavity, Nc, allowing
Sout to be written as

Sout ¼ GAGHðNa þ 2ðNr þ NcÞÞ ðA5Þ

with the terms in parentheses being Nsys in the IF. The
factor of 2 which appears in front of Nc and Nr represents
the noise present in the IF spectrum from positive and
negative detunings in the rf,

SIFoutðjδνjÞ ¼ SrfoutðþδνÞ þ Srfoutð−δνÞ; ðA6Þ

added prior to the addition of Na. Because both noise
sources are symmetric about νp, as illustrated in Fig. 10,
the contribution of both is exactly doubled in each IF bin
at the output of the JPA. As a result, the quantum limited
noise in one quadrature for any frequency bin in the IF is
Sout ¼ 1=2 when operating at 0 K without squeezing.
Calibration of the total noise requires measuring each of
the parameters in Eq. (A4).
This procedure starts with a measurement of the three

transmissivities, performed prior to the start of each run and
assumed to be constant over the course of data taking. The
first measurement follows the procedure outlined in
Ref. [27] by which the total transmission efficiency between
the squeezer and amplifier (η) is extracted through an
observation of the change in noise power when swapping

the preamplification between the amplifier and squeezer
while detuned from the cavity. This procedure results in a
measured transmission efficiency of 0.63� 0.03ð0.60�
0.03Þ in Phase IIa (Phase IIb). These measurements agree
with the observed squeezing in the system, which is
fundamentally limited by this total loss as described by
Eq. (6). Following this, the loss before the squeezer is
extracted through a measurement of the total system trans-
mission efficiency (ζ ¼ αρλ) and by dividing out the
already determined η. This measurement is taken by
observing the dependence of noise power on both the input
load and mixing chamber temperatures, the slope of which
gives the total system transmissivity observed to be
ζ ¼ 0.50� 0.07. The uncertainties on these two measure-
ments come from the statistical variations over repeated
measurements. Unfortunately, the combinations of mea-
surements do not distinguish between losses before and
after the cavity; instead, it is approximately assumed that
these losses are evenly divided between the two compo-
nents, giving α ¼ ρ ¼ ffiffiffi

η
p

. Because ρ only appears in
Eq. (A4) as the total transmissivity η, this assumption only
has an impact on Sout through α. An estimate on this
uncertainty can be made by comparing previous measure-
ments of α from Phase I [36] which show a ∼10% relative
change in the transmission efficiency for Phase II. While
this drop is likely due to the addition of the more lossy triple
junction circulator, a conservative estimate of ∼10% is
associated with α to account for this assumption.
Extraction of the remaining parameters is done by

periodically collecting a set of five power spectrum mea-
surements taken with the DAQ described in Sec. II D to
record the average power spectrum over an integration time
τ. Each measurement is taken with certain components
removed, allowing for the dependence of each parameter to
be isolated with a comparison of the relative change in the
spectral shape defined by the ratio

Yij ¼ Siout
Sjout

Gj
A

Gi
A
; ðA7Þ

where i and j represent the calibration measurement ID
defined in Table I. While each measurement is short relative

TABLE I. Summary of the different configurations of the
system during the periodic calibration measurements used for
the calculation of Na, Gs, and Sc.

Calibration ID SQZ (νp=2 − νc)
Load

Temperature τcal GA

g ON 0 MHz Tmc 10 s Gg
A

b OFF 0 MHz Tmc 10 s

a OFF −3 MHz Tmc 10 s Gc
A

Cold (c) OFF −3 MHz Tmc 900 s

Hot (h) OFF −3 MHz TVTS 900 s Gh
A
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to the integration time of the axion sensitive noise meas-
urement taken at each tuning step, the total time required for
the full set of measurements is ∼1 hr and is largely
dominated by time spent waiting for the system to reach
equilibrium after switching between the cold and hot loads.
For this reason, these measurements are roughly taken once
every nine spectra so as to minimally impact the dead time
discussed in Sec. II D. An example set of power spectrum
taken during the calibration routine are shown in Fig. 14
where the spectra are normalized to the on-resonant power of
the “g” measurement.
In order to limit uncertainty in the parameter extraction,

each measurement would ideally be taken such that only the
intentionally modified parameters would change between
measurements. While this is possible for most parameters in
the model, it is not possible for the amplifier gain which is
subject to change when rebiased as is required for the off-
resonant and hot-load measurements. Direct measurements
of the single quadrature gain are made each time the
amplifier bias is changed, but these measurements have
large uncertainties which can result in deviations of the
calibration parameters outside of their physically realistic
regions if not corrected. Because the gains enter the
calculation in Eq. (A7) only as ratios, realistic estimates
of each parameter are extracted by allowing the gain ratios
Gbg

A =Gac
A and Gac

A =Gh
A to deviate from their approximately

measured value. In order to avoid overestimating the
detector sensitivity, the set of gains which produce physi-
cally realizable values are scanned, and the pair which give
the highest total noise are conservatively used as the final
estimate.
The first two measurements are taken with Sin sourced by

a load at Tmc and the amplifier tuned to match the cavity

frequency, the same as for axion data. Isolation of GS is
achieved by switching the JPA used to prepare the squeezed
state on for measurement “g” and off in measurement “b,”
allowing for GS to be found as

GS ¼
1

2αρjχrflj2YbgSmc
½2Nb

cð1 − YbgÞ þ 2Nb
r

þ Nað1 − YbgÞ − 2αð1 − ρÞjχrflj2YbgSmc�: ðA8Þ

The parameter scan restricts values of GS to the range
0 < GS < 1, where the upper bound asserts that squeezing
corresponds to a gain of less than 1 and the lower bound is a
physical requirement. As can be seen in Eq. (A8), both Sc
and Na still appear in the extraction of GS. As a result, the
uncertainty on GS is relatively high, and an estimate of
its value is derived by comparing the extracted GS to the
approximate target gain of 13 dB needed to achieve optimal
squeezing. This results in a ∼50% uncertainty on the
extraction of GS in both phases. While this uncertainty
is high, the relative contribution to the total noise and, in
turn, the exclusion is small.
Following this a measurement “a” is taken with the

squeezer still off but the amplifier tuned 3 MHz below the
cavity’s resonant frequency. Comparing this to measure-
ment “b,” the cavity’s excess temperature is found as

Sc ¼
ðYba − 1ÞðNa þ 2SmcÞ þ 2αSmcð1 − jχrflj2Þ

2αð1 − jχrflj2Þ
ðA9Þ

Bounds on SC are given by an absolute measurement of the
cavity’s physical temperature taken at the start of the run.
This is performed by raising the mixing chamber temper-
ature until the excess cavity noise vanishes at ∼225 mK,
indicating the system is in thermal equilibrium. While this
would imply Sc ≈ 0.6, measurements of the cavity’s
exterior temperature indicate that only an internal compo-
nent is at an elevated temperature. Currently this is assumed
to be the tuning rod, which, as described in Sec. II B, has
only a weak thermal link to the mixing chamber. As a result
it is assumed that the effective cavity noise temperature
TC < Trod and a bound of 0.38 < Sc < 0.44 is derived
from the rod’s geometric orientation relative to the antenna.
In addition, an approximate uncertainty of 20% is assigned
to SC based on the initial estimate of Trod taken before the
start of the run.
Finally, extraction of Na is performed with a pair of

measurements where Sin is switched between a cold load
(Tmc) and a hot load (TVTS) with the amplifier tuned 3 MHz
below the cavity’s resonant frequency and the squeezer
switched off. This technique is similar to the Y-factor
measurement presented in Refs. [31,36], but it makes use of
the VTS which allows for control of the load temperature
below 775 mK. The ratio of the two measurements then
gives Na as

FIG. 14. Example set of calibration spectra taken periodically
to extract parameters for determining the system noise, shown for
both on-resonant (solid lines) and off-resonant (dashed lines)
measurements. The spectra are smoothed to remove expected
statistical fluctuations and normalized relative to the on-resonant
power of the “g” measurement, which is taken in the same
configuration as that used to search for axions.
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Na ¼
2ðNh

c þ Nh
r − YhcðNc

c þ Nc
rÞÞ

Yhc − 1
: ðA10Þ

Because neither the calculation of Sc nor Na is fully
decoupled from the other, their calculation is done in
two iterations. First, Na is calculated by ignoring the
cavity’s contribution to Eq. (A10). The resulting estimate
is used in Eq. (A9) to calculate Sc, which is then fed back to
correct for the cavity’s contribution to the determination of
Na. A lower bound of Na > 0.008 is set based on the
HEMT’s added noise spec (LNF-LNC4 8A [77]), and no
upper limit is applied. Uncertainty on Na is largely due to
uncertainty in the temperature of the VTS, which is known
to within 5 mK from the Magnicon temperature sensor
described in Sec. II B, as well as to the uncertainty in the
total transmission efficiency ζ which gives a total uncer-
tainty of 63% in both phases.
The extracted values for GS, SC, and Na for each set of

calibration measurements, reported as the average over the
analysis band, are shown in Fig. 15 for both data taking
phases. Using the extracted value for each parameter, the
total system noise can be calculated as a function of
detuning using Eq. (A4), as shown in Fig. 16 in the IF
using the average parameters from Phase IIb. As expected,
the SSR reduces the added noise fromNr over a large range
of δν, allowing for an improved measurement bandwidth
when operating strongly overcoupled to the cavity.

3. Uncertainty on exclusion

As many of the parameters used to calculate Σ vary with
δν, their relative contribution to the total uncertainty also
varies. To account for this, the total Σ is calculated by
generating a set of fake spectra matching the frequencies in
real data. For each spectrum, the individual Σ is calculated
using the average parameters from the phase and shifted by
the estimated uncertainty on each parameter. The total Σ,

resulting from the squared sum of overlapping spectra, is
calculated and used to estimate the overall bias in the
exclusion on gγ . The results of this study are summarized
in Table II, which also includes a summary of the
individual uncertainty contribution from each parameter.
The total uncertainty on gγ is 8.3%, with the largest
contributions coming from uncertainty in SC, α, and
NA. Currently this uncertainty is not propagated to the
final exclusion and is instead included here as an approxi-
mate estimate on the reliability of the final exclusion. A
full treatment of this uncertainty is needed to account for
correlations in the extracted parameters introduced by the
calibration procedure.

FIG. 15. Average value over the analysis band of the three
model parameters extracted from the periodic calibrations used to
determine the system noise, shown for all of Phase II as a function
of the cavity frequency. Error bars are the result of the systematic
uncertainty on each parameter shown in Table II.

FIG. 16. Contributions to Nsys in the IF, plotted in units of
power spectral density as a function of detuning using the average
calibration parameters from Phase IIb shown in Table II.

TABLE II. Breakdown of each experimentally determined
parameter which is needed to determine the expected Σ for an
axion-induced signal. For parameters which vary between tuning
steps, the average value over the entire phase is used. Details
about the quantification of each parameter and the associated
uncertainty are given in the text.

Value Fractional Uncertainty

Parameter Phase IIa Phase IIb σpar (%) σgγ (%)

νc 4.14 GHz 4.49 GHz ≤0.4
B0 8 T 8 T 1 1
V 1.545l 1.545l 0.3 0.15
C010 0.43 0.43 2.6 1.3
QL 6180 5915 2.0 0.6
β 6.9 6.5 2.9 0.1

αρ 0.63 0.60 2 1
α 0.794 0.775 10 4.5

GS 0.11 0.08 50 1.5
SC 0.41 0.40 20 3.5

Na 0.08 0.08 63 5.5
gγ 1.95 × gKSVZγ 2.06 × gKSVZγ 8.3
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