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1. Introduction

In the era of artificial intelligence (AI) and Internet of Things
(IoT), the rapidly growing amount of data generated by various

machine learning (ML) models, edge devi-
ces, and data centers is putting a strain on
efficient computational hardware and
architectures. The traditional Von
Neumann architectures, however, are fac-
ing significant energy costs and latency
issues due to the massive data transfer
between storage and processing units,
known as “memory wall” issues. To
address this issue, emerging computa-
tional accelerators, particularly in-memory
computing (IMC) circuits and architec-
tures, have been proposed and studied.
IMC aims to tackle the memory wall by
reducing the data movement and replacing
sequential operations with parallel data
analytics, thus improving the performance
and energy efficiency of the computational
cores.[1–3] Moreover, the utilization of
emerging nonvolatile memory (NVM) devi-
ces, for example, resistive random access
memory (ReRAM), spin torque transfer
magnetic random access memory (STT-
MRAM), and ferroelectric field effect tran-

sistor (FeFET), has further enhanced IMC solutions in terms of
area, information density, and energy efficiency when compared
to traditional complementary metal oxide semiconductor
(CMOS)-based cores.[1,3] Crossbar structures, a type of IMC
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Content addressable memory (CAM) is widely used in associative search tasks due
to its parallel pattern matching capability. As more complex and data-intensive tasks
emerge, it is becoming increasingly important to enhance CAM density for
improved performance and better area efficiency. To reduce the area overheads,
various nonvolatile memory (NVM) devices, such as ferroelectric field-effect tran-
sistors (FeFETs), are used in CAM design. Herein, a novel ultracompact 1FeFET
CAM design that enables parallel associative search and in-memory hamming
distance calculation is used, as well as a multibit CAM for exact search using the
same CAM cell. The proposed CAM design leverages the 1FeFET1R structure, and
compact device designs that integrate the series resistor current limiter into the
intrinsic FeFET structure are demonstrated to turn the 1FeFET1R structure into an
effective 1FeFET cell. A two-step search operation of the proposed binary and
multibit 1FeFET CAM array through both experiments and simulations is proposed,
showing a sufficient sensing margin despite unoptimized FeFET device variation. In
genome pattern matching applications, using the hyperdimensional computing
paradigm, the design results in a 89.9� speedup and 66.5� improvement in energy
efficiency over the state-of-the-art alignment tools on GPU.
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element based on NVM, have been studied for their potential to
accelerate the core matrix multiplication operations in data-inten-
sive tasks such as neural networks, signal processing and solving
differential equation, etc.[1,3]

Besides matrix multiplications, the search operation over mul-
tiple data vectors is also widely used at the core of many appli-
cations and improving its efficiency can greatly improve system
performance. Content addressable memories (CAMs), as a spe-
cial type of IMC solutions, can accelerate parallel search opera-
tions throughout an entire memory array, making them a
promising technology in modern computing platforms.[4–6]

Depending on the stored value (i.e., binary, ternary, or multibit),
CAMs can be classified as binary CAM (BCAM), ternary CAM
(TCAM) with a third “don’t care” or wildcard state, or multibit
CAM (MCAM).[4,7] When an input query is given, a CAM simul-
taneously compares each stored memory entry with the input
and returns the matching entries, as shown in Figure 1a. The
search can be performed in either exact mode, where only the
entries that match exactly are returned, or approximate
mode, where the distances (i.e., Hamming distance for
BCAM/TCAM,[5] and a novel distance metric for MCAM[8])

between the stored entries and the input query is calculated,
as shown in Figure 1a. In the latter case, the CAMs serve as a
distance kernel for various applications.[4,5,8]

One promising application that can greatly benefit from CAM
is hyperdimensional computing (HDC), a brain-inspired
computing model used for cognition tasks such as image
classification and speech recognition.[9–11] In HDC, class vectors
are represented as nearly orthogonal hypervectors in a
high-dimensional space (e.g., thousands of dimensions and each
dimension is independent and identically distributed), as
depicted in Figure 1b.[11] The HDC classification process is
performed by identifying the closest classes to the input query.
CAM can significantly speed up this process by storing class
hypervectors (HDN in Figure 1b and efficiently calculating the
distances between the stored class hypervectors and the input
search query vector (HDQ in Figure 1b) through a massively par-
allel fashion. In addition to cognition tasks, HDC has found
broad applications, including genome sequencing. Genome
sequencing, which is a common pattern matching problem in
bioinformatics, involves searching for entries in the genome
library that contain the query sequence. Despite its significance,
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Figure 1. Overview of a CAM-based associative search engine for data-intensive pattern searching applications. a) CAM array features massive parallel-
ism and in-memory computing capabilities and can perform both exact and approximate matching searches for the input query. b) The approximate
matching mode, which calculates the distance between the query and stored entries, can find widespread use such as in hyperdimensional computing as
an associative memory. c) Overview of existing BCAM andMCAMdesigns and their respective CAM bit density. The proposed 1FeFET-based CAM design
achieves the highest density utilizing only one active memory device.
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accelerating the pattern matching process for genome
sequencing remains an open challenge. However, HDC has been
proposed as a promising solution, as it can transform
sequential pattern matching processes into highly parallelizable
computation tasks and translate complex pattern distance met-
rics into hamming distance.[12] These properties make CAM
an ideal platform for accelerating genome pattern matching
through HDC.

To support complex and data-intensive tasks, such as cognition
and genome sequencing, high-density CAM arrays are
crucial. However, traditional static random access memory
(SRAM)-based CAM designs, which are based on CMOS technol-
ogy, suffer from high area and power overhead due to the
large number of transistors (i.e., 16 transistors) required for a
CAM cell and resultant large parasitics. These limitations
make traditional SRAM-based CAM designs impractical for wide-
spread use. To address these challenges, two novel approaches have
been proposed and studied. The first approach leverages emerging
NVM devices to build compact and efficient BCAM/TCAM
designs. As shown in Figure 1c, compact CAM designs can be
achieved using STT-MRAM (10 T-4MTJ, MTJ: magnetic tunnel
junction) or two-terminal resistive memories such as ReRAM or
phase-change memory (PCM). The CAM design with the highest
density to date uses two FeFETs.[5] These novel approaches show
promise for improving system performance, reducing area, and
increasing energy efficiency over traditional CMOS-based designs.

The second approach is to explore beyond the conventional
binary/ternary CAM designs and exploit the multilevel cell
(MLC) capability of NVMs for the design of MCAM. In an
MCAM cell, multibit information is encoded, stored, and searched,
offering an alternative route to increase information density.
Despite being a less explored approach compared to BCAM
designs, there have been a few examples demonstrated so far.
For instance, the use of resistive memory devices
has led to the proposed design of MCAM with 6T-2R,[13] which
is different from ReRAM-based binary design. Scalable 2FeFET-
based MCAMs have also been demonstrated, featuring a hybrid
parallel–serial connection.[14,15] However, their search speed is lim-
ited by the serial branch, leading to a slowerMCAM. Another exam-
ple is the parallel 2FeFET CAM cell, which offers a high-speed,
universal design that can serve simultaneously as a BCAM/
TCAM cell and MCAM cell.[7] The unique advantage of FeFET,
along with its superior write energy efficiency and density, makes
FeFET-based CAM an attractive option for associative memory.

All the aforementioned CAM designs, whether binary or
multibit, require at least two active memory devices. However,
a compact design that uses only one memory element to achieve
ultimate CAM density is yet to be realized. Such a design, if it
existed, would also be preferred to be universal, similar to the
2FeFET CAM cell,[7] which can simultaneously function as a
BCAM and MCAM. In this work, we propose an ultimate
compact BCAM and MCAM design based on a single FeFET,
leveraging its intrinsic three-terminal transistor structure and
nonvolatility. Our proposed design is significantly superior to
CAM cell designs based on single flash memory
transistors,.[16–18] First, the flash memory-based CAM design
is a serial design, as the match or mismatch operation is per-
formed bit-by-bit. To search a CAM word with N cells, it would
require 2N cycles without pipelining or Nþ 1 cycles with

pipelining, which significantly degrades the search speed of
CAMs. Second, our proposed CAM is a universal design that
can serve simultaneously as both binary and MCAM. Previous
1 T
CAM designs do not demonstrate this novel concept. Our
design is capable of performing hamming distance calculation
in-memory, which opens the door for its application in
data-centric computation, cognition, and classification tasks.
This capability is typically neglected in the prior 1 T CAM litera-
ture. Third, the FeFET technology used in this work is more
appealing than flash memory-based designs because it is highly
energy efficient and CMOS compatible. FeFETs have a much
lower write voltage (i.e., ≤ 4V) than flash and fast write speed
(i.e., ≤ 50 ns), and their cell size is smaller due to their better
scalability, which is integrated into advanced technology
platforms including 28 nm bulk[19] and 22 nm FDSOI.[20] In
the following sections, the FeFET device will first be explained,
and the 1FeFET universal CAM design will be proposed and vali-
dated. Finally, we will leverage the proposed design for genome
sequencing applications through HDC.

2. HfO2-Based FeFET

The discovery of ferroelectricity in doped HfO2
[21] has generated

significant interest in its integration into FeFET for high-density,
energy-efficient-embedded NVM. FeFET operates by applying a
positive/negative pulse to the gate, which sets the ferroelectric
polarization toward the channel/gate electrode, and the FeFET
threshold voltage VTH to low/high value, respectively. The stored
memory state can then be read by sensing the channel current
through the application of a read gate bias between the low-
VTH (LVT) and high-VTH (HVT) states. With its electric field-
driven write mechanism, FeFET exhibits superior write energy
efficiency, making it attractive for IMC applications. In this work,
FeFET devices were fabricated using a 28 nm-node gate-first high-
k metal gate CMOS process on 300mm silicon wafers. Detailed
process information can be found in another study.[19] The gate
stack of the fabricated FeFET comprised a polycrystalline Si/TiN
(2 nm)/doped HfO2 (8 nm)/SiO2 (1 nm)/p-Si structure, as shown
in Figure 2a. The ferroelectric gate stack process started with the
growth of a thin SiO2-based interfacial layer, followed by the depo-
sition of an 8 nm thick-doped HfO2 layer. A TiN metal gate elec-
trode was deposited using physical vapor deposition (PVD),
followed by the deposition of the poly-Si gate electrode. The
source and drain nþ regions were formed through phosphorous
ion implantation and activated through rapid thermal annealing
(RTA) at �1000 °C, which also resulted in the formation of the
ferroelectric orthorhombic phase within the doped HfO2.

Themicrostructure of the ferroelectric layer plays a vital role in
its application within the FeFET memory. Therefore, we ana-
lyzed the microstructure of a planar film using a transmission
scanning transmission electron microscope (STEM) equipped
with a high-dynamic range detector at each pixel, as demon-
strated in Figure 2b. Similar to the transmission Kikuchi diffrac-
tion (TKD) technique,[22] which has been utilized to study the
granular structure of polycrystalline HfO2 films, the analysis
was performed in transmission, with the detector placed inside
the beam. However, this method differs in that it has an
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adjustable convergence angle and accelerator voltage, allowing
for the tuning of the measured signal between classical electron
diffraction and Kikuchi diffraction patterns.[23,24] In this analysis,
we utilized the former and indexed the phase and grain orienta-
tion based on the extracted diffraction patterns, as shown in
Figure 2b. The phase and grain orientation maps are shown
in Figure 2c,d for the in-plane and cross-section views, respec-
tively. The results indicate a significant fraction of the highly
polar orthorhombic phase in the film, with a small monoclinic
phase fraction of less than 5%. The grain orientation is homoge-
neous within the grains, with a preferred tilted out-of-plane ori-
entation along the [110] axes.

3. Proposal of 1FeFET CAM

3.1. Target FeFET Characteristics for IMC

IMC designs such as the crossbar arrays for matrix-vector multi-
plications and CAM for bit-wise XNOR operations typically oper-
ate in the current domain, as depicted in Figure S1a,b,
Supporting Information. The output results of these circuits
are determined by the sum of currents from an array of memory
devices. In this current mode of operation, it is crucial to have
well-controlled ON current variability in FeFET devices to reduce
error rates induced by current variations. The ON current vari-
ability of a conventional FeFET device with a stored VTH state is
directly correlated with the VTH variation, as demonstrated in
Figure S1c, Supporting Information. The ID–VG characteristics
of LVT and HVT states of 60 FeFETs are shown in Figure 3a,b.
As shown in Figure 3c, a non-negligible device-to-device varia-
tion is observed, leading to significant variation in the ON cur-
rent. Additionally, when the device is read with different gate
biases (e.g., VSL2 and VSL3 in Figure 3b, chosen to turn on the
LVT andHVT states, respectively, yielding the same ON current),
it is evident that the ON current of the device with LVT is not
constant but highly dependent on the gate bias VG. These

findings impose a strict requirement on controlling VTH varia-
tion in FeFET devices, which is an ongoing process that involves
optimization of integration process, but still faces challenges
with FeFET scaling.[20,25] To address these challenges, two
approaches are being studied. The first approach is continuous
process optimization, such as the control of polycrystalline phase
and grain orientation control, among others.

In this work, we explore an alternative method, proposed in
another study,[26] to control the ON current variability of
FeFET devices. This method involves using a current limiter
to ensure that the ON current is independent of both the applied
VG and the stored VTH state. This eliminates the translation of
VTH variations into the ON current variations, as demonstrated
in Figure S1d, Supporting Information. The implementation of
the current limiter is achieved through a series resistor, as shown
in Figure 3d. The ON current is determined by the component
with the larger resistance value, ensuring that the ON current is
dominated by VD/RS once FeFET turns ON. Experimental
device-to-device measurements on 60 devices with a
1FeFET1R structure were conducted, as shown in Figure 3e.
The ID–VG characteristic results show that the ON state current
is VG independent with significantly suppressed variability,
which can significantly improve the accuracy and robustness
of IMC implementations.[26] The extracted ON currents for
two read gate voltages, similar to Figure 3c, confirm the effective-
ness of the series current limiter in suppressing the ON current
variability, as shown in Figure 3f. Moreover, the current limiter is
found to be robust against FeFET scaling, as demonstrated in
Figure S2a,b, Supporting Information. The results show that
even with the gate length LG scaled down to 80 nm, the current
limiter could still suppress the ON current variability and the VG

dependence of ON current.
In order to fully utilize the benefits of the current limiter, the

integration of the series resistor with the FeFET is necessary.
Previous work[27] proposed using a TiN/SiO2 tunneling
junction-based resistor integrated in the back end of line
(BEOL) and connected with FeFET drain, which is effective
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Figure 2. HfO2-based FeFET. a) Cross-sectional transmission electron microscopy (TEM) and schematic of the FeFET integrated into a 28 nm-high-k
metal gate process. b) TEM-based electron diffraction characterization method used to identify the phase and orientation of grains’ high spatial resolu-
tion. The reference diffraction patterns for silicon and ferroelectric HfO2 are shown. c,d) Phase map and inverse pole figure/orientation maps extracted
from electron diffraction indexation of the hafnium oxide grains in the high-k stack, for an in-plane and cross-sectional view, respectively. The orientation
close to [101] of the large polar orthorhombic grain in the cross section can be extracted from the OMz map.

www.advancedsciencenews.com www.advintellsyst.com

Adv. Intell. Syst. 2023, 2200428 2200428 (4 of 11) © 2023 The Authors. Advanced Intelligent Systems published by Wiley-VCH GmbH

 26404567, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aisy.202200428 by U

niversity O
f C

alifornia - Irvine, W
iley O

nline Library on [19/06/2023]. See the Term
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline Library for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons License

http://www.advancedsciencenews.com
http://www.advintellsyst.com


but difficult to implement. Another design involves using a split-
gate structure similar to split-gate embedded FLASHmemory,[28]

where a conventional transistor is integrated in series with a
FeFET, offering increased flexibility through gate-tunable series
resistance. However, this design complicates the integration pro-
cesses. To address these challenges, we propose two designs for
integrating the current limiter into the FeFET. The first design
involves adopting a Schottky source/drain contact (Figure S2c,
Supporting Information), while the second design involves using
an underlapped channel region (Figure S2f, Supporting
Information). The technology computer-aided design (TCAD)
simulation results, shown in Figure S2d, Supporting
Information, demonstrated that the Schottky barrier becomes
the limiter for carrier transport once the transistor turns ON.
The ID–VG characteristics at different barrier heights
(Figure S2e, Supporting Information) clearly show the effective-
ness of Schottky barrier as a current limiter. In the underlapped
channel design, the underlapped region limits carrier transport
once the gate voltage is high and functions as a current limiter
without being controlled by the gate. Figure S2g, Supporting
Information, shows the simulated conduction band along the
channel, and the ID–VG characteristics at different underlap
lengths (Figure S2h, Supporting Information) demonstrate the
effectiveness of underlapped region in limiting the ON current.
These designs are by no means optimal, but they demonstrate
that the FeFET-based design for IMC implementation does
not have to follow the conventional FeFET practices and that
the design space remains largely unexplored.

3.2. Demonstration of Binary CAM

Thanks to its inherent transistor structure, a FeFET with VG inde-
pendent ON current can function as both a BCAM and a MCAM

simultaneously. This ultracompact CAM cell comprises a single
FeFET, which can be fabricated from an 1FeFET1R structure as
discussed previously. The proposed design leverages the unique
property of the FeFET VTH state, which can be identified through
a two-step search scheme. In the first step, a search voltage is
applied below VTH, inducing negligible IOFF leakage current.
In the second step, a search voltage above VTH is applied, leading
to high ION current. If a low/high ID flowing through the FeFET
is sensed in the first/second search step, respectively, the FeFET
VTH state can be uniquely identified. By encoding information
into FeFET VTH state and properly choosing the two-step search
voltages (i.e., read VG), either a BCAM or MCAM can be realized.
The BCAM leverages the binary state of FeFET and performs
hamming distance calculations, while the MCAM leverages
the multilevel state of FeFET and performs exact search. In this
illustration, we describe the operation principles of a BCAM
design using an 1FeFET structure per cell.

Figure 4 presents a schematic of the 1FeFET CAM design and
our proposed two-step search scheme for the BCAM search func-
tion. Based on the device binary storage level, a state “0" can be
programmed into the FeFET in a CAM cell by setting the device
to the LVT state, while a state “1" is written by programming it to
the HVT state. In the first step, VSL1, which is below VTH1 of the
LVT state, is applied to the FeFET gate in the CAM cells to search
for bit “0”. On the other hand, VSL2, which lies between the VTH1

of LVT and VTH2 of HVT, is applied to search for bit “1”, as
shown in Figure 4. A match occurs when FeFETs storing “0”
are applied with VSL1 (denoted as St0Sr0) or when FeFETs stor-
ing “1” are applied with VSL2 (denoted as St1Sr1). All search vol-
tages (regardless of searching for “0” or “1”) in this step are below
the respective VTHs, resulting in a negligible matchline (ML)
(i.e., IML) compared to the device on current ION. A mismatch,
causing a high IML, occurs when one or more FeFETs storing “0”
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are searched with bit “1” by applying VSL2 to the FeFETs in the
LVT state (denoted as St0Sr1). The number of St0Sr1 mismatch
cases (denoted as Nst0sr1) is linearly proportional to IML.
Therefore, the first search step identifies the St0Sr1 mismatch
condition. For exact search, the presence of any St0Sr1 instances
(Nst0sr1 6¼ 0) means a mismatch, while for approximate search
where hamming distance is calculated, the ML current IML in
the first step, IMLS1, can be used to determine the number of mis-
match bits, Nst0sr1.

For the second search step, VSL2 and VSL3, above VTH2 of the
HVT state, are applied to represent searching for bit “0" and “1”,
respectively, as shown in Figure 4. In this step, three cases con-
duct the ON current ION: FeFETs storing bit “0” are applied with
VSL2 (i.e., St0Sr0), FeFETs storing “1” are applied with VSL3

(i.e., St1Sr1), and FeFETs storing “0” are applied with VSL3

(i.e., St0Sr1). The only mismatch case with a low IML is when
VSL2 is applied to the stored HVT state, that is, when FeFETs
storing “1” are searched with bit “0” (denoted as St1Sr0).
Sensing the ML current in the second step, IMLS2, detects the
number of St1Sr0 mismatch cases (denoted as Nst1sr0), as shown
in Figure 4. The total mismatch bits of the CAMword, that is, the
hamming distance between the stored word and the input query,
can be calculated by adding Nst0sr1 and Nst1sr0, which is linearly
proportional to the current difference IMLS2–IMLS1.

The proposed two-step search scheme for the BCAM design
with Figure 4 is not feasible with traditional FeFET devices, as
demonstrated in Figure S3, Supporting Information. While
the first step to identify the presence of St0Sr1 is robust due
to its sole conducting ION, the second step to detect St1Sr0
presents a challenge. In this step, the cells that are in the
St0Sr1 state conduct a higher current than those in the St0Sr0
and St1Sr1 states. This leads to a significant overlap between
the IMLS2’s for different Nst1sr0 values, making it difficult to dif-
ferentiate between them, as shown in Figure S3, Supporting
Information. This analysis highlights the importance of

incorporating a current limiter to mitigate the dependency
and variability of ON current on VG.

The proposed BCAM design has been validated through both
experiments and simulations. Figure 5 provides experimental
verification of the proposed BCAM array, which has a word
length of 8 bits. Figure 5a illustrates the experiment setup of
the CAM array, in which a series resistor is connected with each
FeFET in series as a current limiter. All CAM cells are connected
in parallel, and the current–voltage characteristic of each cell is
presented in Figure 5b. The results clearly demonstrate the
presence of a sufficiently large memory window, as well as
the independence of ON current ION from VG and the suppres-
sion of its variation.

Two test cases are considered in this study, with case I repre-
senting all cells storing the bit “0" and case II representing all
cells storing the bit “1". Figure 5c,d shows the ML currents
for case I, with IMLS1 and IMLS2 representing the first and second
search steps, respectively. The IMLS1 in the first search step
increases linearly with the number of St0Sr1 (i.e., NSt0Sr1),
demonstrating the consistency with the design principle illus-
trated in Figure 4. By locating the decision reference between
NSt0Sr1= 0 and NSt0Sr1= 1, exact match detection can be
achieved, and sensing the IMLS1 directly allows for the detection
of NSt0Sr1. In the second search step, as there are no St1Sr0 con-
ditions in case I, all 8 cells conduct ION, resulting in a full match
IMLS2 measurement, as shown in Figure 5d. Figure 5e,f shows
the measured IMLS1 for the first search step and IMLS2 for the
second search step in case II, respectively. In this case, as no
St0Sr1 conditions exist, the IMLS1 is low and below the exact
match decision boundary, as depicted in Figure 5e. The IMLS2

exhibits a linear relationship with the number of St1Sr0
(i.e., NSt1Sr0), allowing for the detection of the other mismatch
cases in addition to the St0Sr1 condition shown in Figure 5c.
These measurements serve as experimental validation of the pro-
posed BCAM design.

ML

VSL1
ScL

VSL2 VSL1 VSL2

‘0’ ‘1’ ‘1’ ‘0’
VG

I D
V S

L1

V S
L2

VTH1 VTH2
‘0’ ‘1’ ‘0’ ‘1’

Search Step 1: Detect the mismatch case of ‘stored ‘0’, search ‘1’’, which has high current

Search

‘0’Search ‘1’

Search Step 2: Detect the mismatch case of ‘stored ‘1’, search ‘0’’, which has low current

IONMismatch
‘1’

Step 1 

St0Sr1 Identified at step 1

ML

VSL2
ScL

VSL3 VSL2 VSL3

‘0’ ‘1’ ‘1’ ‘0’
VG

I D V S
L2

V S
L3VTH1 VTH2

‘0’ ‘1’ ‘0’ ‘1’Search

‘0’Search ‘1’

Ntot : Total cells in a CAM word
Nst0sr1: No. of cells storing ‘0’, but searched ‘1’
Nst1sr0: No. of cells storing ‘1’, but searched ‘0’
Nmismatch: Total No. of mismatched cells

Step 1 ML Current: IMLS1 =ION * Nst0sr1
Step 2 ML Current: IMLS2 =ION * (Ntot – Nst1sr0) 
Hamming distance between storage and search
HD = Nmismatch =N st0sr1+N st1sr0∝ I MLS2 – I MLS1

Mismatch ION
I O

N
,1

I O
N

,1

I O
N

,2

Step 2 

St1Sr0 Identified at step 2

Figure 4. Two-step search in the 1FeFET BCAM with VG independent ON current. a) The first step identifies the “St0Sr1” mismatch between the stored
entries and query by detecting a high ML current. b) The second step identifies the “St1Sr0” mismatch by detecting a low ML current. The difference
between the ML currents in the two steps is proportional to the Hamming distance between the stored and query data.
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To further demonstrate the potential of the proposed BCAM
design, simulations were conducted using a SPICE Monte
Carlo method with a compact model of FeFET that incorporates
experimentally measured device variations shown in Figure 3b.
The simulations were carried out for a CAM array with a word
length of 64 cells per word, which is beyond the limit of the experi-
ment setup. For comparison purposes, a simulation of a conven-
tional 1FeFET CAM array with only two cells per word and without
a current limiter was also performed, as shown in Figure S4a,
Supporting Information. The results of the simulation demon-
strate that while the first step in the search process remains robust,
the second step fails due to the VG dependent ON current and its
significant variation. However, with the addition of a current lim-
iter, Figure S4b, Supporting Information, shows that the proposed
BCAM design can successfully operate in a CAM array with 64
cells per word, highlighting its great potential.

3.3. Demonstration of Multibit CAM

As previously noted, the proposed CAM cell design can be used
as both a BCAM and MCAM cell. The two-step search scheme is
used to determine whether the stored VTH state matches the
encoded search information. During the first step, the below-
VTH search identifies any mismatch cells with a VTH above

the search value. During the second step, the above-VTH detects
any mismatch cells with a VTH below the search value. If all cells
match, both the IMLS1 in step 1 and the IMLS2 in step 2 will be low
and high, respectively. This search principle enables the design
of a MCAM with exact search functionality. Furthermore, the
proposed design methodology is scalable and can be applied
to FeFETs with any number of distinguishable VTH states, given
that the device variation is within acceptable limits.

In Figure 6, the operation principle is illustrated using
2-bit-per-cell example. Without loss of generality, assuming that
all cells store bits “01”, corresponding to the second lowest VTH

state, the search voltages representing the search bits “00", “01”,
“10”, and “11” are applied to each cell, respectively. During step 1
search, as shown in Figure 6a, a below-VTH search, that is, VSL3L

below the VTH corresponding to state “10” and above the VTH

corresponding to state “01” is applied to search bit “10”. This
way, any mismatched cell that is applied by a search voltage
above the VTH corresponding to the stored state, that is, the
“above-VTH” scenario in this case, represented by search bits
“10” and “11”, will conduct a high ON current ION. For step 2
search, an above-VTH search voltage, that is, VSL3h above the
VTH corresponding to state “10” and below the VTH correspond-
ing to state “11” is applied to search bit “10.” In this case, the only
mismatched cells searched with a search voltage below the VTH
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Figure 5. Experimental verification of 1FeFET CAM word with a word length of 8. a) Experimental setup for the measurement; b) The ID–VG of the 8
1FeFET1R devices. c,d,e,f ) the ML current in step 1/step 2 search when all cells store “0” and “1”, respectively. Successful operation of the array is
demonstrated. Note that all eight FeFETs have different sizes, for example, W/L= 80 nm/80 nm, 100 nm/200 nm, 80 nm/1 μm, 200 nm/100 nm,
240 nm/240 nm, 500 nm/80 nm, 500 nm/240 nm, and 1 μm/1 μm, and ON currents. By incorporating the series current limiter, the proposed
1FeFET CAM is able to work even under the worst scenario where all the devices have different ON currents.
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corresponding to the stored state, that is, “below-VTH” scenario
represented by search bits “00”, will yield a low cell current. All
other cells conduct a high ION. The total ML current can then be
used to determine whether a “below-VTH” mismatch exists. By
combining the results of the two-step ML current, the exact
match in the MCAM words can be identified by a low IMLS1

in step 1 and a high IMLS2 (� ION � N, N is word length) in step
2. Any other ML current combination indicates a mismatch.

We validated the design of the MCAM, which stores two bits
per cell, through a combination of experiments and SPICE sim-
ulations. The four VTH states representing the stored two bits in
FeFETs were demonstrated across 60 devices utilizing the partial
polarization switching of a ferroelectric material modulated with
pulse amplitudes,[29] as shown in Figure 6b. It is commonly
observed that the variation is smaller for extreme states and
larger for intermediate states. This is due to the fact that the typ-
ical write pulse for extreme states (i.e., lowest and highest VTH)
ensures saturated polarization switching for the two states,
resulting in low variation. On the other hand, for intermediate
states, the write pulse applied cannot finely tune the amount
of polarization switched, leading to larger variation.[30] This dis-
tribution has also been reported in other literature.[31,32] For this
MLC write operation, we used here a gradual erase scheme. We
start from programming LVT state (“00” state), which is the
extreme state, and then applying different write pulses to switch
the device to intermediate states. Since the intermediate states
(i.e., “01”, “10”, “11” states) are in the steeper switching transi-
tion and sensitive to write pulses, the corresponding write pulses
then result in larger variation. The resulting VTH distributions

were incorporated into a FeFET compact model,[33] and Monte
Carlo SPICE simulations were performed. The ID–VG character-
istics of the FeFETs, shown in Figure 6c,d, demonstrate that the
ON current variability and VG dependency for all the VTH states
are suppressed after incorporating a series current limiter. This
cell design enables the MCAM. The simulation results for a
MCAM word with 64 cells per word and 2 bits per cell are shown
in Figure S5, Supporting Information. Without loss of generality,
all cells store bits “01” and the worst-case search scenarios are
considered, where only one cell mismatches with the search
query. The results show that if one cell is searched with bits
“00”, that is, “below-VTH” scenario, this mismatch is not detected
in step 1 search, but it shows up in the step 2 search. If one
cell is searched with bits “10” or “11”, both corresponding to
“above-VTH” scenario, these mismatches are detected in step 1
search, which results in a high ION. Only when all the cells exactly
match, as shown in Figure S5b, Supporting Information, step 1
search yields a low IMLS1 and step 2 search causes a high IMLS2

(� ION � 64), indicating a match scenario. These results validate
the proposed MCAM array function even with the current, non-
fully optimized FeFET.

4. Benchmarking and Application of 1FeFET CAM
Array

Figure 7a depicts the trend of CAM cell footprint scaling based
on various emerging devices, in addition to CMOS. Compared to
existing CAM designs, which require a minimum of two devices
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per cell, our 1FeFET CAM design, featuring the proposed
two-step search scheme, offers the most compact CAM cell area
efficiency and flexible BCAM and MCAM functionalities.
Furthermore, with the area-per-bit metric, our 1FeFET CAM
design can attain an even smaller size when MCAM is enabled,
which is half that of the design presented in another study.[7] To
measure the ML currents IML in the two-step search scheme of
our proposed CAM designs, we use a thermometer-code analog-
to-digital converter (ADC) as the array sense amplifier. The
design converts the ML currents into output voltages, as depicted
in Figure S6, Supporting Information. When the 1FeFET CAM is
configured as a BCAM, the output voltages of the sense amplifier,
guided by the proposed design principles and appropriate refer-
ence currents, directly indicate the hamming distance between
the input query and the stored words, as shown in Figure 4.
When the 1FeFET CAM is configured as a MCAM, the output
voltages indicate the match/mismatch condition, as demon-
strated in Figure S5, Supporting Information. Note that the sense
amplifier adopts a serial design, resulting in a search delay and
energy that is proportional to the number of stages (i.e., word
length), as shown in Figure 7. If a search delay that is indepen-
dent of the word length is desired, parallel designs for sensing
can be used, although at the cost of increased area and power
consumption.[34]

The proposed 1FeFET CAM design is evaluated for its effi-
ciency beyond the array level using it as an associative search
engine for HDC in multiple-genome sequencing tasks.[35] In
genome sequencing, a query DNA sequence represented by
nucleotide bases, that is, A, C, G, T, is searched in a reference
DNA string that consists of millions of DNA bases to identify the
presence of the query sequence in the reference sequence and
accelerate DNA alignment techniques.[36,37] Figure S8a,
Supporting Information, illustrates the HDC architecture that
parallelizes the genome-sequencing tasks. The sequences
from genome databases (E.coli,[38] Human CHR14,[38] and
COVID-19)[39] are encoded and stored in the associative memory
(Figure S8c, Supporting Information), and a new genome query
is encoded and searched across multiple CAM banks in parallel.
The memory entries with a hamming distance within a threshold
with the query are identified, as shown in Figure S8b, Supporting
Information. Figure S8d, Supporting Information, shows the

benchmarking results for the proposed associative memory
architecture for HDC genome-sequencing tasks, revealing that
the proposed search engine can achieve on average 89.9�
(71.9�) faster and 66.5� (30.7�) higher energy efficiency than
state-of-the-art alignment tools NVBIO (GPU-BLAST).[40]

Additionally, the use of 1FeFET CAM for HDC application dem-
onstrates the benefits of hardware-algorithm codesign by exploit-
ing the superior robustness of HDC against device variations.
Figure S9a,b, Supporting Information, shows the error rates
of hamming distance computations for the proposed CAM arrays
with word lengths of 32 and 64, respectively, when the variations
of both FeFETs and series current limiters are included. Given
the experimentally reported 8% resistor variation,[27] the error
rate of hamming distance calculation in an array with a word
length of 32 can reach 5% when the hamming distance detection
threshold is set to be 3-bits. However, even if such error rate is
introduced during the hypervector search in HDC, the resulting
genome-sequencing error is still low, at only 2% and 0.2% for
hypervector dimensions of 512 and 4,000, respectively, as shown
in Figure S9c,d, Supporting Information. This highlights the
benefits of the proposed 1FeFET CAM in HDC tasks, as it offers
high density while taking advantages of HDC’s robustness
against device variations.

5. Conclusion

In summary, we present a novel 1FeFET CAM design that is both
ultracompact and scalable. The design enhances the search func-
tion and improves CAM density for low-power pattern matching
application through the HDC paradigm. Our design integrates a
series resistor into the FeFET structure to minimize the fluctua-
tion of ON state current and features a two-step search operation.
Our experiments demonstrate that the 1FeFET CAM array per-
forms both approximate and exact searches, acting as a binary
CAM for hamming distance computation and a multibit CAM
for improved CAM density. Furthermore, our results show sig-
nificant improvements in latency and energy efficiency com-
pared to state-of-the-art hardware, emphasizing the potential
of the proposed 1FeFET CAM design as a powerful associative
search memory engine.
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Search b) latency and c) energy of 1FeFET CAM array for one-search step with different hamming distance thresholds. 1FeFET-1R CAM cell is considered
for the benchmarking, where the series resistance Rs value is set to 1MΩ. The search latency is measured from the time point when the search voltage is
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The search energy is the product of the peak power consumption of the CAM array and the search latency.
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