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AbstractÐUsing Knowledge Graphs to understand noisy nat-
uralistic data has gained significant prominence in recent years.
In this paper, we apply Knowledge Graphs to a new dataset of
tweets of an ideologically far-right Twitter network by sourcing
tweet histories of users who discussed QAnon in the summer
of 2018 [1]. We further develop a new method that arms topic
models with relational information from Knowledge Graphs and
apply the new technique to study this dataset. Our analysis shows
that users do not form a monolithic belief or social network, but
rather comprise many smaller interlinking communities which
discuss unique key political events (e.g., the January 6th Capitol
riots).

I. INTRODUCTION

Knowledge Graphs are useful tools for representing and

structuring information in large corpora of text. They are se-

mantically rich, with nodes representing entities extracted from

text documents and edges encoding how entities are related.

Knowledge Graphs have been successfully applied to social

media data such as tweets [2] and longer-formatted narrative

structures such as scripts [3]. Well-known examples include

the Google Knowledge Graph [4], the LinkedIn Knowledge

Graph [5], and DBpedia [6], which have been successfully

applied in practice.

In this paper, we couple Knowledge Graphs with social

network analyses to understand the semantic content and

social network structure of the QAnon conspiracy on Twitter.

The QAnon conspiracy, which originated with postings on

the anonymous message board 4chan in 2017 and gained

widespread popularity in 2018, posits that a global cabal

of liberal elites run a covert sex-trafficking ring that former

President Donald Trump is destined to uncover and annihilate

[1], [7], [8]. While QAnon’s central narrative is radical,
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perhaps more problematic are the far-reaching peripheral nar-

ratives, which can have the effect of sowing active distrust in

democratic processes [9] and in science [10]. Our work aims

to improve the understanding of these interlocking narratives

in relation to how they vary across a social network (e.g.,

how Knowledge Graphs vary across communities). We are

also interested in how the network discusses key political

entities and events (e.g., Donald Trump during the January

6th Capitol riots). We analyze data pulled from tweet histories

of users previously identified in [1] to have tweeted about

QAnon in 2018. We analyze their metadata by constructing

Knowledge Graphs using topic modeling, sentiment analysis,

time series analysis, and community detection. This process

lets us determine topics (and their sentiments) of interest to

the conspiratorial network, as well as the influence of key

political events such as the election and the pandemic.

We find that the users do not form a monolithic super-cluster

with identical beliefs, but rather involve networks of smaller

communities with varying beliefs that discuss different events.

We also observe that vaccines are discussed in close proximity

to political entities which hold increased negative valence,

suggesting that medical information about the COVID-19

vaccine may be associated with politicized information. This is

a hallmark feature of anti-science misinformation, that likely

targets pre-existing priors of distrust to shape COVID-19

skepticism [11]. Different communities discussing different

political topics (e.g., conservative vs liberal politicians, news

outlets) appear at different times and places in the network.

We also see a spike of tweets following the January 6th Capitol

riots, with various topics discussing the events, suggesting that

these methods can be applied to study how real-world events

trigger shifts in the discussion.

Our analysis has three major steps. The first step is to

understand the data prior to constructing a Knowledge Graph.

We analyze the geo-locations of the users, a hashtag co-

occurrence network, and the volume of tweets over time. We

present the results in Section II. Next, to better understand how

topics are discussed across the social network in relation to the

Knowledge Graph, we apply topic modeling and community













ID Lifespan Central Entities

1 Jan., 2020 ± July, 2021 Donald J. Trump, President Biden, Fox News, Donald Trump Jr., Dan Bongino

2 Mar., 2021 ± July, 2021 Jack Posobiec, Catturd, Matt Couch, Breaking911, New York Post, Juanita Broaddrick

7 Jan., 2021 ± Mar. 2021 Joe Biden, Alexandria Ocasio-Cortez, CNN, Kamala Harris, Hillary Clinton, Jon Hartt

10 Jan., 2020 ± July, 2021 PMO India, Narendra Modi, AdjTak, Amit Shah, SA News Channel

14 Oct., 2020 ± Dec., 2020 CNN, The New York Times, NBC News, CBS News, Truth Matters

22 May, 2020 ± July, 2020 Bernie Sanders, Elizabeth Warren, Amy Klobuchar, The Wall Street Journal, Dianne Reum

TABLE I: Selected dynamic communities with lifespan and central entities.

tweets that do not themselves have tweets in the data set. For

example, Donald Trump and Joe Biden are both tagged or

mentioned by users in the network, but do not have tweets in

the network. Thus, central entities are simply subjects of online

conversation. We hypothesize that central entities nevertheless

play a important role in how nodes interact in the network.

Therefore, we examine the closeness centrality of each node

within certain communities [15], [17]. The nodes in each com-

munity are then sorted with their closeness centrality scores,

and the top 10 users or entities are regarded as the central users

in that community. In Table I, six selected communities with

the central entities are shown, and the users are eliminated in

the visualization for privacy purposes. The results show that

community #1 has the most central entities ªDonald J. Trump,º

ªPresident Biden,º and ªFox News,º and this community

remains large over time. We also identify a group related to

India, which is centered around ªPMO Indiaº and ªNarendra

Modiº (community #10). Additionally, we see that the commu-

nity #7, which emerges at the end of 2020 and disappears after

February 2021, focuses on the entity ªJoe Biden,º ªAlexandria

Ocasio-Cortez,º and ªCNN.º The central nodes of this group

and the existence time of this community could potentially be

related to the January 6th Capitol riots. Community #14, which

focused on the mainstream news media, appeared in Septem-

ber 2020 and diminished in November 2020, which coincides

with the time of the 2020 U.S. Presidential Election. This

confirms that some QAnon-related Twitter accounts interact

extensively with the news media during the election. Commu-

nity #22, with central nodes ªBernie Sandersº and ªElizabeth

Warren,º only exists for a short time period after the Demo-

cratic party presidential candidates withdrew from the election.

Fig. 7 shwos the proportion of users that interact with the

central entities in each month. This provides a clear view of

the popularity of the central entities in different communities.

From the plot of community #1, we see that nearly 7% of the

users in the whole data set hashtagged or replied to Donald

Trump in July 2020 and January 2021, while the proportion

quickly drops to zero as Trump’s account was suspended

on Twitter. Also, we see that the community that focuses

on entities like ªJoe Biden,º ªAlexandria Ocasio-Cortez,º and

ªCNNº in our dataset, or community #7, is only active during

the election.

In addition to leveraging the results of previous topic

models, we also used TF-IDF and NCPD [28]±[30] to gain

a deeper understanding of the dynamics of the topics within

these communities. Selected results from the topic modeling

along with the topic-frequency heatmap are plotted below

in Fig. 8. One striking feature of the heatmap of the four

noticeable peaks on May 26th, 2020, September 29th, 2020,

November 6th, 2020, and January 6th, 2021. By investigating

some of the tweets sent during around these times, these peaks

were found to be reactions to the killing of George Floyd,

Donald Trump’s ªstand back and stand byº comment in the

1st Presidential Debate, the 2020 U.S. Presidential Election,

and the January 6th Capitol riots respectively.

IV. KNOWLEDGE GRAPH COMPLETION: TOPIC MODELING

Due to the high degree of noise in our dataset, BERTopic

only assigns topics to 18.4% of the tweets, leaving the rest

with topic −1 or unlabeled. This motivates us to leverage the

social relations provided by the Knowledge Graph to enrich

the topic modeling results. Specifically, as shown in Fig. 4,

since topics are nodes in our graph, we can think of topic

modeling as link prediction (between tweets and topic nodes)

or a Knowledge Graph completion problem. We then use the

new topics to further analyze the data.

A. Graph Completion

To do this, a graph neural network (GNN) was trained on the

social network consisting of tweets, users, and entities. To train

a GNN we need feature vectors for each node. We obtained

features for each tweet as follows. First, we embedded the

tweet using the sentence transformer model [31]. However, we

have more than just semantic information from the text of the

tweet. In particular, we also have temporal information. Hence,

the embedding of the tweet is concatenated with an embedding

of the timestamp which was computed using Time2Vec [32].

The embedding for a user consists of the embedding vector

that is output by Deepwalk [33]. The Deepwalk algorithm

was applied to the user-to-user network constructed from the

interacted with relation, and it uses short random walks to

learn the representation of nodes on the graph. This vector

is augmented using the Twitter account metadata including

ªfavourites countº, ªfollowers count,º ªfriends count,º and

ªstatuses count.º Then, a heterogeneous GNN [34] based on

the GATv2 [35] architecture was built for the task of topic

labeling. The model is trained on existing topic labels.

The trained model exhibits predictive power on seven

classes (topics) , where the class-specific F1-score and








