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A NARROW-STENCIL FRAMEWORK FOR CONVERGENT
NUMERICAL APPROXIMATIONS OF FULLY NONLINEAR
SECOND ORDER PDES

XIAOBING FENG, THOMAS LEWIS, KELLIE WARD

ABSTRACT. This article develops a unified general framework for designing
convergent finite difference and discontinuous Galerkin methods for approxi-
mating viscosity and regular solutions of fully nonlinear second order PDEs.
Unlike the well-known monotone (finite difference) framework, the proposed
new framework allows for the use of narrow stencils and unstructured grids
which makes it possible to construct high order methods. The general frame-
work is based on the concepts of consistency and g-monotonicity which are both
defined in terms of various numerical derivative operators. Specific methods
that satisfy the framework are constructed using numerical moments. Ad-
missibility, stability, and convergence properties are proved, and numerical
experiments are provided along with some computer implementation details.

1. INTRODUCTION

This article develops a unified general framework for designing convergent narrow-
stencil finite difference (FD) and discontinuous Galerkin (DG) methods for approx-
imating the viscosity (and regular) solution to the following fully nonlinear second
order Dirichlet boundary value problem:

Flu)(x) = F(D*u, Vu,u,x) =0, Vx¢€Q, (1.1a)
u(x) = g(x), Vx € o9, (1.1b)

where QO C R? (d = 2,3) is a bounded domain and D?u(x) denotes the Hessian
matrix of u at x. The partial differential equation (PDE) operator F' : S4*4 x R x
R x Q — R, where S?*¢ C R?*? denotes the set of d x d symmetric real matrices, is
a fully nonlinear second order differential operator in the sense that F' is nonlinear
in at least one component of the Hessian D?u. The boundary data g is assumed to
be continuous with F' Lipschitz with respect to its first three arguments. Moreover,
F ' is assumed to be uniformly and proper elliptic and satisfy a comparison principle
(see Section [2f for the definitions). In this paper we focus our attention on two main
classes of fully nonlinear second order PDEs, namely, the Monge-Ampeére-type and
Hamilton-Jacobi-Bellman-type equations (cf. [21], [9]).
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Fully nonlinear second order PDEs arise from many scientific and engineering
applications such as antenna design, astrophysics, economics, differential geometry,
stochastic optimal control, and optimal mass transport; yet, they are a class of
PDEs which are difficult to study analytically and even more challenging to ap-
proximate numerically. Due to the fully nonlinear structure, there is no general
variational (or weak) formulation. As a result, its weak solution concept (called
viscosity solutions, see Section [2| for the definition) is complicated and, in partic-
ular, very difficult to address numerically. Nevertheless, driven by the need for
solving many emerging and intriguing application problems, numerical fully non-
linear PDEs has garnered a lot of attention and experienced rapid developments
in recent years. See [9, 27] and the references therein for an overview of various
numerical methods that have been proposed, analyzed, and tested.

To the best of our knowledge, there are only two main approaches in the litera-
ture which aim to approximate viscosity solutions. Both approaches have been used
successfully to design and analyze (practical) numerical methods for approximating
second order fully nonlinear PDEs. The first approach, which was adopted in the
overwhelming majority of the existing works, is the Barles-Souganidis’ monotone
(wide-stencil) finite difference framework (cf. [1129] [7, [10L 22] 28]). We call the sec-
ond approach the numerical moment-enhanced g-monotone (narrow-stencil) finite
difference and DG framework (cf. [11), 12| [14] 24] and also the original vanishing
moment method [I7]). It is well-known that monotone (in the sense of Barles-
Souganidis [1]) methods are difficult to construct; moreover, they are intrinsically
low order, require the use of wide stencils, and yield strongly coupled nonlinear
algebraic problems that need to be solved. The narrow-stencil approach aims to
sidestep these limitations of the wide-stencil approach so high order methods can
be constructed on both structured and non-structured grids. On the other hand,
since the narrow-stencil approach abandons the standard monotonicity require-
ment, it prevents one to directly use the powerful Barles-Souganidis’ framework for
the convergence analysis. Consequently, new machineries and techniques must be
developed for the analysis of the proposed narrow-stencil methods which, so far,
has only been done on a case-by-case basis in [111 [12] [14] [24].

The primary goal of this paper is to re-examine (with a top-down view) and refine
the numerical moment-enhanced g-monotone (narrow-stencil) finite difference and
DG approach, which was initiated by us in [11], [12] [14} 24], and to formulate it
into a unified framework which is parallel to the Barles-Souganidis’ framework. A
far-reaching goal is to provide a blueprint/framework for designing and analyzing
practical convergent numerical methods for approximating viscosity (and regular)
solutions of fully nonlinear second order PDEs.

The remainder of this paper is organized as follows. In Section [2, we first recall
the basics of viscosity solution theory and elliptic operators as well as the necessary
notations. We then introduce various FD and DG finite element numerical de-
rivative operators (cf. [I4] [16]) and unify the notations. Those discrete derivative
operators are the building blocks for our narrow-stencil framework. In Section[3] we
formulate our abstract framework and introduce the key concepts of numerical op-
erators, consistency, g-monotonicity, and numerical moments. We then state a few
structure conditions/assumptions for numerical operators. It should be noted that
all of these concepts and conditions are motivated by and abstractions of similar
ones in our earlier works [11}, [12] 14} 24]. The numerical moment will play a critical
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role in the specific examples of numerical operators that are presented. In Sections
we present a complete convergence, admissibility, and stability analysis for the
narrow-stencil FD methods proposed in Section Unlike the Barles-Souganidis’
monotone (wide-stencil) framework where admissibility and the ¢*°-norm stabil-
ity of the underlying numerical methods are almost free to obtain (thanks to the
monotonicity), our results require entirely new techniques and their proofs given
in Sections are more technical and involved (as well as much longer). These
technical issues are precisely the price to pay for using narrow stencils. Assuming
the admissibility and £>° stability, we first establish the convergence of the numer-
ical solution to the viscosity solution of the underlying PDE problem in Section
The proof is adapted from the much more detailed version in [14]. We then prove
the desired admissibility and ¢ stability in Sections [ and [f} Our main idea of
proving the admissibility is to use the Contractive Mapping Theorem in ¢? instead
of £°°. The £°° stability is obtained by a novel numerical embedding technique first
introduced in [14]. Finally, in Section [7| we present some numerical experiments
to demonstrate the effectiveness of the proposed framework and to address some
computer implementation issues.

2. PRELIMINARIES AND NUMERICAL DERIVATIVES

2.1. Notation and definitions. The narrow-stencil framework will rely upon two
different partial orderings for matrices. Let S4*¢ ¢ R4*¢ denote the set of symmet-
ric d X d matrices. We will utilize the convention that A > B if A — B is symmetric
nonnegative definite for A, B € S¥?. We will also introduce the alternative con-
vention that A = B if each component of A — B is nonnegative. Note that the
partial ordering induced by > does not require symmetric matrices. We also let
A : B denote the Frobenius inner product with A : B = Z?Zl Z;l:l ai;b;; for all
matrices A, B € R¥x4,

For a bounded open domain Q C R?, let B(2), USC(Q2), and LSC(f2) denote,
respectively, the spaces of bounded, upper semi-continuous, and lower semicontin-
uous functions on Q. For any v € B(Q2), we define

v*(x) :=limsupwv(y) and v.(x):=liminfo(y).
y—x y—=x
Then, v* € USC(Q2) and v, € LSC(), and they are called the upper and lower
semicontinuous envelopes of v, respectively.

Below we use the convention of writing the boundary condition as a discontinuity
of the PDE (cf. [1l p.274]). The Dirichlet boundary condition is assumed to hold
in the viscosity sense. The following two definitions can be found in 211 [3] [I].

Definition 2.1. Equation (1.1 is said to be proper elliptic if for all (q,x) € R% x(Q,
it holds

F(A,q,v,x) < F(B,q,w,x) VA, Be 8™ A>B, v,weR, v<w.

Definition 2.2. Equation (1.1)) is said to be uniformly elliptic if there exists A >
A > 0 such that, for all (q,v,x) € R? x R x Q, it holds

0> -Atr(A—B) > F(A,q,v,x) — F(B,q,v,x) > —Atr(A — B)
for all A, B € S™? with A > B.
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We note that when F(A, q,v,x) is differentiable with respect to the first param-
eter, then the proper ellipticity definition is equivalent to requiring that the matrix

g—F is negative semi-definite and the value %—f is nonnegative (cf. [21) p. 441]). If F/

is also uniformly elliptic, then it holds 0 > —)\|§?|2 > 5 g—ifz —A|§q|2 for all g# 0.
Thus, A < -8 < AT

Definition 2.3. A function u € B(f) is called a viscosity subsolution (resp. su-
persolution) of (1.1)) if, for all ¢ 6702(9)7 if u* — ¢ (resp. us — ¢) has a local
maximum (resp. minimum) at xo € 2, then we have

F.(D?*p(x0), Vip(x0), u* (x0), %) <0

(resp. F*(D?*p(x0), Vo(X0), u«(X0),X0) > 0). The function u is said to be a vis-
cosity solution of (1.1)) if it is simultaneously a viscosity subsolution and a viscosity
supersolution of (1.1).

Definition 2.4. Problem is said to satisfy a comparison principle if the
following statement holds. For any upper semicontinuous function u and lower
semicontinuous function v on €, if w is a viscosity subsolution and v is a viscosity
supersolution of (L.1), then u < v on Q.

Since we assume that F' in satisfies the comparison principle, we have
that the underlying viscosity solution u must be continuous. Furthermore, if F' is
continuous with respect to x, then by the Lipschitz continuity with respect to D?u
and u, we can drop the upper and lower * indices in Definition [2.3

2.2. Finite difference derivative operators. We introduce several difference
operators for approximating first and second order partial derivatives. The narrow-
stencil framework will use multiple difference operators to help resolve the underly-
ing viscosity solution. The notation and difference operators used are the same as
those in [14]. The section ends with a formal result for comparing various discrete
second order operators.

2.2.1. Finite difference grids. Assume Q is a d-rectangle, i.e., Q = (ay, b1) % (az, ba) X
-+-X(ag,bq), and let {ei}?zl denote the canonical basis vectors for R%. We shall only

consider grids that are uniform in each coordinate z;, i = 1,2,...,d. Let J;(> 2)
be an integer and h; = b}j‘_“f for i =1,2,...,d. Define h = (hy,ha,...,hg) € R?,
h = max;=12,. . qhi, J = H?Zl Ji, and Ny = {a = (a1,09,...,0q4) | 1 < a; <

Jiyi = 1,2,...,d}. Then, [Ny = J. We partition Q into ngl (J; — 1) sub-d-

rectangles with grid points x, = (a1+(a1 —1)hy, a2+ (ae—1)ha, ..., ad—l—(ad—l)hd)
for each multi-index o € Nj. We call T, = {Xq }aen, a mesh (set of nodes) for 2.
We also introduce an extended mesh 7;, which extends 7y by a collection of ghost
grid points that are at most one layer exterior to © in each coordinate direction.
In particular, we choose ghost grid points x such that x = y + 2h;e; for some
yETuNQ, i€ {1,2,...,d}. Weset J = J; +2 and Ny’ is defined by replacing J;
by J! in the definition of Ny and then removing the extra multi-indices that would
correspond to ghost grid points that are not in the set 7} to ensure |Ny'| = |T|.

2.2.2. First order finite difference operators. Define the (first order) forward and
backward difference operators by
v(x + hie;) — v(x) _ v(x) —v(x — hie;)
5;7hiU(X) h. ’ 5mi,h,-,’u(x) = h (21)

i
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for a function v defined on R?. We also consider the central difference operator
0z, n; defined by 04, p, = 1§+ ot 251 h; SO that

- v(x + h;e;) —v(x — h;e;
Oz, b V(%) = ( )Zh' ( )

The corresponding forward, backward, and central discrete gradient operators are
denoted by VI, V5, and Vy, respectively.

2.2.3. Second order finite difference operators. Using the forward and backward
difference operators introduced in the previous subsection, we have the following
four possible approximations of the second order differential operator 831_%, given

by Dy = 0y, 0k, for p,v € {+, —}, which in turn leads to the definition of
the following four approximations of the Hessian operator D? = [92, SE
DpY = [Dﬁj;j]i,jzl for p,v € {+,-}.

To analyze our narrow-stencil framework in the next section, we also need to
introduce the following two sets of averaged second order difference operators:

1 1

> _ _ _ _

6Ii,a?j;hi,hj = §(Dlj:zg + Dhjj) 7(61 h76ac1 h; + 61 h,éz“h,)
2 1 ++ + 22)
i@ 3hihy = §(Dh.,ij + Dh,z]) (6z], ]6931 h; + 6 zj, ]éz“hz)’

for all i,j = 1,2,...,d. Note that, while the various components of D}" may

not be self-adpmt operators the dlscrete second order partial derivative operators

Zoszyihish; and 62 2y defined by (2.2) are self-adjoint as can be verified by the
component forms in [14]

Using the above difference operators, we define the following two “centered”

approximations of the Hessian operator D? = [02. mj]'

L,

D [6:1:1,:cj,h“h ]ij:17 ‘5121 = [g:%i,zj;hi,h]]jjzl' (23)

,

We will also consider the average central approximation of the Hessian operator
5?1 defined by

—2 1~ 1~

Dy, = §Dﬁ + 5Dﬁ. (2.4)

A visual representation of the local stencils for the various discrete Hessians Eﬁ,
~ -2 . .
Dﬁ, and D;, can be found in Figure

<2
For notation brevity, we set 42 hy = 6m7 he =05, wihin, and 5 =00, 0;5hishy
Then
v(x — hie;) — 2v(x) + v(x + h;e;
53“}”1]()() — ( 7 l) h(2 ) ( 1 1)7
i
6:177;,}7,1' = 5931',}1161’7;,}7,1 = 611‘,2}11'

for all i = 1,2,...,d. Lastly, we denote the discrete Laplacian operator by Ay =

d
2 5§i,hi-
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FIGURE 1. Illustra/t\ion of the 10£a1 stencils for the three discrete
Hessian operators D3, D}, and Dy,.

2.2.4. Properties of second order finite difference operators. We now derive a rela-
tionship between ﬁﬁ and 5% that will be essential to the analysis of our narrow-
stencil methods. The following expands upon observations in [14].

Let V be a grid function defined over 7,.. Suppose V = 0 over T, N 9Q and V
satisfies ALV, = 0 for all x, € Sy, where S, C T, NI is defined by

ShE{XaGﬁlﬂaﬂ:xa—l—hieiEﬂ,ﬁﬂorxa—hieiGEOQ (2.5)

for some i € {1,2,..., d}} Since V = 0 over T, N OSY, it also holds 53i,hiVa =0 for
all x, € Sp and i € {1,2,...,d} such that either x,_e, € ThNQ OF Xgte; € ThNE.
Note that the additional boundary information is needed to incorporate the ghost
points associated with the extended grid 7,.

Let D;j0 and Dyj 0 denote the matrix representations of [DZ];; and [D2],;, re-
spectively, restricted to grid functions defined over T, N Q with the boundary as-
sumptions for V built in. Notationally, the zero subscript is used to denote the
boundary conditions. Then ﬁ“-,o is symmetric positive definite for alli =1,2,...,d.
Lastly, let 67, h;:0 denote the central difference operator 53 n, With the zero Dirich-
let boundary data assumption. /

It is easy to check that (cf. [14]) it holds

P I A S A J52 02 1, Va

zi,xj55hi,h; zq,xj3hi,hy Y xihi Vxj,

forall 3,7 =1,2,...,d and x, € Tp N Q. Suppose i # j. If Xqte, € Tn N OQ, then
x,-,hivaiej = 0 using the fact that z; is orthogonal to x; and V' = 0 over T, N 9€2.
Then

62 6 h;j OV _52 hl,Oéa,Jh V _6117 hz(swjh Vu?

z;,hi;0%x;, Ti,

and, by a simple computation,

5w1,h 6 jVOt = 651 hj(sil h; V - 6a:J hJ,O(SzL,h OV
for all x, € Th N . Thus,

- ~ hihi ~ =~ hihi ~ =~

Dijo— Dijo = T]Dii,ODjj,O = #Djj,ODii,O

for all ¢ # j, and it follows that the matrix is symmetric positive definite.

Choose i € {1,2,...,d}. Observe that, since 521_’,”1/,1 = 0 over Sy, it holds
02 002 1 Va = 02 4,002, 1, Va- Thus, by the Dirichlet boundary condition, we
have

52 5 h; V(l - 51 Jh Oam“h,,OVav

zi,hi VT,
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and it follows that )

. h2 . -
1
Diio— Dijo = 5 Dy 0D 0.

Therefore, the matrix 152-1-70 — ﬁii,O is symmetric positive definite.

We have proved the following lemma, where the result for Eij,o = %ﬁij,o + %51‘]‘,0

is an immediate consequence:

Lemma 2.5. The matriz l~)ij,0 — lA)ij,o 18 symmetric positive definite for all i,j €

{1,2,...,d}. Furthermore, it holds —5@470 > —Dyjo > —Djjo.

2.3. Discontinuous Galerkin finite element derivative operators. We note
that the above FD numerical derivative operators are only defined on uniform
Cartesian grids. In order to extend them to arbitrary grids, and, in particular,
to triangular/tetrahedral grids, we utilize finite element DG numerical derivatives
which were first introduced in [16] (also see [12]). Below we recall their definitions
and some useful properties, but we shall use new notations which are consistent
with the above FD discrete derivative operators.

2.3.1. DG mesh and space notations. Let € be a polygonal domain, and let Tj
denote a locally quasi-uniform shape-regular partition of the domain Q with h =
maxgeT, (diamK). We introduce the broken L?-space, broken H!-space, and bro-
ken C%-space defined by

L(Tw) = [[ L2(x), H\(Tw) = [[ H'(X), C(Tw)= [] C°(K)
KeT, KeTy, KeTn

and the broken L2-inner product (-,-)7; defined by
(v,w), = Z / vwdr Yv,w € L*(Tp).
K

KeTh
Let & denote the set of all interior faces/edges of Ty, £F denote the set of all
boundary faces/edges of T, and &, = S}Il U 5}?. Then, for a set S;, C &, we define
the broken L2-space by L?(S,) = [] L?(e) and the broken L2-inner product
over Sp, by

eeSy

(v, wys, = Z vwds Yv,w € L*(Sy).
e€S, V€
For a fixed integer r > 0, we define the standard DG finite element space V" C
HY(T) € L*(Q) by
vi= ] P.x),
KeTh
where P,.(K) denotes the set of all polynomials on K with degree not exceeding r.
For K,K' € Ty, let e = 0K NOK' € &/, and let v, vk denote the restrictions
of v to K, K', respectively. Without a loss of generality, we assume that the global
labeling number of K is smaller than that of K’ and define the following (standard)
jump and average notations:
UK |e + /UK/ ’e
e’ {v}|e - 2
for any v € H™(T,). We also define n, = ng = —ng as the normal vector to e.
Based on the formulation in [12], we will extend the jump and average operators
to the boundary of the domain in a nonstandard way. Let K € 7T, such that e C

[’UHe EUK|671)K/ (26)
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OK € &P, and define n. as the unit outward normal for the underlying boundary
simplex. To unify notation, we impose the convention that the set exterior to the
domain {2 has a global labeling number of 0 with the indexing starting at 1 for the
“first” label for the simplices in Tj,. We also assume v € L*(7,) N C°(T,) C L*(Q)
can be extended to be in (L*(75) x L2(2¢)) N (C(T;,) x C°(Q°)), where Q° = R\ Q.
Then, we can use the same convention as for interior edges and define

VQe +’U
vy, = 962K|e’ (2.7)

where vge, vk denote the restrictions of v to Q¢ K, respectively. Below we will
specify how to choose values for vge and how to interpret vy in order to naturally
impose a boundary condition.

Using the jump and average operators for &,, we define the labelling-dependent

0]], = vae], - v

trace operators Tii(v) : &, — R for each i = 1,2,...,d for a given function v €
H™(Ty) by
1 if y >0,
£\ — 1 (i) .
T (v) = {v} F B sgn(n)[v] where sgn(y) =14 -1 ify<0, (2.8)
0 ify=0

for all y € R and ng) denoting the i-th component of n.. Note that the exact trace
values for v along the boundary still need to be specified for the jump and average
operators.

Let K € Tj, such that e C 9K € EP. Suppose we have Dirichlet boundary data
for the given function v, denoted by g. Then, for r > 1, we use the convention
that voe|, = vK’e = g|e so that Tii(v) = g. The convention yields the standard
interpretation as introduced in [16]. If r = 0, we use the convention that vge . = g}e
and UK‘e is given by the interior limit for v. Thus, T/ (v) is given by either g or
the interior limit for v depending on the choice for £+ and the sign of the i-th
component of the unit normal vector. Such a nonstandard approach allows for
weighting degrees of freedom associated with the Dirichlet data against degrees
of freedom associated with the value on the interior of K. Since r = 0 implies
only one degree of freedom is available on K, such a weighting is essential to not
overly emphasize the boundary condition. Notationally, we write Tii’g to denote
the natural enforcement of the Dirichlet boundary data g. When no boundary data
is explicitly given and r > 1, we use the convention that vge .= UK|6 for vk given

by the interior limit for v. If r = 0, we always let 7)K|e be given by the interior

limit for v and have to assign values for vge |, appropriately. Typically we use the

convention that voe| = vk ’e or T;" (v) = T; (v) with the understanding that v .

1
can be assigned

is given by the interior limit for v. More explicit values for vge .

based on context as in [12]. Notationally, the use of T denotes the lack of given
Dirichlet data.

Remark 2.6.

(a) The trace operators T:5 and Tii’g are nonstandard in that their values
depend on the individual components of the edge normal n.. The standard
definition used for LDG assigns a single-value (called a numerical flux)
based on the edge normal vector as a whole.
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(b) A labelling-independent definition can also be used so that 77 can be
associated with the upwind or downwind direction with respect to the x;
axis. The conventions are equivalent on a uniform Cartesian mesh using

the natural ordering. See [25] for more details.

2.3.2. First order DG derivative operators. The main idea in [16] for defining DG
derivative operators is to use the following local integration by parts formula for a
given function v € H(Tn) N C%(Q):

/fumigad:c:/ vgp(zI)nidsf/ v, de, i=1,2,...,d, K €T, (2.9)
K oK K

with test functions ¢ chosen from the DG space V", ¢(x!) denoting the limit from
the interior of K, and n; denoting the i-th component of the unit outward normal
vector for K. Thus, the DG (partial in z;) derivative intends to approximate the
weak partial derivative v,, for all v € H'(T,). To this end, the trace value v|gx
must be appropriately chosen/defined when v is not continuous.

We define DG first order partial derivative operators 5‘i pfori=12...,das

follows: for u € H1(777,)7

[ ot wode= [ Trs 0 s~ [ wbnde voevt @10
K OK K

for all K € Tp. Notice that the “forward/backward” DG first order derivative oper-
ators 8i ., are different if the values of T; i( ) are different due to a discontinuity in
u. It is easy to check that 8 .., coincides with the FD operators 6 ..n, on Cartesian
grids when using the natural orderlng (cf. [16]). Hence, the forward / backward DG
derivative operators are indeed generalizations of the forward/backward difference
operators to unstructured grids. When boundary trace data g is known, we de-
fine the DG first order partial derivative operators 8;5”% that naturally enforce the
boundary data by

/8i’gu¢dx—/ Tii’g(u)¢(xl)n([? ds—/ upy, dr Vo e V" (2.11)
OK

K
forall K € T, and i =1,2,....,d.
Using the DG first order partial derivative operators as building blocks, we can
define various central DG first order derivative operators and corresponding DG
finite element gradient operators. Let i € {1,2,...,d}. Then, we define

Oz h = (8+ hT ax h)

as a generalization of the central difference operator Sw“hi. If boundary data g is
given, then we define the following two central DG first derivative operators that
naturally enforce the boundary condition:

- = 1
o, = (a; L000) =500+ D).

The first operator 827, ,, haturally generalizes the form of the central difference op-
erator 0, , when act’ing on a grid function with known boundary values, and the
operator Eii,h generalizes the central difference operator 4, p, in the sense that
both correspond to antisymmetric matrices when vectorized with g = 0 (see [15]

for the motivation for gii, n)- In general, we use 97 . when r =0 and 81 ., When
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r > 1 to naturally enforce boundary conditions while appropriately weighting inte-
rior degrees of freedom versus fixed boundary data. Corresponding finite element
gradient operators Vi, Vj,, Vf’g , Vi, and V) are naturally defined by letting all
components be given by the appropriate DG first order partial derivative operator.

For example, Vf = ((’fhh, 3;2’,1, cee 3;Ed7h)T.

2.3.3. Second order DG derivative operators. Similar to the finite difference (and
to the classical calculus) construction, using first order DG derivative operators as
the building blocks, we can easily define their high order extensions. Below we only
define the second order operators. We also only define the operators that will be
used directly in our framework for approximating fully nonlinear elliptic equations.
We will only consider the case when boundary conditions correspond to Dirichlet
boundary data. More information about Neumann boundary data can be found in
[8] [16].

We first define the following one-sided second order DG partial derivatives:

=00 w0 e O =0y 00, v € {+, =}, (2.12)

TiTj, z;xj,h Tj,

where g corresponds to given Dirichlet boundary data. Then we define the eight
“sided” d x d matrix-valued DG Hessian operators

7 v d v,g __ v, d
DZ = [agixj,h]i7j:17 DZ f= [8gix?,h]i,j:17 m,v € {+, -1, (2.13)
and the six central d x d matrix-valued DG Hessian operators
—~ 1 ~ 1
2 _ - - 2,9 _ +-, —+,
thi(D,f +D;, "), Dy =5 (D + Dy ), (2.14a)
~ 1 __ ~ 1 __
Di =5 (D" + D7), Dy = 5 (D} "9+ D, 9), (2.14b)
—2 o ]. ~No ~92 —2,9 o ]. 22,9 =2.9
Dh=5 (Dh + Dh) L D= (Dh +D? ) (2.14c)

that can be used when assuming the underlying method has reduced form as intro-
duced below.

Remark 2.7. It can be shown ([16]) that the above second order DG operators
coincide with their corresponding FD operators on Cartesian grids. Moreover, it
is easy to see that all of the DG operators defined above can be applied to any
piecewise “nice” functions on 7, including those in V.

3. A NARROW-STENCIL AND G-MONOTONE NUMERICAL FRAMEWORK

In this section we formulate a general framework for both FD and DG methods
that can be used to approximate fully nonlinear elliptic boundary value problems
using narrow-stencil methods. We first introduce the ideas using FD methods. We
then provide examples and extend the ideas to DG methods.

3.1. A narrow-stencil FD framework. The narrow-stencil FD schemes that we
consider will all correspond to seeking a grid function U, : Nj’ — R such that

ﬁ[Ua,xa] =0 forx,€TnNQ, (3.1a)
Uy = g(x4) for x4 € T NOQ, (3.1b)
AnU, =0 for x, € Sp C Th N O (3.1¢)
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for all a € Ny, where
FlUs,Xa] = F(Dy " Ua, Dyt Up, Dff “Up, DiFUs, ViU, Uny Xa) - (3.2)

Since the schemes only depend upon the discrete Hessian operators Dj” and the
discrete gradient operator Vy, they are inherently narrow-stencil. The multiple
Hessian operators are used to avoid the directional resolution approach used for
monotone schemes that often lead to the use of wide-stencils. We also note that
the auxiliary boundary condition needed to define the ghost points that arise
when calculating Dﬁan for nodes x, near the boundary could be generalized
to setting ALU, = h(xs) for some bounded function h. A well chosen h can
increase the accuracy of the underlying scheme by removing any boundary layer
error associated with the auxiliary boundary condition. Such an A can be chosen
using a refining process by solving various iterations of with increasingly better
chosen functions A based on the previous iteration.

The main goal for this paper is to define sufficient conditions that F can satisfy
in order to guarantee the scheme is admissible and convergent. The following
definitions are adapted from the 1D definitions presented in [11].

Definition 3.1.
(i) A function F : (RdXd)4 x R? x R x Q — R is called a numerical operator.
(if) A numerical operator F is said to be consistent (with the differential oper-
ator F') if F satisfies
liminf ~ F(P~—,P~t Pt PtF q,\ &) > F.(P,v,v,x),

P = Pipv=—,+
q—oVv,A A2, —X

limsup ~ F(P~",P~F, PT= PT* q,)\€) < Fu(P,v,v,%),
PHY 5 Piuv=—,+
qQ—V,A—0,§—x
where F, and F'* denote, respectively, the lower and upper semi-continuous
envelopes of F'.
(iii) A numerical operator F' is said to be generalized-monotone or g-monotone
if
F(A™,B*=,B~", A", qu,x) < F(BYT, A"~ A™", B~ q,w,x)

for all A, B* ¢ R4 q € R% v,w € R; x € Q such that B* >
A" and w > v for all y,v € {+,—}. A numerical operator F is said
to be uniformly g-monotone if there exists a constant x, > 0 such that
F(Pt+, Pt= P~+ P~= q,v,x) is increasing in P™, P~ and v at a rate
bounded below by ., and decreasing in PT™~ and P~ at a rate bounded
above by —k, using the partial ordering imposed by >.

(iv) A numerical operator F can be written in reduced form if there exists a
function G : (RdXd)2 X R x 2 — R such that

ﬁ(P__7P_+,P+_7P++,V,v7x) = @(ﬁ,ﬁ,v,v,x)

for P= §(P~~ + P**) and P = §(P~* + P*7) for all P=~, P~+, Pt~
Pt c R4 v c RY v € R; and x € €.

Remark 3.2.
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(a) When F and F are continuous, the definition of consistency can be simpli-
fied to F'(P, P, P, P,v,v,x) = F(P,v,v,x) for all P € R™4 v ¢ R%, v € R,
and x € Q.

(b) When F is differentiable, g-monotonicity can be defined by requiring that

the matrices 81(2}1 and 82‘L have all nonnegative entries, the matri-

oF OF s : oF - :
ces 55—+ and zpr— have all nonpositive entries, and % is nonnegative.

In other words, ﬁ(T, 44,11, -). For a uniformly g-monotone numeri-

cal operator, a}‘zlj_ = Kelgxd, ag% > Kilgxd, and %—5 > Ky while

—5p+= = Kx«ldxd and —81‘271; > K«lgxd, where 1,44 denotes the matrix

with all components equal to 1.

(¢) The g-monotonicity approach for narrow-stencil methods uses a component
partial ordering instead of the SPD partial ordering for symmetric matrices.
The approach also directly compares high order differences instead of look-
ing directly at function values as in the standard monotonicity approach of
Barles and Souganidis making it easier to design g-monotone schemes for a
wide class of problems. The consistency of F with F will allow the scheme
to also take advantage of the SPD partial ordering associated with a proper
elliptic operator.

(d) To simplify notation, we will assume F can be written in reduced form and
write ﬁ(ﬁ, ﬁ, v,v,x) instead of introducing the new function G.

A key tool for designing the g-monotone numerical operators in Section is
the introduction of a numerical moment as defined in [14]:

Definition 3.3. Let A : R/ x T, — R%? and V be a given grid function. The
discrete operator M : R/ — R defined by

M[V,x,] = A(Vi,x4) : (DEV,, — DEV,)
for all x, € T, NN is called a numerical moment operator.

3.2. Examples of g-monotone FD methods. We now introduce particular ex-
amples of g-monotone FD methods that fulfill the structure assumptions of the
narrow-stencil framework. The first method is the Lax-Friedrichs-like method pro-
posed in [I4] that uses both a numerical moment and a numerical viscosity (where
the g-monotone definition could be extended for multiple discrete gradient argu-
ments). The (general) method is defined by

FUa,x4] = F(bfan,VhUa, Ua,xa> + A(Ua,%0) 1 (D2U, — D2U,)
— B(Ua,%a) - (ViiUs — Vi Us),

where 5 : R x T, — R? is a vector-valued function and —E(Ua,xa) . (V:U(X —
Vi Ua) is called a numerical viscosity. Note that the method is (globally) g-
monotone and consistent using the framework above for the particular choices E =0
and A = 014xq for the constant o > K/2, where K denotes the global Lipschitz
constant of F' with respect to the Hessian argument and 14«4 denotes the matrix
with all entries equal to one. The choices ﬁ =(0and A= 014xq for o > K/2 were
the focus in the admissibility, stability, and convergence analysis in [14].
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In Section [7] we test the performance of the consistent FD method corresponding
to the choice

ﬁw,J[Uaaxa] =F (EiUcwvhUou Uonxa) ( )
~ ~ 3.3
-+ (Ma -+ ’YIdxd + Uldxd) : (D}QIUQ — D}QIUOL)

for 0 > 0 and v+ o > 0, where

oF
P, | (DU, VnUa Ua %o )

1
[Ma]ij §|
for all i,j = 1,2,...,d using the convention that F = F(P,v,v,x) for P € R%¥4
v € RY v € R, and x € Q. By construction, the method is only locally g-monotone
in the sense that the linearization of the method is g-monotone. Furthermore, for
o > 0, the method is only locally uniformly g-monotone. The admissibility proof in
Sectionwhen applied to F\%U holds for v > 0 and ¢ = 0 and v > —o with ¢ > 0 if
the problem is uniformly elliptic. If the operator F' is only degenerate elliptic but
globally Lipschitz, the proof would hold for either v > 0 or o > 0.

Consider the linear problem A : D?u = f. Then, the method ﬁo,o is equivalent
to
Fo,0[UasXa] = F (DiUasXa) = At DpUs — f(Xa)

for the discrete Hessian D defined by

< L
[DiUa],. = fﬂ”iij;huhj Ua if asj(xa) > 0, (3.4)
t 2 ihishy Ua if aij(xa) S 0

ZTi,Tj

for all 4,5 € {1,2,...,d} and x, € Tp N Q. Thus, the method takes the form of an
upwinding-type method where, instead of matching the choice of the discrete partial
derivative approximation to the advection field, we match the choice of the discrete
second-order partial derivative approximation to the sign of the corresponding dif-
fusion coefficient in A. For —A symmetric nonnegative definite, we would have
a; <0 foralli=1,2,...,d. Consequently, when v = ¢ = 0, the method would
only have a nine-point stencil instead of a 13-point stencil in two-dimensions, and
the auxiliary boundary condition ALU, = 0 would not be required. Similarly, the
choice v = —o would also only have a nine-point stencil and would not require the
auxiliary boundary condition. We would further reduce the stencil to only seven
points if the diffusion coefficient a15 has a fixed sign. Thus, the methods based on
choosing v = 0 = 0 or v = —o are of particular interest since the choices v = —¢
or v > 0 with o = 0 represent limiting choices for enforcing the g-monotonicity of
a numerical operator F while remaining consistent with the PDE operator F'.

3.3. A narrow-stencil DG framework. We can also naturally formulate narrow-
stencil and g-monotone DG methods by seeking a piecewise polynomial function
up, € V" such that

(ﬁ[uh]a@h)Th +’YB Z hi<uh - 97@h>e +WI Z h*<[uh]= [‘Ph]>e =0 (3.5)
ecEB € ecel €

for all 5, € V*, where v, 4! > 0 and

E F(D™— —+, +-, ++, Svid
F[uh]:F(Dh guh,Dh guh,Dh guh,Dh guh,thh,uh,')
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is the same as the numerical operator used for FD methods but is now evaluated
using DG derivatives. Notationally, h. denotes the diameter of e and wy, ¢y are
evaluated using interior limits over e € £8 when v# > 0. When r = 0, we use \%4
instead of ﬁi to approximate the gradient operator since the corresponding trace
operators naturally weight exterior limits versus interior limits when assuming only
the exterior limit corresponds to g. We also set v = 4/ = 0 when r» = 0 to
ensure consistency with the DG method and the underlying FD method on uniform
Cartesian grids.

Observe that the term (Z3 [un), en) . corresponds to projecting the numerical

operator ﬁ[uh] into the discrete space V" using an L? projection. For a quasi-
uniform mesh, the penalty terms can be controlled using the uniform ellipticity
assumption for F' and the properties of the DWDG method for approximating
Poisson’s equation derived in [25]. Consequently, we can choose 72 = 4! = 0 even
when r > 1. As such, the formulation for DG methods requires projecting the
FD formulation into the discrete space and optionally adding penalization. We
note that the auxiliary boundary condition is not required for r > 1 based on the
definitions of the DG derivative operators and, in particular, the way in which the
boundary trace operators are defined. For r = 0, explicit rules for defining the
exterior values for the boundary trace operators are provided in [12], and they are
consistent with the Dirichlet boundary data and the auxiliary boundary condition
. Letting qii = 8i”%uh, the difficulty addressed in [12] is how to define qii Qe
which can be thought of as defining ghost points for the partial derivative with
respect to x; when n; # 0. We refer the reader to [12] for the complete formulation
when r = 0.

Remark 3.4.

(a) By construction, the proposed DG methods can be considered “narrow-
stencil.”

(b) When utilizing V¥ instead of V;, the DG method is equivalent to
the nonstandard LDG methods in [12] written in a compact form using the
DG finite element calculus. For the unified framework we utilize V; to
more closely mimic the antisymmetric property of the FD operator d,, p,
as inspired by [15] where DG methods were formulated for approximating
stationary Hamilton-Jacobi equations.

(¢) The DG method is equivalent to the FD method when T, is a
uniform Cartesian mesh and the natural ordering is used. As such, all of
the analytical results in Sections and |§| can be extended to in this
special case while, in general, the DG approach formally allows for higher
degree bases and more general meshes.

4. CONVERGENCE ANALYSIS

In this section we prove that consistent, stable, and g-monotone methods con-
verge to the underlying viscosity solution of . Similar to the proof in [11], the
result will assume the numerical operator can be written in reduced form. The
theorem requires the methods defined by are admissible in the sense that a
solution U, exists. The admissibility of the schemes will be verified in Section
We also use the definition in [14] that defines a piecewise constant extension up for
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a given grid function U € S(7.) by

un(x) = Uy, X € B, (4.1)
for all @ € N/}, where B, = Hi:l,Q,...,d (xa — %ei,xa + ’e,] for all x € Q' =

aeNf]Boz o 0.
For transparency, we will only explicitly consider operators F' that have the form

Flul(x)=F (Dzu, u,x)
in (1.1a). We note that the proof can be readily extended to the more general
case Flu](x) = F (D?*u, Vu,u,x) using the techniques in [I4]. Indeed, in the proof

below, we would have Vi, un, (zx) — V¢(xo) in Case (i) which exploits the con-
sistency of the scheme and (4.6) could be rewritten as

P, (D}, iy, (Xk)s Vi by (Xk) Uy (X10), Xx) — Fi (D%0(x0), Vip(%0), 9(%0), Xk )
> =002 o i (31) = AP (%0)] = K (Jumy (310)] + |2 (x0)])

- KZ( V5, e G| + [V, i, G3Li ] + [, (x0)1)

kY Y (I1D2, e (50| + |9z, (x0) )

i=1j=1, (i,5)#(£,0)

so that the fact

d
£ (A7) 37 (1195, e (G0 )il + [V i (}10)1] + 02, (%0)[) = 0

i=1

for min k sufficiently large and ky — oo can be exploited in Case (ii).

Theorem 4.1. Suppose the operator F in is proper and uniformly elliptic with
A>0,q1s contmuous on 09, F is szschztz contmuous with respect to its first two
arguments, and (L.1)) satisfies the comparison principle. Suppose F is consistent,
is uniformly g- monotone and can be written in reduced form, and suppose that
Fis Lipschitz continuous with respect to its first three arguments when written in
reduced form. Let U € S(T,,) be the solution to the scheme (3.1)), and let un denote
the piecewise constant extension of U defined by . If (3.1) is admissible and
0> -norm stable, then uy converges to u locally uniformly as h — 0T,

Proof. The following is a sketch of the proof that highlights the differences from
the complete convergence proof for the Lax-Friedrich’s-like method given in [14].
Step 1. Since the underlying FD scheme is assumed to be £*°-norm stable, there
exists a constant C' > 0 such that |[up|[z~(n) < C independent of h. Define the
upper and lower semicontinuous functions w and w by
u(x) = limsup un(§), u(x)= hm inf  un(§),
h—0+,{—x h—0t, {—x

where the limits are understood as multi-limits. We show w is a viscosity subsolution
of (L.1). The proof that u is a viscosity supersolution of (1.1)) is analogous. By the
comparison principle, we have @ = u, and it follows that u = @ = w is the viscosity

solution of (|1.1)).



74 X. FENG, T. LEWIS, K. WARD EJDE-2022/CONF/26

Let ¢ € C?(Q2) be a quadratic polynomial such that 7 — ¢ takes a strict local
maximum at xg € 2 with %(xg) = ¢(xg). Then there exists a ball, B, (xq) C R%,
centered at xg with radius 7o > 0 (in the ¢>° metric) such that

u(x) — p(x) <U(xo) — p(x0) =0 Vx € (B, (x0) N Q) \ {x0}. (4.2)
Suppose xg € Q2. We show that
F.(D*p(x0), ¢(x0),%0) <0 (4.3)

based on various cases determined by the regularity of @ at x¢. Note that if xq € 9%,
then, by the argument in [14], @ can be shown to satisfy the boundary condition
in the viscosity sense.

By the definition of 7 and (4.2)), there exists (maximizing) sequences {hy}, {xx},
and {zx} and a constant Ky > 0 such that

hy — 0+, (44&)
Xk — Xg with xi € 7;11(, (44b)
Uny, (XK) — (X)), (4.4c)
. 1,
Zyx — Xo  with |x(k 2 (k")| < ihgk’) and un, (2x) = Un, (Xx), (4.4d)
uny (2) — (z) is locally maximized at z = zx for all mink > K. (4.4e)

Let H®) € R4 he defined by H¥) = D?u¥)(zy) using the convention in [14] to
define the local interpolation functions u(¥).

Case (i): {H®} has a uniformly bounded subsequence. In this case, there exists
a symmetric matrix H € R%“ and a subsequence (not relabeled) such that H®) —
H, Eﬁkuhk(zk) — H, and ﬁﬁkuhk(zk) — H with D?p — H symmetric positive
semidefinite (see [14] for details). Thus,

0= lim F [ty , XK]
min k—oo

= lim F[uhk,zk]
min k—oo

= mu}lkfgooF (DR, tny, (i), D, iny (710), tny (7ac), 2ic)

> F. (H, ¢(x0),X0)

> F, (D*¢(x0), ¢(x0), Xo)
by the consistency of the scheme and the ellipticity of F'.
Case (ii): {H®} does not have a uniformly bounded subsequence and there is no
set of local interpolation functions up, such that the sequence H® has a bounded
subsequence (see [14] for the definition of @y, ). If such functions uy, exist, then the
argument in Case (i) can be easily updated to show F, (D2<p(x0)7 ©(x0), xo) <0.

There exists a pair of indices (7, ) such that the sequence [ﬁﬁkuhk (zk)]sj or

[ﬁ%k Un, (zx)];; does not have a bounded subsequence. Thus, by (4.4e), there

exists an index ¢ € {i,j} and a subsequence such that 62,v uhk(zk) — —00,

2

) o e Uny (2x) — —00, 5 ) Uy (Zk) = —00, or5 (kl)uhk(zk) — —oo using the

,2h
notation in [14] to rewrite the components of [thuhk (zk)]U and [thuhk (zk)]ij in

terms of central difference operators. Since Fis uniformly g-monotone, F must be
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uniformly increasing with respect to 5; e (Z10) = —00, 52j U (zx) — —o0,
or 5 h(k”uhk(zk) — —oo. By sending k; — oo and k; ~ o while ensuring
mmk is sufﬁ(nently large, if it holds &2, 1y, Ui (zx) — —o0, (52J by Uhy, (ZK) = —00,

or (5 h(muhk(zk) — —o0, then there mubt hold 5 W)uhk(zk) — —o0 to en-

sure F [uhk,xk] = 0 for all k. Therefore, there ex1sts an index ¢ such that the
sequence 5 G ) Unhy (ZK) = 5 ne e)uhk(xk) does not have a bounded subsequence

as mink % 0.
Choose sequences {hy}, {x) } that maximize the rate at which §2 o) U (xk) —
Teshy

—00. By the definition of the scheme, we have

ﬁ[uhk, Xk}
F

(DR, um, (%), DR, iy (X10), 1, (%) X)
= F, (D*p(x0), ¢(x0), Xk)
+ F. (D}, un, (%), uny, (%x), i) — Fi (D?o(x0), ¢(%0), Xk

4.5
+F(Dh uhk(xk) thuhk Xk) uhk(xk) Xk) ( )

+F(thuhk(xk) thuhk Xic), Uy, (Xk); Xkc)

)
(

— F. (DR, iy (10), umy (%50), Xic)
(%)

— F(DZ, uny, (%), DE, uny, (Xic), Uny (Xi0), Xic).-

Then, by the mean value theorem, the Lipschitz continuity of F', and the uniform
and proper ellipticity of F', there exists a constant K > 0 such that

Fi (ﬁl% Uhy (Xk)’ Uhy (Xk)a Xk) - Fi (DQQD(XQ), @(XO)axk)
> A(a hwuhk(xk) Pars(0)) = K (Jun, (30| + (o))

kY Y (1103, (0115 + |2, (x0) )
i=1 j=1, (i,5) #(6,0) (4.6)

2 A8 o i (Xic) = A, (%0) | = K (Jum ()| + [o(0) )

d d
K Y (11D a0l + e, (x0)l)-

i=1 j=

1
(w #(£,0)

Using the consistency of the scheme,

F (D3, uny, (xx), DE, tny (Xic), Uy, (Xic), Xic)

. (4.7)
- F* (thuhk (Xk)? Uhk (Xk)) Xk) Z O

Lastly, by the mean value theorem, the Lipschitz continuity of ﬁ, and the g-
monotonicity of F', there exists a constant K > 0 and a sequence 0 < ax < K
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such that
F (D}, uny (%), DY, thy (Xic), tn (i), Xic)
- ﬁ(ﬁ%kuhk (Xk)’ ﬁl?lkuhk (Xk), Uhy, (Xk)v Xk)

> aic | D, um (x00) = Dy um ()] (4.8)

d d
“RY > (1D, ()i + DR, ()i ).
i=1j=1, (i.§)#(t.0)
Plugging (4.6), (4.7), and (4.8)) into (4.5)), it follows that
0> F. (D*¢(x0), ¢(%0), Xx)

- )\(‘)‘i[{’hékz)uhk (xx) + ax [5ﬁkuhk (xK) — ﬁﬁkuhk(xk)} ”

= A, (%0)| = K (Juny (x10)] + [(x0)])

d d
~KY. Y (DR )]s+ [, (x0)])

i=1 j=1, (1.)#(6.0)

d d
RS> (IR un (a0 + 11D, um ()i )
=1 j=1, (i,5)#(£,)
Choose the corresponding optimal function f; (defined in |14]) and subsequences
such that

lim j}(hék”)éi o i (x10) = —C (4.10)
kgite

min k—oo

for some constant Cy > 0. Then, by [14], it holds

liminf fo (hék")) [5ﬁkuhk (xk) — ﬁﬁkuhk(xk)]u >0

min k—oo
implying
~ ~ A
ﬁ@WB%WQ%dm%Jﬁwm@mMz—Z@ (4.11)

for all min k sufficiently large. Furthermore, by combining the observations in Sub-
cases iia, iib, and iic in the proof of Theorem 6.1 in [14], there exists subsequences
such that, for min k sufficiently large and k, >> maxk; for all j # ¢,

~

A .
20 = S0 (Moo (x0)] + K (fum (1) + o (x0)) )

d d
. ~
+ K fo(h{*) Y (I1D2, o 51051 + [P, (x0)])
=1 =1
()20 (4.12)
+ K (b)Y Y <|[Dﬁkuhk(xk)]z‘j| + HDﬁkuhk(Xk)]z‘jl)-
=1 =1
()20

(Note that the primary difficulty in showing (4.12)) is controlling the contributions
of [Df, un, (Xk)]e,; and [DE un, (Xk)]e; for j # £ due to the ﬁ factor when

2
approximating mixed derivatives.) Thus, scaling (4.9) by f, (h&k()) and plugging
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in (4.10), (4.11), and (4.12)), there exists an index ko with min kg sufficiently large

such that

3\ A A
0> fe (hE[kO]Z))F* (D*p(x0), ¢(x0), X, ) + ZCZ - ZCZ - ZCe

> fo(WIO) F, (D% (x0), 9(x0), Xico) -

The bound 0 > F,[p](xo) follows since f; (hgkom) > 0 and xx — xo. Hence, (4.3)
has been verified.

The remainder of the proof is identical to Steps 4-6 in [14], and the result follows.

O

(4.13)

Remark 4.2.

(a) g-monotonicity allowed us to identify a sufficiently positive term when A >
0. Consequently, we could strongly exploit the uniformly elliptic structure
of the PDE operator F.

(b) Theorem is proved under the assumption that the numerical scheme
is admissible and ¢°°-norm stable. The remainder of the paper verifies
sufficient conditions under which the assumptions hold.

5. ADMISSIBILITY ANALYSIS

The goal of this section is to show that the proposed narrow stencil scheme
has a unique solution whenever the numerical operator F s consistent, is
g-monotone, and can be written in reduced form. For transparency, we will only
consider operators F' that have the form F[u](x) = F (Dzu,u7x) in . The
proofs can be adapted for the more general case using the techniques in [15] by
exploiting the fact that the matrix representation of Vy, is anti-symmetric.

The idea for proving the well-posedness is to equivalently reformulate the pro-
posed scheme as a fixed point problem and to prove the mapping is contractive in
the ¢2-norm. To this end, let S(7,) denote the space of all grid functions on 7,
and introduce the mapping M, : S(7;) — S(7,) defined by

U=M,U, (5.1)
where the grid function U € S (T5) is defined by
U, =U, — pﬁ[Ua,xa], ifx, € ThNQ, (5.2a)
Ua = g(x4), if Xo € T N OK, (5.2b)
AnU, =0, ifx, € Sh (5.2¢)

for p > 0 an undetermined constant. Clearly, the iteration defined in is
the standard forward Euler method with pseudo time-step p complemented with
a boundary condition consistent with (3.1). To show M, is a contraction, we
will linearize the operator via the mean value theorem. As a preliminary result in
Section[5.1] we will first consider a simple case when F is linear with constant-valued
coefficients and a simple scheme based on Bi is used to discretize the Hessian. The
general case will be considered in Section [5.2

We do require one additional structure assumption on the numerical operator
F to assist in the admissibility and stability proofs. The condition will ensure
that the method based on using multiple Hessian operators is compatible with the
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uniform ellipticity property of the corresponding PDE problem. We first motivate
the property before defining it. Note that the Lax-Friedrich’s-like method in [14]
and the examples in Section [3.2] satisfy the additional structure assumption.

Suppose that F' = F(P,v x) is unlformly elliptic and differentiable with respect
to its first two arguments and F=F (P P v, ) is differentiable with respect to its
first three arguments. Then, if F is consistent with F , it holds

oF 0 0 - OF OF

3P = a—PF(P v, T) = 8PF(P Pv,x) = oF — + Py (5.3a)
oF 0 0 ~ OF
50 = %F(P,v,x) a—F(P Pv,z) = Do (5.3b)

for all P € R¥™? vy € R, and = € Q. Let A, B € R¥*?, and suppose P = %A + %B.
Then, for the Lax-Friedrich’s-like method in [14] where

~ 1 1

F(A,B,v,z) = F(§A + 53,1},33) +v1lgxaq: (A— B)

for v sufficiently large, it holds

iﬁ(A, B,v,z) + iﬁ(A, B,v,z)
op op

10 10
=53p (P”Ux)-f-’)’ldxd-i-zap (P,v,z) — vlaxa
0
= — < —
aPF(P,ul‘) < =\,

and for the g-monotone method

F(A,B,v,2) = F (B,v,2) + vlaxq : (A — B),

it holds
0 (ABv;v) —a F(A,B,v,z) =91 +6F(Bv:1c) 1
6P PYs Yildxd 9P Yildxd
0
= < AL
8PF(B v, 1) Al

Note that %F(B7 v, ) may not equal WF(P7 v, x) for P # B. However, the same
uniform ellipticity bound holds. Similarly, for the g-monotone method

F(A,B,v,z) = F (A, v,2) + Y14xa : (A — B),

it holds
0 F(A,B,v,z) + i

~F(A,B,v,z) =
ap oP

;DF(A; v, 2) + Ylaxd — Vlaxd
:iF(A v,1) < =M
oP ’
and again the same uniform ellipticity bound holds. Thus, we assume the following
compatibility condition when proving the admissibility and stability of our proposed

narrow-stencil schemes.

Definition 5.1. Suppose F' = F(P,v,x) is proper elliptic and differentiable with
respect to its first two arguments with 8 F(A w,x) < =Xl and (%F(A w,X) > Ko
forall A € 8™ w € R, and x € Q. Suppose the numerical operator Fis consistent
with F' and dlfferentlable with respect to its first three arguments. The numerical
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operator F= ﬁ(ﬁ,ﬁ,v,x) is elliptic compatible if there exists a constant ¢ > 0
independent of h such that
0

ﬁﬁ(A,B,w,x) + iﬁ(A,B,w,x) < —cAl
oP oP

and 2 F(A, B,w,x) > cxp for all A, B € 8% w € R, and x € Q.

5.1. Admissibility of a simple method for linear, constant coefficient
PDEs. Consider the linear elliptic boundary value problem

d d

Llu) = —A:D*u=— ZZ QijUz,z; = [ in Q, (5.4a)
i=1 j=1

u=yg on 0, (5.4b)

where A is constant-valued and symmetric positive definite, and consider the simple
FD scheme corresponding to finding a grid function U, : Nj’ — R such that

LnU,=—A: 531Ua = f(xq4) forx, € ThNQ, (5.5a)
Us = g(x4) for x, € Tp, N 0D, (5.5b)
ApU, =0 for x, € Sp C Tn N O (5.5¢)

for all a € Njy. We show that is equivalent to solving a linear system LU =b
with the matrix L symmetric positive definite.

Let Ag > 0 denote the smallest eigenvalue of A. Define Ag = A — A\gI. Then, Ay
is symmetric nonnegatlve definite. Thus, there exists an eigenvalue decomposition
Ay = QAQT = Zk L AkQkql, where A > 0 and {qyx} forms an orthonormal basis

for R?. Define constants bgk) € R by qx = Zd b(k)el, and observe that

i=1"7
d d d
qkqf = Z (bgk))Zeie;‘P + Z Z bgk)bgk)eiejr
i=1 i=1 j=1, j#i

Thus,

d d
A():Z)\k[z GRS +Z Z bFbese }
= =1

i=1j5=1,j#i

[ixk ) }eief+2d: Zd: [ZA b0 |evel
k=1

i=1j=1,j#i k=1

I
o
(=
I

i=1
and it follows that

d

[Aolii = aii — 2o = Y M(0™)?, Al = ayy = Z WIS
k=1

forall 7,7 =1,2,...,d with j # 1.

Let Jo = [Ta N Q|, D; € R70*/0 denote the matrix representation of g%hi with
the boundary condition and M € R7*J denote the matrix representation
of —Asp and the boundary conditions and . Then (Di)T = —D,; and
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there exists diagonal matrices B; € R70*7 for 4 = 1,2,...,d with nonnegative
components such that

d d

d
=Y (DiD; = B;)) > > DiD; =Y _(D;)" D;.
i=1 i=1 =1

The positive components of B; correspond to nodes x, near the boundary and
increase the coefficients for U,. Such corrections are needed in the matrix form to
account for the values of 0, 5,Uy when x4 € T N0 and for the implementation
of the auxiliary boundary condition . Indeed, suppose x, — h;e; € ). Then

1

531,2hi Uy = 511,h 5x1,h Uq 2h 5m1,h1 (UaJrei - Uozfei)
7
1 1
— by nUnie — =0y 5 Une
o ihiUate; o whiUa—e,
1 1 1
= Tmtsfi,htUa_Fei — T]”LQUQ + Th?g(xa — hlel)

However, when computing using the matrix representation, D; treats the boundary
value U,_e, as a known value in its representation and removes it when calculating
D;U. Consequently, the second application of D; does not act on the boundary
node leading to a smaller coefficient for the adjacent interior node involved in the
calculation of d,, p,Us—e;,. Thus, M would contain the contribution ﬁ to the

coefficient for U, while —D;D; would not.
We can see that (5.5c) ensures that the ghost value Uay4oe, satisfies

1

Thz Uoz:l:2ei =

1
Ua + hgg Xa:l:91 Z 51],}1 g on:l:el)

2h2
J=1,j#i

for xgte; € Tn N O, where ﬁUaigei is directly involved in the computation of

<2 . R
0y, n;Ua- Lastly, note that correction terms are not needed when considering the

relationship of 0y, 4,0z, n; to D;D; for i # j since the computation of 6, n,Uas
would only include boundary nodes whenever x, £ hje; € T, N €.
Observe that

d d
—AO : 3}21 = — Z Z[Ao]ijgxi,hingﬁj

i=1 j=1

- E au _>\O :rlh 5zl,h - E § azg z;,h; rj,h]

i=1 j=1, j#1i

IS9

d

R AT S [Z Akb§k>b§.’“>]&i,h5ﬁ,m

i=1 k=1 i=1j=1,j#i k=1

d d
_ _ZA’C[Z b(k)) P +Z b(k)bgk)gmi,higmj,hj}

_ _ZAk([zd:bEk o | | 8] ).

U
IS

S

U



EJDE-2018/CONF/26 A NARROW-STENCIL NUMERICAL FRAMEWORK 81

and it follows that
d

Ogox sy < zd:Aqud:bgk)Di]T[zbEk)DiD

i=1

d d d
M) DID + 30 S [S b | DI D,

i=1 J:l,j;ﬁi k=1

(aii — )\O)DiTDi + Z Z aijDzTDj

I
M=
M&

s
Il
-
~
Il
-

[
.M&

i=1 i=1j=1, j#i
d d
=> "> [Ad;D! D;.
i=1 j=1
Using the fact that DI = —D;,
d d d
L=-Y") "a;DiD;j+ Y a;iB; (5.6)
i=1 j=1 i=1
d d d d
== —)\0 Z ZZ AO Z]D D + Z Q45 — O)Bi (57)
i=1 =1 j=1 i=1
d d
= \oM + Z > [Aoli; DI D; + (aii — Xo)Bi (5.8)
=1 j=1 =1
> MM > OJOXJO. (59)

Therefore, ((5.5) has a unique solution and the matrix representation LU=b yields
a symmetric positive definite matrix L.

5.2. Admissibility for fully nonlinear PDEs. To show that the mapping M,
has a unique fixed point in S(7},), we first establish a lemma that specifies conditions
under which M, is a contraction in £2. The proof will assume F is differentiable;
however, the assumption is for ease of notation and the proof can be extended for
F' Lipschitz but not differentiable. The result will utilize the following result found
n [14]:

Lemma 5.2. Let B, F € R7*7/ such that B is symmetric nonnegative definite and
F is symmetric positive definite. Define R € R7*7 such that R is upper triangular
and F'= R*R. Then

leI — FBlls <o

for all positive constants o such that oI > RBR*.

Lemma 5.3. Suppose the operator F' in is proper and uniformly elliptic, dif-
ferentiable, and Lipschitz continuous with respect to its first two arguments. Suppose
F is consistent, g-monotone, can be written in reduced form, and is differentiable
with respect to its first three arguments. Choose U,V € S(T}) that satisfy the
boundary conditions and , and let U = MU and V= M,V for M,
defined by and . Then, for F elliptic compatible, it holds

( CAK

~ -~ Cko
10 =Vl < (1- 055 = 02) U = Vil
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for all p > 0 sufficiently small, where c is from the definition of elliptic compatibility,
4f> /X:/\/ierck‘o, 8%—1;“ > A, %—5 > ko, and M > kI for M the matriz representation
O] —A2n.

Pmof Let W=V -—Uand W=7V - 17 Then, by the boundary conditions,
Wa =W, =0forall x, € ﬂ,ﬁ@ﬂ and AhWa = AW, =0 for all x, € S,. Thus,

o~ ~ T~

by the mean value theorem for F= F(P,P,v,x), it holds

—

W =W, — p(ﬁ[Va,xa] - ﬁ[Ua,xa])
=W, — p(ﬁ(f);ﬁva, D2V, Vi, xa) — F(D2U,, DEU,, Ua,xa))
o 1~ 1y 1~ 1~
=W, — pF(DiVa + 5DiVa = 5 DiVa, DiV, — 5 DiVa+ 5 DAV, Va,xa>

L 1~ 1o 1~ 1~
4 pF(Dfan + 5DUa = 5 DRUa Dil, — 5 DiUa + 5 DRUa, Ua,xa)

(=)oY (T N e

i=1 j=1
d d ~ R
L oF OF \~
—pP= ZZ (T - f)éwi@ﬁhuhjwa
24 \op; 0Py,
L\~x~(OF  OF
2

(5.10)
for all x, € Th, N Q. .

Let Jo = |[TaN€2| and W, W € R0 denote the vectorization of the grid functions
W and W restricted to TaNQ, respectively. We introduce several matrix operators
in R7%*70 that act on W and correspond to the FD operators with the boundary
data naturally incorporated directly into the definition of the matrix. Then, using
the notation of Section m ﬁij,o and lA)ij,o denote the matrix representations of

6577T77h h, and 6%%] hihy respectively. Similarly, ﬁij o denotes the matrix repre-

sentations of § We also let Fy denote the dlagonal matrix correspondlng

z;i,xj5hih

to the nodal values of

oF
Y
E oF

ij aﬁij . Then F(), Fm’, and *Fij
are all nonnegative definite, and we have ([5.10) becomes

d d
W:(I_pFO)W_pZZ(F +FZ]) ’L]OW
i=1 j=1
LA LA
—P5 Z Z (Fij - Fij)Dij,OW trg Z Z (Fz'j - Fij)Dij,OW-

i=1 j=1 i=1 j=1
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Letting M denote the matrix corresponding to —Asy,, it follows that

d d
o~ ~ 1 ~ ~ = 1
W = (I = pF))W = p3eAMW = p| 375" (Fij + Fiy) Dijo — 5eAM | W

=1 j=1
d d
1 ~ ~ ~ —
Py > > (Fyj— Fiy) (Dijo — Dijo) W (5.11)
=1 j=1
d d
1 ~ PPN _
Try Z Z (Fij — Fij) (Dijo — Dijo) W

&
Il
—

<.
Il
—

Choose x, € To N Let A(xs) € R™? be defined by Ajj(xa) = 2= + 20

Then, —A(x,) > ¢Al by the elliptic compatible condition. Observe that

(4

%
e

1 .
) — 50)\1) : DiWa

OF  OF
(T + - =
1 (9Pij 8PU

[
M=~
M~

d
<2 1 <2
)6117931;’%th‘1 - 50)‘ 2 :6€Ei7hiW0‘
=1

3

1J

OF  OF \2 )
(apij " aPij) wiwsihishs Ve 5¢ mW.

I
M=~
M=~

2

1j=1
Then, the term [Z?:l Z?:I(Ej + F\ij)ﬁmo — %c/\M]W in is the matrix
representation of (A(xq) — 1cA) : ﬁiWa.

We next utilize the frozen coefficient technique. Define the matrices L, € R70* o
as the matrix representations of (A(xs) — 2cAl) : Ei for all x, € Tnh N 2. Then,
by Section we have L, is symmetric positive definite for all multi-indices «
since the coefficient matrix is constant-valued for each fixed value of a. Define
E), € R70*Jo by [Ey]i; = 1 only if i = j = k and 0 otherwise. Notationally, we let
a(k) be the multi-index corresponding to the single-index k. Then, can be
rewritten as

W = (I — pFp)W — p—cAMW — pio: EyLogyW
a4 ~ k=1
~05 220 (B = By ) (Dijo = Digo) W
1 zzl le -
TSR 5w

for the iteration matrix G € R70X70 defined by
. 1 Jo
G = (I - pko) = p5eAM — sz_l Ei Lok
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S (B~ B, (Buo— D).

=1 j=1

—p

l\.’J\l—\

Choose € > 0. Let N = 2+ Jy + 2d?. Observe that Ej, + eI and EJ ﬁ + el
are symmetric positive definite for all k£ and all ¢, j. Choose K such that 0j,x.j, <
Ek 1 a(k) < KI OJ0><J0 < ngO - Dzj,O < KI and 0J0><J0 < DZ],O Dzj,O < KI
for all 4, j, where the first bound uses the fact that L) is symmetric positive
definite for all indices k and the other bounds follow from Lemma Then, by
Lemma [5.2] it holds

HG||2_§+||7I PFOHQ—FH I 5 c)\M||2

Jo
+Z”2N P(Ex + D) Lagill2 + pell Y Lawll2
AN Iil _
+§;;”NI P(Fm Fzg+61) (Dij,O_Dij,O) ll2
1 d d 1 _
+§;;IINI p(Fis = By + ) (Dijo = Dijo) Iz
d d

+P%ZZH1~7U,0 Dijoll2 +P€*ZZ”D”° Disoll

i=1 j=1 i=1 j=1
<1+L pck —i———p c)\ﬁ+zf+d2—+pe(d2+1)K
=2 2N 0

1
<1l- p%cko — ch)\/-@

for all p > 0 sufficiently small and € < c% chosen independently of p. The
bound

= CAK ck:o

IWleion < (1= 077 =152 ) IW ey

follows since ||\/7\\7||2 < |IG||2]|W |2, and the bound over Ty, follows since Wy =W, =
0 over Tp, N OS). The proof is complete.

O

As an immediate corollary to Lemma we have the following well-posedness
result by the contractive mapping theorem.

Theorem 5.4. Suppose the operator F in is proper and uniformly elliptic,
differentiable, and Lipschitz continuous with respect to its first two arguments. Sup-
pose Fis consistent, is g-monotone, can be written in reduced form, is differentiable
with respect to its first three arguments, and is elliptic compatible. The scheme (3.1)
for approzimating problem has a unique solution.

Remark 5.5. We emphasize that the properties of F' and F guarantee a unique
solution whenever kg > 0 or A > 0.
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6. STABILITY ANALYSIS

For transparency and consistency with the results in Section [p| assume the op-
erator F in (L.Ta)) has the form F[u](x) = F (D?u,u,x).

Theorem 6.1. Suppose the operator F in is proper and uniformly elliptic
and is Lipschitz continuous and differentiable with respect to its first two arguments
with A > 0 or kg > 0. Suppose Fis consistent, is g-monotone, can be written in
reduced form, is Lipschitz continuous and differentiable with respect to its first three
arguments, and is elliptic compatible. Then the solution U to the scheme for
approximating problem is £2-norm stable in the sense that

( TI m1/2)I0leman <.
i=1,2,...,d

where C is a positive h-independent constant which depends on 2, the lower (proper)
ellipticity constants kg and X\, F', and g.

Proof. Define the function v € C°(Q2) N H2() to be the solution to
—Av=0 inQ, (6.1a)
v=g on 0%, (6.1b)

and define V : T — R by V,, = v(x,) for all x, € T, N Q and introduce the ghost
points so that ALV, = 0 for all x, € S,. Then, by the mean value theorem, there
exists a linear operator Ly such that

FlUy,%a] = F[Va, Xa] = Lu[Us — Val.
Furthermore, since U is a solution to (3.1),
FlUa,%a] — F[Va,%a] = 0= F[Va, %4] = —F[Va, Xa].

Thus, U, — V, is a solution to

LnlUs — Vo Xa] + ﬁ[Va,xa] =0 forx, €TnNQ, (6.2a)
Uy, —Vy=0 forx, € TpnNoQ, (6.2b)
Ap(Uy —V,) =0 for x4 € S, C Th NOQ, (6.2¢)

where £y, has the form
ﬁhEAhiﬁﬁth:ﬁ%+Ch
for Ap, Bp € S™? with all nonnegative components and ¢, € R with ¢, > 0 by

the g-monotonicity of F. Furthermore, £y, is consistent with the linear elliptic
boundary value problem

Lw=—-A:D*w+cw=—F[], inQ, (6.3a)
u=g, on o) (6.3b)

with the matrix A symmetric positive definite with AT < A < AT and ¢ > ko,
where Ay — B < —coAl and ¢ > cokg for cg the constant based on the elliptic
compatibility of F.

Applying T heorem U, —V, is the unique solution to . Furthermore, by
Lemma and using the technique in [14] Theorem 4.3], it holds

U = V]emna) < 1£0[0] + F[Va, Xallle2(7.002)

CcoAK + coko
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B 4

- N ﬁVaa et .
e Vool ey

Therefore,

1Ulez(rne) < IV le2 (o) + 1 F Ve Xallle2 (rine)

Co)\li + Cok‘o
and the result follows by the properties of v. The proof is complete. O

Extending the techniques above and following the proofs in Section 5 of [14], we
can also prove the following results.

Lemma 6.2. Leti € {1,2,...,d}. Suppose the operator F in (1.1 is proper and
uniformly elliptic, differentiable, and Lipschitz continuous with respect to its first
two arguments. Suppose F is consistent, g-monotone, can be written in reduced

form, is differentiable with respect to its first three arguments, and is elliptic com-
patible. Choose U,V € S(T’) that satisfy the boundary conditions (|5.5b)) m and (5.5¢) m

and let U = M, 2U and V= M, 2V, where We S(T;) is defined by W= M, W
for some W € S(T) if

02 o Wa = =62 5 Wa — pF[Wa,xa] Vxo € Ta NS,
/V[7a =g(xa) VXo € Th NOQ,
Ahwoz =0 VXa S Sh.
Then it holds

CAK
162, 21,0 = Doy < (1= 055162, 20, (U = V)l 2oy

or all p > 0 sufficiently small, where 4 > pcAk, 8—5 > A, oF ~ ko, and M > kI
P P OD2u ou
for M the matriz representation of —Aoy.

Theorem 6.3. Suppose the operator F' in is proper and uniformly elliptic, and
is Lipschitz continuous and differentiable with respect to its first two arguments with
A > 0. Suppose Fis consistent, is g-monotone, can be written in reduced form, is
Lipschitz continuous and differentiable with respect to its first three arguments, and
is elliptic compatible. Then the solution U to the scheme for approximating

problem (1.1) satisfies

( H h 1/2> 102, 00, Ulle2(rney < C

i=1,2,.

foralli=1,2,...,d, where C is a positive h-independent constant which depends
on Q, the lower (proper) ellipticity constant \, F', and g.

Lastly, by |14], combining Theorems and using a novel numerical embed-
ding technique yields the following ¢°° stability result.

Theorem 6.4. Under the assumptions of Lemma the numerical solution U
is stable in the £°-norm for d < 3; that is, U satisfies ||U || ¢,y < C for d < 3,
where C' is a positive constant independent of h.
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7. NUMERICAL EXPERIMENTS

In this section we test the performance of the FD method based on the numerical
operator ﬁ%g defined by for ¢ > 0 and v+ o > 0. We consider test problems
based on choosing F' to be linear and uniformly elliptic with non-divergence form,
the Hamilton-Jacobi-Bellman operator, the Monge-Ampere operator, and the oper-
ator coming from the equation of prescribed Gauss curvature. We will see that for
the linear problem, }/7‘\070 yields a nonsingular sparse matrix. However, the nonlinear
PDE problems considered are degenerate, and, consequently, do not conform to all
of the assumptions used in the convergence, admissibility, and stability analysis.
Observationally, the nonlinear solver ‘fsolve’ in MATLAB has trouble in the degen-
erate cases finding a zero when using the zero function as the initial guess and o and
~ are small. For the Hamilton-Jacobi-Bellman problem, we can successfully solve
the limiting cases by forming a sequence of approximations for decreasing values
of v starting with an initial large value for v when initializing fsolve with the zero
function. For the Monge-Ampere operator and in the equation of prescribed Gauss
curvature, we need to form the sequence of approximations with ¢ large to more
strictly impose g-monotonicity with respect to all of the components of the discrete
Hessian operators. Once fsolve is in a neighborhood of the solution we can success-
fully find a zero for all ¢ > 0 and v > —o. For the Monge-Ampére problem and
the prescribed Gauss curvature problem, we choose an exact solution for which the
Monge-Ampere operator is locally uniformly elliptic. It is worth noting that fsolve
does not find a false solution but instead always reported no solution found when
staring with a poor initial guess. This is in direct contrast to the experiment in [9]
that found false solutions to the Monge-Ampere problem when using the standard
nine-point finite difference formula for approximating the discrete Hessian.

Additional numerical tests for g-monotone FD methods can be found in [24] [11]
13] and tests for the corresponding DG scheme can be found in [24] [12].

7.1. Test 1: Linear F with non-aligned grids. In this test, we consider the
linear uniformly elliptic problem F[u] = —A : D?u— f for a discontinuous coefficient
matrix A and uniform grids chosen such that no monotone finite difference method
exists (see [26]). The matrix A(x) will be uniformly symmetric positive definite,
and f will be a uniformly bounded function. We form a non-singular linear system
LU = F that is solved using MATLAB’s backslash command. The matrix L is
formed using sparse storage.

Let @ = (—1,1)2. We form a sequence of uniform grids with N, = N, =
10, 40, 80, 120, 180, 240, 300. Let h, = hy, = % based on the finest mesh, define
the directions v € R? by

1 h 10h he
M — @ _ | N 3) _ z @ _ |3
e P B o B e P IR

and define the unit length vectors qgi) = mv(i) for all i = 1,2,3,4. Note that,

by construction, the directions v(!) and v(*) do not align with grid points in any of

the meshes while v(?) aligns with nodes at least 5 layers away and v(®) aligns with
nodes at least 10 layers away. For each i = 1,2, 3,4, choose unit length vectors qél)
that are orthogonal to qu). Define the orthogonal matrices @); = [q(lz), qg)] for each
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i=1,2,3,4, and define the diagonal matrix A(z,y) € R2*? by
2 — sin (%) cos (e3Y 0

Al@,y) = ( O) ( ) 2 — sign( cos (67z) sin (67y))
for all (x,y) € Q. Then, Aj; € [1, 3] oscillates several times and Ags € {2, 3,4} has
several discontinuities over ). Finally, we define
Q1 A(z,y)QT, forx >0, y>0,
Q2 A(z,y)QF, forx <0, y>0,
Q3 A(z,y)QT, forxz <0, y<O0,
Q4 A(z,y) QT, otherwise
so that A is strictly symmetric positive definite and discontinuous. No monotone
method exists for this problem on the specified grids due to the choices for ()1 and

Q4, and Q2 and Q3 would lead to wider-stencils.
We consider the problem —A : D?u = f for two different solutions

uW(z,y) = sin (g(x + y)2)7

3 1 1
u®(e,y) = T (Blog(@?) ~11) + (5 )"yl + 2P

so that ) € C®(Q) and u® € C%(Q)\ C3(Q). The source function f and
boundaiy data ¢ are chosen so that the solution is given by either u(*) or u(?.

A(l‘,y) =

Using Fp,o, we observe optimal second order rates when approximating ™ and
expected deteriorated rates when approximating u(? in Table

TABLE 1. Approximation results for Test 1 using 13070.

D NE)
h £>° Error | Order | £°° Error | Order
1.82e-01 | 5.77e-02 5.21e-03

4.88e-02 | 3.86e-03 | 2.06 | 8.29e-04 | 1.40
2.47e-02 | 9.79e-04 | 2.01 3.26e-04 | 1.37
1.65e-02 | 4.40e-04 1.99 1.86e-04 1.40
1.10e-02 | 1.96e-04 | 2.00 1.05e-04 | 1.41
8.30e-03 | 1.11e-04 | 2.00 | 7.02e-05 1.42
6.64e-03 | 7.10e-05 | 2.00 | 5.11e-05 1.43

7.2. Test 2: Hamilton-Jacobi-Bellman equations. This example is adapted
from [32], and it was considered in [14] using the Lax-Friedrich’s-like method. Let
A =[0,7/3] x SO(2), where SO(2) is the set of 2 X 2 rotation matrices and define
o’ by
o _ pr |l sin(¢) _
=R [0 cos(@) | 0= (¢, R) €A

Consider the Hamilton-Jacobi-Bellman equation

Flu] = (}Iellf\(Lgu — fo) =0,
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A% . D2 0 0
Lou=—A(x) : Du+b"(x) - Vu+c’(x) u

with Q@ = (0,1)%, A% = %09 (JO)T, Bl =0, ¢ =x2 fo = V3sin?(¢/72) + g
for g chosen independent of 8, and Dirichlet boundary data chosen such that the
exact solution is given by u(x,y) = e sin(mx) sin(mry). The optimal controls vary
significantly throughout the domain and the corresponding diffusion coefficient is
not diagonally dominant in parts of Q.

We approximate u using Fw o for v =1000,10,1,0 in Tablel The case v = 1000
appears to be in a pre-asymptotic regime with the error dominated by the numerical
moment term. Otherwise, as expected, we see that the methods are around second
order accuracy with the approximations increasing in accuracy as y decreases. In
the implementation of ﬁ%m we do not calculate derivatives of F' to define M,.

Instead, we define 13370 by
FY o [Ua) = A”(x0) : Dy Ua ¢ (xa) U = fo (%)
+ ('VIdxd + Uldxd) : (5121Ua — BﬁUa)

for Di’eUa defined analogously to for each value of o and . We then solve
the optimization problem infgep ﬁg,g[Ua] =0.

When choosing v = 0, the solver does not successfully find a solution even
for coarse meshes. The solver also takes several iterations for v = 1 sometimes
struggling to find a solution for the finer meshes. Thus, we first find the solution
corresponding to v = 1000, and then we sequentially find the solutions correspond-
ing to v = 100,10, 1,0 by using the solution for the next largest value of v as an
initial guess. This iterative technique allows fsolve to successfully find a solution
for each value of v and often allows fsolve to significantly decrease the number of it-
erations needed to converge. We also can form a better initial guess by first solving
the problem corresponding to a small finite number of controls 6 before optimizing
over A.

7.3. Test 3: Monge-Ampere equation. Consider the Monge-Ampeére problem
Flu] = —det(D*u) + f = —ugguyy + |ugy> + f =0

over 2 = (0,1)2. The problem has a unique convex viscosity solution whenever

f > 0. We choose the source term f and boundary function g such that the exact
x +y

solution is u(z, y) = exp (%% ). The matrix M, is easily found since Fron or | = | Py
for (k,0) = (2,2) if (4,5) = ( 1), (k,0) = (1,1) if (4,5) = (2,2), and (k,é) =(1,2)
if (z,5) = (1,2) or (4, 7) = (2,1).

This problem is degenerate and the uniformity of the g-monotonicity of ﬁ%g[U}
strongly depends upon U similarly to how the ellipticity of Flu] strongly depends
upon the convexity of u. Consequently, we now form initial guesses for fsolve
by solving a sequence of problems based on a decreasing sequence of values for
o starting with o large. As such, we are using a stronger form of the numerical
moment to overcome the conditional ellipticity and potential degeneracy of the
problem.

Rates of convergence for the various tests can be found in Table [3| where we
consider the method I*Aj%o for v = 1000, 100, 10, 1,0 and Table [4| where we consider
the method ﬁ_gyg for o = 1000, 100, 10, 1. We observe optimal / near optimal rates
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TABLE 2. Approximation results for Test 2 using ﬁ,y,o with v = 1000, 100, 10, 1, 0.

v = 1000 v = 100 v=10
h £*° Error | Order | £*° Error | Order | £°° Error | Order
1.57e-01 | 1.30e4-00 1.17e+00 6.08e-01

9.43e-02 | 1.27e+00 | 0.05 | 9.83e-01 0.35 | 3.34e-01 1.18
6.15e-02 | 1.22e+00 | 0.09 7.51e-01 0.63 1.73e-01 1.54
4.56e-02 | 1.15e+00 | 0.20 5.67e-01 0.94 | 1.01e-01 1.80
3.63e-02 | 1.08e+00 | 0.29 | 4.34e-01 1.16 | 6.47e-02 1.95
2.89e-02 | 9.78e-01 0.43 | 3.19e-01 1.35 | 4.05e-02 | 2.05
2.21e-02 | 8.32e-01 0.61 2.12e-01 1.53 | 2.30e-02 | 2.12

y=1 7=0
h £°° Error | Order | £°° Error | Order
1.57e-01 | 1.32e-01 2.35e-02

9.43e-02 | 5.08e-02 1.87 | 1.03e-02 1.61
6.15e-02 | 2.15e-02 | 2.01 | 4.96e-03 1.71
4.56e-02 | 1.17e-02 | 2.03 | 2.92e-03 1.77
3.63e-02 | 7.43e-03 1.99 1.94e-03 1.79
2.89e-02 | 4.74e-03 1.97 | 1.28e-03 1.81
2.21e-02 | 2.81e-03 1.96 | 7.92e-04 | 1.80

of convergence as 7 decreases in Table [3| and as o decreases in Table For ~
and o large the rates appear to be suboptimal but improving towards a rate of 2
as h decreases. We also note that the method F\_U,g appears more accurate than
the analogous method ﬁy,o when v = o. Such a relationship is expected based on
the sensitivity of the Monge-Ampére problem to the auxiliary boundary condition.
Indeed, setting ALU, = 0 along the boundary and observing that g must be convex
along the tangential direction implies U must be concave along the normal direction
which brings a qualitative error into the interior of the domain. We can see this
directly in Figure [2| where we plot the approximation for varying h, v, and o values.
For v > 0 on a coarse mesh we can see that the convexity of the approximation
is incorrect near the boundary and that for + large this forces the curvature to
be incorrect throughout the interior. Consequently, for v large, the method does
not appear to enforce the convexity of the underlying viscosity solution. Instead,
based on the solver’s performance and based on the tests in [24], the numerical
moment for v large appears to minimize the number of times the function changes
convexity over the domain by penalizing discontinuities in the second derivative
and steering the approximation towards the correct viscosity solution as h — 0.
We also note that, in contrast, choosing ¢ large and minimizing the effect of the
auxiliary boundary condition by setting v = —o appears to completely eliminate
the convexity issue. Another way to decrease the convexity issue when v > 0 is to
set only 592%}” U, = 0 along the normal direction instead of setting A,U, = 0 or
to choose a more appropriate positive value for the auxiliary boundary condition
consistent with the convex nature of the viscosity solution.
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TABLE 3. Approximation results for Test 3 using ﬁy,o with v = 1000, 100, 10, 1, 0.

v = 1000 v = 100 v=10
h £>° Error | Order | £°° Error | Order | £*° Error | Order
2.83e-01 | 5.59e-01 5.49e-01 4.02e-01

1.29e-01 | 5.86e-01 | -0.06 | 5.14e-01 0.08 | 9.65e-02 1.81
6.15e-02 | 5.64e-01 0.05 | 2.22e-01 1.14 | 2.09e-02 | 2.08
3.01e-02 | 4.22e-01 0.40 | 5.07e-02 | 2.06 | 5.23e-03 1.94
1.99e-02 | 2.32e-01 1.46 | 2.18e-02 | 2.04 | 2.39e-03 1.90
1.49e-02 | 1.31e-01 1.97 | 1.22e-02 | 2.00 1.38e-03 1.89
1.19e-02 | 8.13e-02 | 2.11 7.95e-03 1.90 | 8.98e-04 1.91

y=1 7=0
h £°° Error | Order | £°° Error | Order
2.83e-01 | 4.19e-02 1.57e-02

1.29¢-01 | 9.30e-03 1.91 3.41e-03 1.94
6.15e-02 | 2.31e-03 1.89 | 7.87e-04 1.99
3.01e-02 | 5.87e-04 | 1.91 1.88e-04 | 2.01
1.99e-02 | 2.64e-04 1.94 | 8.21e-05 | 2.01
1.49e-02 | 1.50e-04 | 1.93 | 4.58e-05 | 2.00
1.19e-02 | 9.70e-05 1.94 | 2.91e-05 | 2.00

TABLE 4. Approximation results for Test 3 using ﬁ%,, for 0 =
1000, 100, 10, 1 and v = —o.

o = 1000 o =100 o=10 oc=1
h £*° Error | Order | £°° Error | Order | £*° Error | Order | £°° Error | Order
2.83e-01 | 3.65e-02 3.36e-02 1.95e-02 1.47e-02

1.29e-01 | 3.56e-02 | 0.03 | 2.49e-02 | 0.38 | 6.22e-03 1.45 | 3.05e-03 1.99

6.15e-02 | 3.07e-02 | 0.20 | 1.19e-02 | 1.00 | 1.63e-03 | 1.81 | 7.00e-04 | 2.00

3.01e-02 | 1.97e-02 | 0.62 3.83e-03 1.59 | 4.07e-04 1.95 1.67e-04 | 2.00

1.99e-02 | 1.24e-02 | 1.13 1.79e-03 | 1.84 | 1.79e-04 | 1.98 | 7.31e-05 | 2.00

1.49e-02 | 8.14e-03 1.44 1.02e-03 1.92 1.00e-04 1.99 | 4.08e-05 2.00

1.19e-02 | 5.66e-03 | 1.62 | 6.59e-04 | 1.95 | 6.41e-05 | 1.99 | 2.60e-05 | 2.00

7.4. Test 4: Prescribed Gauss curvature equations. This example is adapted
from [19]. Let K > 0. The equation of prescribed Gauss curvature corresponds to
the choice ,
W = — det(D u)diz LEKf=0.
(14 |Vul?) ™=
The problem is based on the Monge-Ampere operator, and it is known that the
problem when f = 1 has a unique convex viscosity solution for each K € [0, K*)
for some positive constant K*. We let K = 0.1 and Q = (0,1)2, and we choose f
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FIGURE 2. Plots of various approximations for Test 3 using Z?%U.
The first row corresponds to h = 1.29e-01 with ¢ = 0 and v =
1000, 100, 10 from left to right. The second row corresponds to
h = 3.01e-02 with ¢ = 0 and v = 1000, 100, 10 from left to right.
The third row corresponds to h = 3.01e-02 with 0 =0 and v = 1,0
from left to right. The first plot on the fourth row corresponds to
h = 3.01e-02 with ¢ = 1000 and v = —1000. The second plot on
the fourth row corresponds to h = 1.19e-02 with vy = o = 0.

12 2
and ¢ such that the exact solution is given by u(z,y) = e 3= The matrix M,

is easily found since |68TI;_| = |Prel/(1 + |[v|?)? for (k,0) = (2,2) if (i,7) = (1,1),
(k,0) = (1,1) if (4,5) = (2,2), and (k,¢) = (1,2) if (4,5) = (1,2) or (¢,75) = (2,1).
Rates of convergence for the various tests can be found in Table [5| where we
consider the method ﬁ770 for v = 1000, 100,10, 1,0 and Table |§| where we consider
the method ]3_07(, for o = 1000, 100, 10,1. Overall we observe similar behavior as

Test 3 but less accuracy and lower rates when v > 0 or ¢ > 0. The method ﬁo,o
does exhibit an optimal convergence rate of 2 and is the most accurate of all of the
methods tested. Since this problem involves the gradient operator, any monotone
method that directly approximates the gradient would in general be limited to only
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first order accuracy until the mesh is fine enough to use the local uniform ellipticity
to enforce the monotonicity with respect to VﬁUa.

TABLE 5. Approximation results for Test 4 using ﬁw,o with v = 1000, 100, 10, 1, 0.

~v = 1000 v =100 v =10
h £°° Error | Order | £*° Error | Order | £°° Error | Order
2.83e-01 | 1.30e+00 5.57e-01 5.33e-01
1.29e-01 | 1.27e4+00 | 0.05 | 5.80e-01 | -0.05 | 4.05e-01 | 0.35
6.15e-02 | 1.22e+00 | 0.09 5.24e-01 0.14 1.67e-01 1.20
3.01e-02 | 1.15e+00 | 0.20 | 2.79e-01 | 0.88 | 8.64e-02 | 0.93
1.99e-02 | 1.08e+00 | 0.29 1.72e-01 1.17 5.76e-02 0.98
1.49e-02 | 9.78e-01 0.43 1.31e-01 0.96 4.24e-02 1.06
1.19e-02 | 8.32¢-01 0.61 1.06e-01 0.91 3.29e-02 1.12
y=1 v=0
h £°° Error | Order | £°° Error | Order
2.83e-01 | 2.56e-01 2.19¢-02
1.29e-01 | 1.08e-01 1.10 3.89e-03 2.19
6.15e-02 | 5.52e-02 0.91 8.20e-04 2.11
3.01e-02 | 2.51e-02 1.10 1.90e-04 2.05
1.99e-02 | 1.49e-02 1.26 8.25e-05 2.02
1.49e-02 | 1.01e-02 1.35 4.59e-05 2.01
1.19e-02 | 7.30e-03 1.43 2.92e-05 2.01

TABLE 6. Approximation results for Test 4 using ﬁy,g for 0 =
1000, 100, 10, 1 and v = —o.

o = 1000 o =100 o=10 oc=1

h £°° Error | Order | £°° Error | Order | £*° Error | Order | £*° Error | Order
2.83e-01 | 3.68e-02 3.63e-02 3.20e-02 1.81e-02
1.29e-01 | 3.70e-02 | -0.01 | 3.40e-02 | 0.08 | 2.11e-02 | 0.53 | 6.83e-03 | 1.24
6.15e-02 | 3.59e-02 | 0.04 | 2.70e-02 | 0.31 1.02e-02 | 0.98 | 2.09e-03 | 1.60
3.01e-02 | 3.19¢-02 | 0.17 | 1.61e-02 | 0.72 | 3.84e-03 | 1.38 | 5.75e-04 | 1.81
1.99e-02 | 2.73e-02 | 0.38 | 1.04e-02 | 1.06 | 1.96e-03 | 1.62 | 2.61e-04 | 1.92
1.49e-02 | 2.31e-02 | 0.57 | 7.22e-03 | 1.26 | 1.18e-03 | 1.74 | 1.47e-04 | 1.96
1.19e-02 | 1.96e-02 | 0.73 | 5.28e-03 | 1.39 | 7.88e-04 | 1.81 | 9.45e-05 1.97
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