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Liquid-liquid phase separation (LLPS) in macromolecular solutions (e.g. coacervation) is
relevant both to technology, and to the process of mesoscale structure formation in cells.
The LLPS process is characterized by a phase diagram, i.e. binodal lines in the tem-
perature/concentration plane, which must be quantified to predict the system’s behavior.
Experimentally, this can be difficult due to complications in handling the dense macro-
molecular phase. Here, we develop a method for accurately quantifying the phase diagram
without direct handling: We confine the sample within micron-scale, water-in-oil emul-
sion droplets, then use precision fluorescent imaging to measure the volume fraction of the
condensate within the droplet. We find this volume fraction grows linearly with macro-
molecule concentration; thus, by applying the lever rule, we can directly extract the dense
and dilute binodal concentrations. We use this approach to study a model LLPS system
of self-assembled, fixed-valence DNA particles termed nanostars (NSs). We find that tem-
perature/concentration phase diagrams of NSs display, with certain exceptions, a larger
co-existence regime upon increasing salt or valence, in line with expectations. Aspects of
the measured phase behavior validate recent predictions that account for the role of valence
in modulating the connectivity of the condensed phase. Generally, our results on NS phase
diagrams give fundamental insight into limited-valence phase separation, while the method

we have developed will likely be useful in the study of other LLPS systems.

dNow at: Department of Biomedical Engineering, University of Pennsylvania, Philadelphia, PA 19104



I. INTRODUCTION

Liquid-liquid phase separation (LLPS) of aqueous solutions of macromolecules involves the
equilibrium segregation of a fluid into regions dense in macromolecule, and regions dilute in
macromolecule. The process has long been studied in mixtures of oppositely charged polymers,
where it is termed complex coacervation'. Investigating the variables which control macromolec-
ular LLPS is critical to further both our understanding of its role in biological systems®’ and

development of tunable materials for pharmaceutical or food-science applications®~12.

The LLPS process is generally controlled by temperature, the concentration of the macro-
molecule and of other solutes (e.g. salt), and the nature of the interactions in the system, including
with the solvent'®!4, Fundamental to the characterization of LLPS, and its sensitivity to such
parameters, is the equilibrium phase diagram, in which binodal lines separate the conditions in
which an equilibrated solution will form a single, homogeneous fluid, from those in which the
solution will spontaneously separate into coexisting dense and dilute phases. Experimental mea-
surements of binodal lines are made challenging by the need to handle and assay each phase.
The most common method involves separating the dilute and dense phases by centrifugation'3=13,
which typically requires large volumes of solution (= 100 uL) that may be inaccessible and/or

prohibitively expensive!® for some systems. Further, dense macromolecular phases are typically

highly viscous, and prone to adhere to solid surfaces, making handling difficult.

The difficulties in working with phase-separating systems can be ameliorated by encapsulating
them within the aqueous droplets of water-in-oil emulsions. Indeed, as demonstrated in prior

works!7-19

, the emulsion approach has advantages, including (i) not involving centrifugation or
direct handling of the phase-separated solution, (ii) requiring small amounts of the solution of
interest, and (iii) being agnostic to the macromolecule under investigation. Here, we exploit these
advantages to develop an emulsion-based fluorescent imaging method for measuring the binodal
lines of macromolecular LLPS systems in the temperature-concentration plane. We confine the
system of interest in micron-scale, water-in-oil emulsion droplets, and then image the droplets
using a temperature-controlled, wide-field fluorescence microscope equipped with a low numerical
aperture, low magnification lens. The images capture the full fluorescent profile of an emulsion
droplet, which we can fit to the expected profile, resulting in precise quantification of the volume

fraction of the dense phase. We then use the measured concentration-dependence of the volume

fraction, and the lever rule of binary, equilibrium phase separation'>?, to estimate the binodal
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concentrations of the respective phases. Independently, we measure the melting temperature by
visualizing the appearance of condensate within the emulsion droplet while scanning temperature.
Together, the measured melting temperatures and binodal concentrations allow us to construct the
full phase diagram.

We use this method to investigate the phase behavior of floppy, multi-valent DNA nanostruc-
tures, called nanostars (NSs), that exhibit LLPS'>2!, NSs are self-assembled nanostructures in
which a well-defined number, f, of double-stranded DNA arms emanate from a single, flexible
junction'®. A short single-stranded DNA sequence at the distal end of the arms, known as a
sticky-end, can mediate NS-NS binding through DNA basepairing. The programmable nature of
sequence-controlled DNA self-assembly allows facile modulation of f, opening up an avenue to
explore how valence affects solution dynamics and viscoelasticity'>2>-2%. Here, we use emulsion
imaging to explore how NS phase diagrams change as f increases from 3 to 6, and we test how
f =3 and 4 NS phase diagrams are affected by added monovalent salt. We interpret our results
with respect to structures and physical mechanisms that are expected to affect NS density, and also
carry out a quantitative comparison of our data to theoretical models of NS phase separation®®,
notably validating valence-sensitive predictions for the critical temperature.

Generally, the work presented here presents a method for quantifying LLPS phase diagrams that
avoids issues in prior approaches, and is thus of potentially broad utility. Further, our application

of the method to the NS system gives insight into the principles guiding phase separation of multi-

valent particles.

II. METHODS
A. Preparation of NSs and emulsions

A full description of all methods can be found in the Appendices. Briefly, we prepared f-
armed NSs by mixing together equimolar amounts of f single-stranded DNA oligomers designed
to self-assemble into a NS upon annealing (Fig. 1A; DNA sequences given in supplementary
material, Table S1). A fraction of the oligos were tagged with a fluorescent molecule for later
visualization (see Appendix A). We also separately annealed a non-interacting, fluorescently-
tagged DNA hairpin and added it to the NS solution at 5 uM (Fig. 1A). The hairpin was added to

brighten the dilute phase so that it could be visualized alongside the dense phase, which is typically
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FIG. 1. (A) Schematic depicting the preparation of samples for emulsion-imaging of NS phase diagrams;
see also Appendix A. NSs and non-interacting hairpins are annealed separately and mixed together. Then,
2-3 uL of aqueous NS+hairpin solution is added to ~ 40 uL of an oil/surfactant mixture and briefly vortexed
to create water-in-oil emulsion droplets. The sample is loaded into a flow cell, and cooled, allowing the NSs
to phase separate, forming a dense, spherical DNA liquid drop within the spherical emulsion droplets. (B)
Representative images of emulsion droplets containing phase-separated 4 arm NS solutions (150 mM NacCl,
T =33.1£0.5°C), at different total NS concentrations, [NS], as labeled. The red lines depict the positions
of the 1-d intensity profiles shown in panel C. Each image shown was cropped from a larger field of view;
in practice, we typically analyzed 5-10 droplets per field of view (Appendix B; see also supplementary
material, Fig. S2). (C) Profile of image intensity along the pixels indicated in panel B (cyan), along with
the best-fit line (red) for the double-sphere function (supplementary material, Section S1). Labels indicate

the best-fit radii, which have a fit uncertainty of ~ 0.01-0.02 um.

~100-1000x more concentrated. NS phase separation was unaffected by moderate amounts of
hairpin (see supplementary material, Fig. S3). The concentrations of both NS and hairpin were
measured using UV absorbance.

We made water-in-oil emulsions by adding 2-3 uL of the NS+hairpin solution to 40 uL of an

oil and surfactant mixture, which was kept warm (7" ~ 65°C) to prevent NS phase separation, then
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vortexing for 2-3 seconds (see Appendix A). The resulting emulsion droplets had diameters of
~ 25 — 120 um, as appropriate for our microscopic approach.

We placed emulsified NS solutions, each prepared with a different concentration of nanostars,
[NS], into separate channels of a custom-built multi-channel flow cell (see Appendix B). The flow
cell was then placed on a temperature-controlled microscopic stage, and allowed to equilibrate.
NS phase separation occurred within the emulsion droplets as they cooled (Fig. 1B). The dense
NS phase equilibrated into a sphere inside the aqueous emulsion droplet, as expected given its
liquid-like nature®> and consistent with previous experiments on NSs undergoing LLPS?!'. The
water droplet, being less dense than the oil, rose (creamed) to the top of the flow cell, while the
NS condensate, being heavier than water?!, settled to the bottom of its water droplet container

(Fig. 1A).

B. Measurement of condensate melting temperature

To estimate the melting temperature, 7;,, of the dense phase at a given [NS], we recorded a video
of emulsion droplets while slowly raising and lowering the temperature of the stage (typically
0.5°C/min; see supplementary material, Fig. S6). Because it was difficult to identify a single
frame at which the condensate appeared or disappeared, we estimated 7;,, as the average T over the
range of frames — from the first/last frame in which a phase boundary was clearly present to the
last/first frame in which it was clearly absent — and used the range of T to estimate the uncertainty
in 7,,. This procedure was also used in the few cases in which there was significant hysteresis

(typically of 2-6°C).

C. Measurement of condensate volume fraction

At a given T and [NS], we measured the volume fraction of the dense phase, @qe,, by imaging
the emulsion droplets using a low numerical aperture (0.1 or 0.13 NA), low magnification (4x)
objective. Typical images and intensity profiles are shown in Fig. 1 and supplementary material,
Fig. S2. The use of low NA optics imparted on the imaging system a large depth-of-field, so a sin-
gle image (properly focused) captured all fluorescent intensity within a water droplet. The act of
imaging thus projected, into the 2-d image, a 3-d fluorescent "double-sphere" corresponding to the

smaller, bright sphere of dense NS liquid, and the larger, dimmer dilute NS solution contained in
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the spherical emulsion. Correspondingly, we found that the emulsion droplets’ 2-d intensity pro-
files, I(x,y), were consistently well fit (R > 0.99) by a geometric function for the two-dimensional
projection of two spheres, of differing sizes and intensities (Fig. 1C; also see supplementary ma-
terial, Section S1 and Fig. S1). The fitting parameters were the radii R of the emulsion droplet and
NS condensate; their central positions in (x,y); and the fluorescence intensity of each phase. We
then found the volume fraction through @ge, = (Rgen/Rail)?, where the subscripts denote the dense

and dilute phases.

The use of low-NA optics degrades the lateral resolution of the microscope, increasing diffrac-
tive blur in the image; this blur is not described by the double-sphere fitting function. However,
we found that blurring only caused very slight deviations between the data and the fit (see supple-
mentary material, Fig. SIB), likely because the diffraction limit of the system, ~ 3 um, is much
smaller than the size of the condensate and emulsion droplet (> 10 um). This indicates the fit

values are robust against such blurring.

To test the sensitivity of the fitting procedure to the microscope focus, we acquired and analyzed
images at a variety of focal positions. We found the best-fit radii were insensitive to focal position
over a broad range (120-150 um; see supplementary material, Fig. S4), meaning that precise focus
was not needed. Further, while our emulsions contained a range of droplet sizes that accordingly
were located at different heights in the flow cell, the insensitivity to focal position meant that
we were able to accurately analyze emulsion droplets of different diameters from a single image.
Particularly, the fitted radii from a single image of multiple emulsion droplets that ranged from
~ 25 um to 120 um in diameter, each containing the same NS concentration, all resulted in the

same value of @qen, (supplementary material, Fig. S4).

III. RESULTS
A. The lever rule and measuring binodal concentrations

We measured ¢gen vs. [NS] across a range of temperatures, 10°C < T < 43°C, for a variety of
NS systems with different f and/or in different concentrations of monovalent salt, [NaCl] (Fig. 2,
see also supplementary material Fig. S5). In all cases, we observed that ¢, scales linearly with

13,20

[NS]. This is characteristic of a binary system undergoing equilibrium phase separation as
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FIG. 2. The volume fraction of the dense phase, @gen, of f = 4 NSs at 150 mM NaCl as a function of the
total NS concentration, [NS], at various temperatures. The solid line denotes the (weighted) least squares fit
of the lever rule (Eq. 1) to each data set. Lever rule plots for other salts and arm numbers are shown in the
supplementary material (Fig. S5). Each plotted point corresponds to, typically, 10-30 measured droplets,
with some points having as few as 2 droplets, and some as many as 50. For each temperature, at least
100 droplets are measured across all concentrations. Vertical error bars correspond to the standard error of
the mean (SEM) of the fits to various droplets, while horizontal error bars correspond to the SEM of UV

absorbance measurements of the NS stock concentration.

expressed by the lever rule:
[NS] — [NS]qi1
[NSJden — [NS]ail

(1

(Pden =

In Eq. 1, [NS] is a known quantity, while [NS]g4en, and [NS]gi; correspond to the initially-unknown
binodal concentrations of the two phases. Thus, Eq. 1 indicates [NS]gen/qii can be measured by
finding the x-intercept and slope of the ¢4e, vs. [NS] line, with the x-intercept giving [NS]gj; and
the slope being equal to the inverse of the difference in binodal concentrations, [NS]gen — [NS]qir-
Under all conditions, the x-intercept and slope changed most at temperatures within ~ 10°C of
the onset of phase separation, with further decreases in 7" leading to no further significant changes.
It is possible that, at low temperatures, the system did not fully reach equilibrium due to the
NS bond relaxation time growing exponentially as the solution is cooled, which could potentially
freeze the dense NS droplet at a certain size, and cause the constant behavior of slope and intercept

15,24,27,29

at low temperatures. However, previous rheology?? and light scattering experiments show

NS networks achieve equilibrium states down to 10°C using cooling rates similar to the ones
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FIG. 3. Temperature-concentration phase diagram of (A) NSs of various f, all at [NaCl] = 150 mM, and
(B) 4-arm and (C) 3-arm NS at different [NaCl]. Smaller symbols indicate data found from lever-rule fits

(as in Fig. 2), while larger symbols indicate data found from direct melting temperature estimate.

performed here (= 0.1 - 1°C/min), suggesting that this behavior is indicative of the equilibrium

state of the system.

B. NS phase diagrams

We combined the binodal concentrations measured from lever rule analysis with the melting-
temperature measurements to generate temperature-concentration coexistence curves for NSs as a
function of arm number, f, and, for f = 3,4 NSs, at various monovalent salt (NaCl) concentrations
(Fig. 3). Qualitatively, the diagrams all have a similar shape, demonstrating an upper critical
solution temperature, T, below which a coexistence regime appears. For (T, —T) < 10°C, the
coexistence regime increases in width as 7' decreases, but at lower T the width stabilizes. These
features qualitatively match those seen in previous estimates of NS phase diagrams!?.

We sought to quantify 7 so as to facilitate comparison with predictive models. We observed the
maximal melting temperature typically occurred at a NS concentration roughly midway between
the binodals (Fig. 3). For each NS condition, we took this greatest 7, to be an estimate of T¢,
and investigated its variation with other experimental parameters. At constant salt, 7, increased

by nearly 10°C from f = 3 to f = 4, then continued to increase between f = 4 and 6, but by only
~ 2°C (Fig. 4). For 4-arm NSs, and for [NaCl] from 50 mM to 300 mM, T; increases with salt
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FIG. 4. Critical temperature, T,, versus NS valence, f, at [NaCl] = 150 mM, as estimated from the ex-
periments (filled black diamonds), the mean-field model (stars), and the NS-SAFT model (empty blue
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FIG. 5. Semi-log plot of critical temperature, 7;, versus [NaCl] for f = 4 NSs, as estimated from the

experiments (blue squares), the mean-field model (stars), and the NS-SAFT model (lines).

roughly as 7, ~ log[NaCl] (Fig. 5).
The dense-phase binodal concentration, [NS]4e,, generally increases with f and [NaCl]. How-

ever, there are a few expections where certain pairs of conditions had very similar low-7 values of

[NSlgen: (1) f =4 vs. f =5 at 150 mM NaCl (Fig. 3A); (i1) f =4 at 150 mM vs. 300 mM NaCl
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(Fig. 3B); and (iii) f = 3 at 150 mM vs. 300 mM NaCl (Fig. 3C). These are further discussed
below.

We found the dilute-phase binodal concentration, [NS]g4;;, at lower temperatures to have ex-
tremely low values of typically < 0.1 g/L (this is not visible in Fig. 3, but can be seen on a
semi-log plot; see supplementary material, Fig. S7). Away from 7, the binodal roughly traces a
T,, ~ log([NS]gi) dependence, as also seen in certain models*’. However, the very low concen-
tration of the dilute NS phase, along with experimental uncertainties (discussed below), means
this is not perfectly resolved. Indeed, at the lowest 7', these factors sometimes caused a nega-
tive x-intercept for the line fitted to lever-rule data (as in Fig. 2), corresponding to a physically-

impossible negative value of [NS]gj.

C. Modeling of phase behavior

We compared the experimental results for 7, to predictions to gain insight into NS LLPS be-
havior, first through a simple mean-field model. In this picture, we ignored the geometry of the
NS, and compared our measurements of 7. to the predicted melting temperatures, 7;,, of a solu-
tion of unconnected (free) oligomers at concentrations corresponding to those of the NS sticky
ends, [oligomer| = f - [NS]). We estimated 7,, using the DNA thermodynamics approach of Santa
Lucia®!, based on the specific sequence, salt, and oligomer concentration utilized. Particularly, we
used the oligomer sequence 5’-ACGATCG-3’, which consists of the sticky-end sequence plus a
single unpaired base that is also present in the NS structure. We accounted for the effect of the free
base using the standard SantaLucia dangle correction®! and added an empirical “tail” correction
to capture the effect of the flanking NS arms on the sticky-end strength?62. The results of this
mean-field calculation are plotted in Figs. 4 and 5, which shows the model is in the vicinity of the
experimental values, and captures the trend with salt, but fails to account for the large measured
variation of 7, with f.

This failure suggests the f-fold connectivity of sticky ends that is enforced by the NS structure
plays an important role in determining the LLPS behavior. To capture this, we followed the work

of Rovigatti and collaborators26-30-33

, who developed a method for predicting NS phase diagrams
using the Statistical Associating Fluid Theory (SAFT) created by Wertheim>*-3% and further devel-
oped by Chapman et. al.3’3°. In SAFT, a first-order perturbation calculation is used to construct

the free energy of a solution of particles from the free energy of an ideal fluid, with corrections
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for repulsive (excluded-volume) interactions, and for f-valent inter-particle binding. Rovigatti et
al. extended this model to NSs by estimating the excluded volume parameter (i.e., the 2nd virial
coefficient), B,, from coarse-grained molecular dynamics simulations of NSs*® and by using a
temperature-dependent bonding term based on the Santa Lucia model with a tail correction, as
noted above.?633 The resulting equations can then be solved numerically to directly estimate 7
through the stability constraint that, at the critical point, both the first and second derivatives of the
pressure with respect to density are zero.

We used the NS-SAFT approach (Appendix D), adjusted for the specific sticky-end sequence
used here, and, for 3- and 4-armed NSs, using B, values from Ref.0. This prior work did not
investigate B, values for 5- or 6-armed NSs; since the underlying simulations are quite involved,
we opted to estimate their B, values by extrapolation from the numerically simulated values for 4
arm NSs. In particular, we posited that the excluded volume should scale with the number of NS
arms, i.e. By ~ f. Indeed, from the simulated B; for 3 and 4 arm NSs3, we found B,(4 arm)/B,(3
arm) ~ 1.43-1.48, which is not too different from 4/3. We accordingly estimated the second virial
coefficients for 5 and 6 arm NSs from B,(5 arm) = (5/4)-B>(4 arm) and By(6 arm) = (6/4)-B,(4
arm).

Using these B; values, we found the NS-SAFT model provides a good description of the vari-
ation of 7. with both salt and f (Figs. 4 and 5). Notably, the model is quite close to experiment at

at large f, and (unlike the mean-field picture) captures the large decrease in T, as f decreases to 3.

IV. DISCUSSION

A. Benefits and drawbacks of phase diagram measurement through imaging emulsified

phase-separated solutions

We have presented an emulsion-imaging method for quantifying the temperature-concentration

phase diagram of LLPS macromolecular solutions. Our results validate the method both in that the

15,21,30’ and

measured NS phase diagrams are consistent with prior measurements and predictions
through our direct confirmation of the applicability of the lever rule (Fig. 2), which is expected to
hold based on fundamental thermodynamic and mass-action considerations.

17-19

As with other emulsion-based approaches , the method developed here offers a variety of

benefits: First, centrifugation and/or direct handling are not required to assay the dense phase.
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Apart from adding processing time, direct handling can be technically difficult for biomolecular
liquids, which are high-viscosity, condensed phases that tend to non-specifically adhere to surfaces
(e.g., pipette tips, tubes). A further benefit of the method is that it achieves very low sample use by
portioning the sample into micron-scale water-in-oil droplets. Also, the ability to simultaneously
image multiple emulsion droplets improves measurement precision, since each droplet represents
an independent sample, their proximity ensures consistency of temperature, and their small size
allows for rapid equilibration. Further, we showed that multiplexing is readily achieved by loading
different samples in different channels on a single microscope slide, allowing assay of different

solution conditions with a single temperature sweep.

The method is particularly good for resolving the concentration of the dense phase, [NS]gen,
based on measuring slope of the lever-rule data (Fig. 2); notably, this is the phase whose properties
are traditionally more difficult to assay. In contrast, a drawback was the difficulty in accurate
quantification of the dilute binodal. This arose specifically because of the extraordinarily low
dilute-phase density of the NS system. Particularly, our measurements of total NS concentration,
[NS], carried an uncertainty of, at best ~ 1 uM, which is ~ 0.06 g/L for f = 4, leading to a
similar magnitude of the uncertainty in the best-fit values of the x-intercept in the lever-rule data.
However, the values of [NS]g; at low T were typically < 0.1 g/L, and thus could not be precisely
resolved. A previous article using UV absorbance reported higher values, [NS]g; ~ 0.5 g/L for
f =4, but interpreted those values as being an overestimate due to the presence of malformed
NSs!3. The low values found here for [NS]gi; are consistent with a recent numerical calculation

of the NS phase diagram that found [NS]q; < 0.1 g/L under similar conditions?®

. Generally,
since the issues in quantifying [NS]g4; arose from limitations in our measurements of the total NS
concentration, rather than a systematic issue with the imaging, the technique should be able to

quantify the dilute-solution binodal in systems where it falls at higher concentrations.

We rely on fluorescent labeling to quantify condensate volume fraction, which is then used to
estimate the phase diagram. This differs from other fluorescent phase-measurement approaches,
in which the absolute fluorescent intensity of each phase is used to estimate concentration?840:41,
Using fluorescent intensity requires a separate calibration to relate intensities to concentrations;
further, intensity measurements can be complicated by photophysical phenomena, such as quench-
ing interactions amongst dyes, or between dyes and the macromolecule, that affect intensity*>**.
In contrast, our ¢-oriented approach is insensitive to absolute intensity, so long as the two phases

are bright enough to visualize and to be distinguished. Generally, fluorescent approaches have
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the drawback that labelling can be difficult, and can potentially perturb the system’s behavior.

Accordingly, label-free approaches have been developed to measure phase behavior*>+

, includ-
ing a recent work that used bright-field images to measure ¢4, of condensates within emulsion
droplets!®. In comparison to that work, a benefit of our approach is the relative simplicity of
fluorescent imaging, which allows us to use a mechanistic, quantitative model of the intensity dis-
tribution (i.e. the double-sphere function). Further, in fitting that model to the data, we utilize
all pixels in the droplet image, including both pixels near the sphere boundaries, and those away
from boundaries that carry information on the curvature (and thus radius) of each sphere (see
Fig. 1B); this contrasts with the bright-field method that used an edge-detection approach focused
on boundaries'®. Because of this combination of a well-defined intensity profile, and efficient use
of all available information, we achieve very low uncertainty (typically < 1%) in our estimate of
R, and thus extremely precise estimates of ¢gen,. Overall, then, there are benefits and drawbacks

to the various methods; we expect the best approach will generally depend on the nature of the

system in question.

B. Interpreting NS critical temperatures

Apart from development of the emulsion-imaging method, a second salient output of this work
is the phase diagrams themselves, which yield insight into the mechanisms controlling the valence-
limited NS system. As noted above, the phase diagrams uniformly show an upper critical solution
temperature, consistent with the temperature-destabilized nature of the DNA hybridization bond,
and a coexistence regime whose 7. and [NS]qe, increased with monovalent salt and nanostar va-
lence, f.

The salt-dependence of 7, (Fig. 5) can be understood through the electrostatics of DNA hy-
bridization: repulsion between negatively-charged DNA strands is reduced by the screening ef-
fect of added salt, causing hybridization strength (and thus 7;) to increase with [salt]. More
quantitatively, we note that the differing charge densities of double-stranded and single-stranded
DNA means that there is a change in the number of salt ions localized near the DNA when it
hybridizes*®, leading to a free energy cost of hybridization related to the chemical potential of the
salt, U ~ T log[salt]. This ultimately gives rise to the log[salt] dependence of the measured 7,
(Fig. 5). Both the mean-field and NS-SAFT models capture this log[salt] dependence because it is

present in the Santa Lucia estimates of DNA thermodynamics?!, whose predictions inform both
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models.

The mechanisms underlying the dependence of 7. on f are more involved. Our experimental
results show a strong decrease in 7, when f decreases to 3. Simple mean-field pictures fail to
account for this behavior, but it is captured by the NS-SAFT model. Interestingly, the mean-field
predictions are not very far off for higher valences, which indicates the dominant role in such
systems is played by the thermal stability of the DNA bond itself. Yet the mean-field model, in all
conditions, predicts transitions at higher temperatures than experimentally observed. This is likely
because it overestimates the translational freedom of the bound state (i.e. the model implicitly
assumes the bound state is a freely-translating dimer, rather than a condensed DNA network). The
failure of the mean-field model emphasizes that bond connectivity (rather than just bond strength)
is crucial to the behavior of low-valence NS networks.

In contrast, the NS-SAFT model (adapted here from Rovigatti e al.?63%33) includes connec-
tivity, and indeed is generally successful in predicting 7;. vs. f, including the large decrease at
f = 3. However, the NS-SAFT predictions are not perfectly aligned with experiment. At higher
valences, it is possible that this is due to the approximation used for the excluded-volume param-
eter (B, ~ f), meaning the prediction might be improved by carrying out direct simulations to
find B,(f = 6). But it is also possible that the experiments carry systematic errors that are not
accounted for. For example, the method for estimating 7;. from melting temperatures is somewhat
inexact. Further, it is also possible that sample quality was imperfect: misassembled NSs can re-
sult from issues with stoichiometry of the constituent strands, or from errors in the DNA synthesis

process, and their presence could affect the measured phase behavior, as noted previously!”.

C. Low-T behavior of condensate density

Our phase diagram measurements indicate that, in a given condition, the coexistence concen-
tration of the dense phase, [NS]gen, tends to rapidly stabilize as T decreases below 7. This feature

was also observed by others!26

, and has been attributed to the strong (exponential) increase in
DNA hybridization strength as temperature decreases— essentially, as T decreases below 7, the
binding energy quickly becomes strong enough to ensure that the number of bonds in the system
is maximized; thus further temperature decrease does not lead to more bonds, causing the net-
work density to stabilize. Interestingly, we observed two conditions (f =4 and f = 3 at 150 mM

NaCl) in which there is a slow variation of [NS]4e, below T.. Because the exponential depen-
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dence of hybridization strength on temperature should still hold, this feature is likely instead due
to conformational behaviors and/or structural transitions of the NSs in these conditions.

To gain further insight into the values of NSge, at low T, it is useful to establish a metric for
comparison. Analogous to Biffi et al. 15 we posit that, for the 4- and 6-armed NSs, relevant metrics
are the density when arranged into, respectively, diamond and simple-cubic lattices, representing a
potential structure for particles with, respectively, 4 and 6 nearest neighbors. We estimate the NS-
NS center-to-center distance to be 18.4 nm, if the DNA arms are fully stretched (see supplementary
material, Section S2). Then, the density of an f =4 NS diamond lattice is 10.4 g/L, and that of
an f = 6 simple cubic lattice is 23.2 g/L.. The measured low-T values of NSqe,, for f =4 and
f = 6, exceed these values. This occurs partially because the entropic elasticity of the DNA arms
pulls the particles closer together, and, for f = 4, likely due to a tendency for the NSs to adopt

planar structures’>

. Generally, dense states are electrostatically unfavorable, as they bring the
negatively-charged phosphates along the DNA backbones into close proximity; accordingly, our
data show adding salt favors a denser DNA liquid for both f =3 and f = 4 NSs, as has been
previously observed?'. That said, we note that the f = 4 density at the lowest salt approaches
the diamond lattice value, perhaps indicating the high inter-arm electrostatic repulsion in those
conditions favors that structure; direct structural analysis would of course be needed to confirm
this.

For both f = 3 and 4, we found little increase in low-7 [NS]gen when switching from [NaCl] =
150 mM to 300 mM. This differs from a previous result on f = 4 NSs that used a centrifugation
assay, and observed a strict monotonic increase in density with salt, though over a slightly different
range (250 mM to 1000 mM NaCl)?!. The discrepancy could be attributed to the differences in
the sequence design between the two experiments. Alternatively, we speculate that more complex
mechanisms might be relevant, such as the differing effects of electrostatic screening on inter-NS
interactions versus intra-NS interactions, e.g at the junction.

The increase in low-T values of [NS]4e, With valence is expected, since higher-f NSs have
both more DNA per particle (e.g. an f = 6 particle contains twice as much DNA as an f =3
particle), and because NSs with larger f will tend to have more bound neighbors. Indeed, the
J = 6 NSs have more than twice the low-T density of the f = 3 NSs, which underlines the role
of the bound neighbors. However, the near-equivalence of the low-7" condensate density between
4 and 5 armed NSs is not consistent with this picture. Intriguingly, a recent rheology experiment

observed a similar trend with valence of elasticity?? as observed here for density: namely, the
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modulus of the rubber plateau of NS condensates clearly increased when moving from f =3 to 4
to 6, but the modulus for f =5 was similar to f = 4. We speculate that both results are due to the
f =5 NS adopting a unique structure in the condensate, relative to the 4- and 6-armed particles,

but more work is needed to clarify this.

V. CONCLUSION

We have established a simple method for obtaining the temperature-concentration phase dia-
gram of a liquid-liquid phase separating macromolecular system in which water-in-oil emulsion
droplets, at controlled temperature, are imaged with a low-magnification, low-NA fluorescence
microscope. The method offers various advantages, including no direct handling of the dense
state, low sample-volume use, and precise extraction of condensate volume fraction. The method
is readily applied to other macromolecular systems that can be fluorescently labeled. Here, we
applied it to the study of LLPS exhibited by multivalent DNA NSs, finding strong effects of par-
ticle valence and salt concentration on the phase diagram. The results confirm predictions of the

NS-SAFT numerical model, and generally give insight into limited-valence phase separation.
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Appendix A: NS, Hairpin, and emulsion preparation

HPLC purified DNA oligomers were purchased in a dehydrated state from IDT, and hydrated
with MilliQ water to form stocks with concentrations of 500 — 800 uM. All DNA sequences used
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in this experiment are listed in the Table S1 of the supplementary material. The sequences used
for NS-forming oligomers followed prior work??. The sequence of the hairpin-forming oligomer
was designed to lack any hybridization with NS sticky ends, and to have a folding (melting) tem-
perature similar to that of the NS arms (= 80°C).

To assemble an f-armed NS, f constituent oligomers were mixed in a buffer of 40 mM Tris,
11 mM HCI, 1mM EDTA containing either 50, 150, or 300 mM NaCl. In this mixture, 5% of one
of the strands was labeled with Cy3 (see Table S1). For f = 6 assemblies, achieving the desired
stock concentration required complete dehydration, followed by re-hydration in buffer with 150
mM NaCl. These NS mixtures were then thermally annealed following the protocol detailed in
Ref.??. Separately, the hairpin oligomer was diluted with the relevant buffer and salt, and annealed
it using the same procedure. Final measurement solutions were then made by mixing annealed
NS and annealed hairpin, with a hairpin concentration of typically 5 uM; notably, controls indi-
cated that varying [hairpin] from 0.5 uM to 20 uM had no effect on the volume fraction of the
dense NS phase (see supplementary material, Fig. S3). NS concentration was found from these
NS+hairpin mixtures by diluting to a 1% solution with added water, melting, measuring the UV
absorbance (A260), subtracting the A260 of the hairpin (as measured separately from the hairpin
stock), and then estimating the NS oligomer concentration using sequence-dependent estimates of
the extinction coefficients*’.

Water-in-oil emulsions were made at 7 = 65°C by delivering 2-3 uL of the NS+hairpin solu-
tions into 40 uL of a mixture of 5% wt/wt fluorinated-surfactant dissolved in a fluorinated oil (008
FluoroSurfactant in HFE7500 oil, RAN Biotechnologies). The solution was held at 60-65°C for
1-2 minutes to disallow phase separation, then emulsified by vortexing for 2-3 seconds at an in-
tensity of roughly an eighth of the maximum on a Benchmark Benchmixer vortexer. This resulted

in droplets of the desired diameter (25 — 120 um).

Appendix B: Imaging protocol

Multi-channel flow cells were created by cutting two vinyl sheets (Cricut Window Cling) with a
personal die cutting machine (Cricut Joy). One sheet contained an array of small holes for catching
air bubbles, and the second contained an array of channels. The bubble-catching sheet was placed
on an ethanol-cleaned glass slide, and pressed and heated to create adhesion. The channel sheet

was aligned to the first sheet, adhered through heat and pressure, and finally a cleaned 22x50 mm
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coverslip was similarly adhered to complete the flow cell.

Images were acquired using a 4x 0.13 NA objective (Olympus UPlan FL) on an inverted, wide-
field, fluorescent microscope (Olympus IX70), illuminated with a mercury arc lamp that was atten-
uated with a 1.0 ND filter. A subset of images were taken with two different 4x 0.1 NA objectives
(Olympus Plan N or Nikon Plan Achromat). Fluorescence imaging was achieved using a 540 + 30
nm bandpass excitation filter (540AF30 Omega), a 570 nm long-pass dichroic (570DRLP Omega)
and a 585 £ 40 nm bandpass filter (HQ585/40 Chroma). Images were captured with a CCD cam-
era (Hamamatsu Orca-R2 C10600) and saved to a computer using the camera’s imaging software

(HCImage Live).

Temperature was controlled by placing on top of the flow cell a brass heat block through which
water was circulated using an external water bath (Neslab refrigerated circulating bath RTE-8).
The flow-cell slide and heat block were insulated by a home-made styrofoam casing when imaging.
Temperature was recorded using a type-K digital thermometer (Supco SL500TC) outfitted with a
thermocouple probe (1.6 mm bead diameter) that was taped between the heat block and flow-cell

slide.

Emulsified NS solutions of different [NS] were loaded into distinct channels of the flow cell,
heated to dissolve any condensate, then allowed to equilibrate and settle over hours. The flow
cell was then placed on the stage, in contact with the brass block, which was set to the high end
of the desired temperature range. The system was allowed to equilibrate for 5-10 minutes, then
imaged. Data at subsequent temperatures was acquired by repeating the sequence of temperature

change/equilibrate/image.

Appendix C: Imaging analysis

Images of the emulsified NS+hairpin solutions were first manually processed using FIJI to
remove any artifacts (e.g. droplet clusters or visible contaminants), then imported into a custom
analysis code written in Mathematica. In that code, the function ComponentMeasurements was
used to automatically find droplets of the desired size (25 — 120 um diameter) that were sufficiently
separated from other droplets. The relevant droplet images were then cropped and fit to the double-
sphere function (see supplementary material, Eq. S1-3) using the NonlinearModelFit function.

The fitting parameters were used to calculate ¢ ,,,.

18



Appendix D: NS-SAFT calculations

The free energy of each NS system were calculated as defined by the NS-SAFT theory detailed
in Reference?® (equations (1-2) and (6-9) in their paper). From the calculated free energy, the crit-

26

ical temperature was found by numerically solving equation 10 in Reference” using the FindRoot

function in Mathematica.
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