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Abstract

For mobile devices, it is compelling to run sensitive GPU
computation within a TrustZone trusted execution environ-
ment (TEE). To minimize GPU software deployed in TEE, the
replay approach is promising: record CPU/GPU interactions
on a full GPU stack outside the TEE; replay the interactions
inside the TEE without the GPU stack. A key dilemma is
that the recording process must both (1) occur in a safe en-
vironment and (2) access the exact GPU models to be used
for replay. To this end, we present a novel recording archi-
tecture called GR-T: a mobile device possessing the GPU
hardware collaborates with a GPU-less cloud service which
runs the GPU software; the two parties exercise the GPU
hardware/software jointly for recording. To overcome the
resultant network delays, GR-T contributes optimizations:
register access deferral, speculation, and meta-only synchro-
nization. These techniques reduce the recording delay by
20x, from hundreds of seconds to tens of seconds. Replay-
based GPU computation incurs 25% lower delays compared
to native execution outside TEE. The code is available at
hps://github.com/bakhi/GPUReplay.

CCS Concepts: • Security and privacy→ Systems secu-

rity; Operating systems security; Mobile platform security;
Trusted computing.

Keywords: Secure GPU computation; Record and replay;
Dry run; GPU stack; TrustZone; TEE
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1 Introduction

Arm TrustZone is a trusted execution environment (TEE)
where sensitive-code is isolated from the untrusted OS, en-
suring the executions condentiality and integrity. While
TrustZone is already capable of isolating GPU hardware [15,
44], the biggest obstacle is the GPU software stack (GPU
stack1 for short), which is large [46] and known for vulner-
abilities [4, 5, 60]. Existing techniques transform the GPU
stack [71] or workloads [7, 61, 69] to suit TEE; they however
incur high engineering eorts and compatibility loss, as will
be analyzed in Section 2.
Our recent work [57] (referred to as GR below) sheds

light on how to deploy a lean GPU stack within TrustZone
TEEs via GPU record/replay [14, 35, 41, 70]. Interposing
the CPU/GPU boundary, GR executes a GPU workloadW,
e.g. neural network inference, in two phases. (1) The record
phase runsW on a full GPU stack and logs CPU/GPU inter-
actions as a series of register accesses and memory dumps.
(2) The replay phase runsW by replaying the pre-recorded
CPU/GPU interactions on new input without needing a GPU
stack. Of the two phases, the recording can be done in a safe
environment outside of TEE; after the recording is done once,
the replay can recur within the TEE on new input repeatedly.
The replayer can be as simple as a few KSLoC, has little exter-
nal dependency, and contains no vulnerabilities commonly
seen in a GPU stack [2, 4, 5].
A key missing piece in applying GR to mobile devices

is practicality. GR hinges on recording specic to the GPU
hardware models (often called GPU SKUs) of the target mo-
bile devices to reproduce GPU computation. Unfortunately,
ML developers cannot run the recorder on target devices as
mobile OSes are untrusted. They must generate recordings
on a separate, trustworthy machine as shown in Figure 1(a).
Doing so, however, early-binds GPU code to specic GPU
SKUs, deviating from the common practice of late binding.
With late binding, developers ship GPU code in hardware-
neutral formats such as in OpenCL or Metal, which is later
JIT-compiled on the target devices for specic GPU SKUs.
Because of early binding, GR requires developers to foresee
GPU SKUs on which their workloads may run, own such
SKUs, and produce/ship per-SKU recordings. This burdens
developers, considering as many as 80 GPU SKUs on todays
smartphones (Figure 3).

Key idea We present a new approach called GR-T, allowing
a mobile device (i.e. the client) to leverage the cloud for

1We stress that the GPU stack is software running on CPU.
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GPU recording. As shown in Figure 1 (b), the cloud hosts
the mobile GPU software stack without any GPU hardware.
To record, the client TEE requests the cloud to run a GPU
workload W. The cloud dry runs W on its GPU stack
while tunneling all the resultant CPU/GPU interactions to
the physical GPU protected within the client TEE. The cloud
logs all the interactions as a recording forW, which the client
downloads afterwards. In future executions ofW, the client
TEE replays the recording on the protected GPU without
invoking the cloud. With GR-T, the cloud recorder accesses
exact, diverse GPU SKUs without the hassle of hosting the
SKUs in the cloud.

Why can a remote cloud service be trusted for recording?
(1) The record phase, by design, does not require the work-
loads exact input (2.3). As such, the client TEE never sends
out sensitive data such as ML input and model parameters.
(2) The TEE expects the cloud GPU stack to be integral, for
which the cloud can oer high assurance: it is managed with
rigorous security measures [32]; it can be attested remotely
via techniques including Intel SGX and AMD SEV; sealed in
a VM, a GPU stack instance in the cloud exclusively serves
one client through a narrow interface  encrypted commu-
nication. This is much more secure than running the GPU
stack on a clients untrusted OS, which serves a myriad of
third party apps and faces various threats including malware
and misconguration. See Section 7.1 for a security analysis.

Challenges and Designs The main challenge to GR-T
arises from spanning the GPU stack (running on CPU) and
the GPU hardware over the wireless Internet. An ML work-
load induces frequent CPU/GPU interactions including ac-
cesses to GPU registers, shared memory accesses, and in-
terrupts. When CPU and GPU are co-located on the same
device, each interaction takes no more than microseconds.
Over a wireless connection, however, naively forwarding
each interaction takes milliseconds or seconds. Such a long
delay would preclude GPU recording due to frequent soft-
ware/hardware timeouts; it would render GR-T unusable due
to formidable recording delays.
To overcome the long delays, our insights are twofold.

(1) The sequence of GPU register accesses consists of many
recurring segments, induced by repeated invocations to GPU
driver routines, e.g. job submission and GPU cache ush. By
learning these access patterns, the cloud service can spec-
ulate most register accesses and their outcomes even be-
fore the client responds. (2) Unlike cloud ooading [20] in
which the cloud must produce correct computation results,
for recording the cloud only has to dry run the GPU stack,
extracting the CPU/GPU interactions of interest.
With the insights, GR-T automatically instruments the

GPU driver code for the following mechanisms.
(1) Register access deferral. Although each register access was
intended to execute on physical GPU synchronously, the
cloud service queues and commits multiple accesses to the
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Figure 1. A comparison between (a) the existing GR model
and (b) GR-T (this work). Figure 4 shows GR-T in detail.

client GPU in a batch, coalescing their network round trips.
Since the register accesses interleave with a drivers execu-
tion in program order, the cloud service represents the values
of pending register reads as symbols and executes the driver
symbolically. After the register accesses are completed, the
cloud replaces the symbolic variables with concrete register
values.
(2) Register access speculation. To further mask the network
delay of a commit, the cloud service predicts outcomes of
register reads. Without waiting for the client to nish a
commit, the cloud continues its GPU driver execution with
the predicted register values, and validates the prediction
after the client returns the actual register values. In case of
misprediction, both the cloud and the client roll back to their
most recent valid states.
(3) Meta-only synchronization. Despite of being physically
distributed, the cloud and the client must maintain a synchro-
nized view of the CPU/GPU shared memory. GR-T reduces
the synchronization frequencies by tapping in GPUs hard-
ware events; GR-T reduces the synchronization trac by only
synchronizing GPUs metastate  GPU shaders, command
lists, and job descriptions  while omitting the program data.
Essentially, GR-T gives up computation correctness while
faithfully preserving the semantics of CPU/GPU interactions.

Results We build GR-T atop Armv8 SoCs and Mali Bifrost, a
popular family of mobile GPUs, and evaluate it on a series of
ML workloads. Compared to naive forwarding, GR-T lowers
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response from the latter. In the meantime, the cloud records
all the CPU/GPU interactions. (3) For actual executions of the
ML workload, the client TEE replays the recorded CPU/GPU
interactions on new input (exploiting input independence,
2.3); it no longer invokes the cloud. For security, the cloud
never caches and reuses recordings across clients even if they
have the same GPU SKU.
Our approach fundamentally diers from remote I/O or

I/O-Device-as-a-Service [64]. Our goal is neither to execute
GPU compute in the cloud [18, 21] nor run the GPU stack
precisely in the cloud, e.g. software testing [67]. It is to ex-
tract the CPUs stimuli to GPU and the GPUs response. Our
unique goal allows novel optimization to be described later.

Why use the cloud for recording? The cloud has the
following benets.

(1) Safe. The cloud hosts the GPU stack in an environment
subject to rigorous security measures [32] and attestation.
Each GPU stack instance is sealed in a dedicated VM, serving
one authenticated client exclusively. This contrasts to the
client OS where the GPU stack is shared by many apps and
constantly faces threats such as malware and miscongura-
tion. See Section 7.1 for a detailed security analysis.

(2) Rich resources. The cloud can run a GPU stack that is too
big to t in the TEE; it can also host multiple GPU stack
variants, catering to dierent APIs and frameworks used by
ML workloads.

Can the cloud emulate GPUs? One may wonder if the
cloud runs software-based GPU emulators [23] without the
need for physical GPUs on clients. However, precise emula-
tion of modern GPUs is hard: they are diverse; they often
have undisclosed behaviors, interfaces, and hardware quirks.

Will the cloud have too many GPU drivers? While the
cloud VMs need to host drivers for all GPU SKUs on clients,
the total number of needed GPU drivers will be small. This is
because a single GPU driver often supports many GPU SKUs
of the same family [12, 13]; SKUs share much driver logic
while diering only in register denitions, hardware revi-
sions, and erratum. For instance, Mali Bifrost and Qualcomm
Adreno 6xx drivers each support 6 and 7 GPUs [10, 47]. As
Section 6 will show, by instructing the kernel device tree, we
can incorporate multiple GPU drivers in one unied Linux
kernel image to be used by the cloud VMs.

Why is GR-T practical? One may wonder if OS and device
vendors are in a good position for crafting in-TEEGPU stacks.
However, doing so would require deep customization across
multiple parties (e.g. vendors of OS, TEEs, GPUs, and SoCs);
in particular, the hardware vendors are secretive about their
IPs. Even if they are willing to, they still face challenges in re-
architecting the complex GPU stacks. By contrast, GR-T does
not require such deep, cross-domain cooperation. Unlike
alternative recording environments (4.2), GR-T alleviates
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Figure 4. GR-Ts online recording. The cloud collaborates
with the client to dry run the GPU stack.

the burden of maintaining the current and future GPU SKUs
from both the cloud provider and ML developers.

Limitations GR-T requires an Internet connection to func-
tion: it cannot create recordings when the client device is
oine. The poor network condition can slow down the en-
tire recording process. To record a workload, the TEE must
faithfully allocate the same amount of memory as needed by
the workloads actual run. As the secure memory available to
TrustZone is typically pre-congured small [52, 53, 58], GR-T
may need the SoC rmware to enlarge the secure memory
for recording a high-memory ML workload.

Broader applicability While we show GR-T for recording,
its optimizations can be used for remote debugging [67].
For instance, by comparing a clients GPU register logs and
memory dumps with the ones from the cloud, the cloud
may detect and report rmware malfunctioning and vendors
may troubleshoot remotely. As replay has been used on IO
devices other than GPU [30], our techniques can be used for
generating recordings for these IO without possessing the
actual IO hardware.

3.2 The GR-T architecture

Figure 4 shows the architecture. The cloud service manages
multiple VM images corresponding to variants of GPU stack.
The VM is lean, containing a kernel and theminimal software
required by the GPU stack. Once launched, a VM is dedicated
to serving only one client TEE. Neither a VM nor a recording
is shared across clients. All the communication between the
cloud VM and the TEE is authenticated and encrypted.

GR-Ts recorder comprises two shims for the cloud (Driver-
Shim) and the client TEE (GPUShim). DriverShim at the bot-
tom of the GPU stack interposes access to the GPU hardware.
It is implemented by automatic instrumenting of the GPU
driver, injecting code to register accessors and interrupt han-
dlers. GPUShim, instantiated as a TEE module, isolates the
GPU during recording and prevents normal-world access.
After a record run, DriverShim processes logged interac-

tions as a recording; it signs and sends the recording back to
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the client. To replay, the client TEE loads a recording, veri-
es its authenticity, and executes the enclosed interactions.
During replay, the TEE isolates the GPU; before and after
the replay, it resets the GPU and cleans up all the hardware
state.

3.3 Challenge: long network delays

AGPU stack is designed with the premise that CPU and GPU
co-locate on an on-chip interconnect with sub-microsecond
delays. GR-T breaks the premise by distributing CPU/GPU
over the Internet with tens of ms or even seconds of delays.
The impacts are twofold. (1) GPU register accesses are trans-
lated into numerous network round trips. Taking MNIST
inference as an example, the GPU driver issues 2800 register
accesses, each requiring a round trip. (2) Long round trip
time (RTT) makes memory synchronization slow. By design,
CPU and GPU exchange extensive information via shared
memory: commands, shader code, and input/output data.
Since they are distributed with no shared physical memory,
maintaining such a shared memory view can be prohibitively
slow. As we will show in Section 5, classic distributed shared
memory (DSM) misses a key opportunity in dry run.

The long recording delay, often hundreds of seconds (7),
renders GR-T unusable. (1) We observed that the GPU stack
constantly throws exceptions and GPU resets or freezes from
time to time. This is because the long delays violate many
timing assumptions implicitly made by the stack code and
the GPU rmware. (2) As the TEE has to exclusively lock the
GPU for a record run, it blocks the normal-world apps from
accessing the GPU for long and hurts the system interactivity.
(3) As each record run (per client, per workload) requires a
dedicated cloud VM for hundreds of seconds, GR-T is less
cost-eective. (4) An ML workload has to wait long before
its rst execution.

4 Hiding Register Access Delays

To overcome long network delays, we retrot known I/O
optimizations to exploit new opportunities in mobile GPUs.

4.1 Register access deferral

Problem By design, a GPU driver weaves GPU register ac-
cesses into its instruction stream, executing register accesses
and CPU instructions synchronously in program order. For
example in Listing 1(a), the driver cannot issue the second
register access (line 4) until the rst access (line 3) and the
preceding CPU instructions are completed. The synchronous
register access leads to numerous network round trips. This
is exacerbated by the fact that GPU register accesses are dom-
inated by reads (more than 95% in our measurement), which
cannot be simply buered as writes. This is in Figure 5(a).

Basic idea We coalesce the round trips by making register
accesses asynchronous: as shown in Figure 5(b), DriverShim
defers register accesses as the driver executes, until the driver
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Figure 5. GR-Ts strategies for hiding long RTTs.

cannot continue execution without the value from a deferred
register read. DriverShim then synchronously commits all
deferred register accesses in a batch to the client GPU. After
the commit, DriverShim stalls the driver execution until the
client GPU returns the register access results.

To implement the mechanism, DriverShim injects the de-
ferral hooks into the driver via automatic instrumentation.
The driver source code remains unmodied.

Keymechanisms for correctness First, DriverShim keeps
the deferral transparent to the client and its GPU. For correct-
ness, the GPU must execute the same sequence of register
accesses as if there was no deferral. The register accesses
must be in their exact program order, because (1) GPU is
stateful and (2) these accesses may have hidden dependen-
cies. For instance, read from an interrupt register may clear
the GPUs interrupt status, which is a prerequisite for a sub-
sequent write to a job register. For this reason, DriverShim
queues register accesses in their program order. It instanti-
ates one queue per kernel thread, which is important to the
memory model to be discussed later.

Second, DriverShim tracks data dependencies. This is be-
cause (1) the driver code may consume values from un-
committed register reads; (2) the value of a later register
write may depend on the earlier register reads. Listing 1
(a) shows examples: variable qrk_mmu depends on the read
from register MMU_CONFIG; the write to MMU_CONFIG on line
8 depends on the register read on line 4. To this end, for each
queued register read, DriverShim creates a symbol for the
read value and propagates the symbol in subsequent driver
execution. Specically, a symbol S can be encoded in a later
register write to be queued, e.g. reg_write(MMU_CONFIG,
S|0x10). After the next commit returns concrete register
values, DriverShim resolves the symbols and replaces sym-
bolic expressions in the driver state that encode these sym-
bols.

Third, DriverShim respects control dependencies. The dri-
ver control ow may reach a predicate that depends on an
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1 #define MMU_ALLOW_SNOOP_DISPARITY 0x10
2 // detect hardware quirks
3 qrk_shader = reg_read(SHADER_CONFIG);
4 qrk_mmu = reg_read(MMU_CONFIG);
5 // configure GPU MMU accordingly
6 if (dev->coherency == COHERENCY_ACE) 
7 qrk_mmu |= MMU_ALLOW_SNOOP_DISPARITY;
8 reg_write(MMU_CONFIG, qrk_mmu);
9 ...
10 // commit

Deferral queue𝓢1=READ(SHADER_CONFIG)𝓢2=READ(MMU_CONFIG)
WRITE(MMU_CONFIG,(𝓢2|0x10))

qrk_shader 1

qrk_mmu 𝓢2|0X10

Symbolic state

(a) Data dependency

1 // job interrupt handler
2 int done = reg_read(JOB_IRQ_STATUS);
3 if (!done) // commit 1
4 return IRQ_NONE;
5 else {
6 reg_write(JOB_IRQ_CLEAR, done);
7 dev->tiler  = reg_read(TILER_PRESENT);
8 dev->shader = reg_read(SHADER_PRESENT);
9 if (dev->tiler) // commit 2
10 reg_write(PWR_ON, dev->tiler);
11 if (dev->shader)
12 reg_write(PWR_ON, dev->shader);
13 }

Deferral queue𝓢1=READ(JOB_IRQ_STATUS)

WRITE(JOB_IRQ_CLEAR, 1)𝓢2=READ(TILER_PRESENT)𝓢3=READ(SHADER_PRESENT)

(b) Control dependency (symbolic expressions omitted)

Listing 1. Code examples of data and control dependencies.
The register accesses are deferred in the queue; the driver
keeps running with symbolic values until commit.

uncommitted register read, as shown in Listing 1 (b), line 3.
DriverShim resolves such control dependency immediately:
it commits all the queued register accesses including the one
pertaining to the predicate.

When to commit? DriverShim commits register accesses
when the driver triggers the following events.

• Resolution of control dependency. This happens when the
driver execution is about to take a conditional branch that
depends on an uncommitted register read.

• Invocations of kernel APIs, notably scheduling and locking.
There are three rationales. (1) By doing so, DriverShim safely
limits the scope of code instrumentation and dependency
tracking to the GPU driver itself; it hence avoids doing so for
the whole kernel. (2) DriverShim ensures all register reads
are completed before kernel APIs that may externalize the
register values, e.g. printk() of register values. (3) Committing
register accesses prior to any lock operations (lock/unlock)
ensures memory consistency, which will be discussed below.

• Drivers explicit delay, e.g. calling the kernels delay family
of functions [48]. The drivers often use delays as barriers, as-
suming register accesses preceding delay() in program order
will take eect after delay(). For example, the driver writes
a GPU register to initiate cache ush and then calls delay(),
after which the driver expects that the cache ush is com-
pleted and coherent GPU data already resides in the shared
memory. To respect such design assumptions, DriverShim
commits register accesses before explicit delays.

Memory consistency for concurrent threads A GPU
driver is multi-threaded by design. Since DriverShim defers
register accesses with per-thread queues, if a driver thread
assigns a symbolic value to a variable  , the actual update
to  will not happen until the thread commits the corre-
sponding register read. What if at this time another thread
attempts to read ? Will it read the stale value of ?
DriverShim implements a known memory model of re-

lease consistency [27] to ensure no other concurrent threads
can read  . The memory model is guaranteed by two de-
signs. (1) Given that the Linux kernel and drivers have been
thoroughly scrutinized for data race [49], a thread always
updates shared variables (e.g. ) with necessary locks, which
prevent concurrent accesses to the variables. (2) DriverShim
always commits register accesses before the driver invokes
unlock APIs, i.e. a thread commits register accesses before
releasing any locks. As such, the thread must have updated
the shared variables with concrete values before any other
threads are allowed to access the variables.

Optimizations To further lower overhead, we narrow down
the scope of register access deferral. We exploit an observa-
tion: GPU register accesses show high locality in the driver
code: tens of hot driver functions issue more than 90% reg-
ister accesses. These hot functions are analogous to compute
kernels in HPC applications.
To do so, we obtain the list of hot functions via proling

oine.We run the GPU stack, trace register accesses, and bin
them by driver functions. At record time, DriverShim only
defers register accesses within these functions. When the
drivers control ow leaves these hot functions, DriverShim
commits queued register accesses. Note that (1) the choices
of hot functions are for optimization and do not aect driver
correctness, as register accesses outside of hot functions are
executed synchronously; (2) proling is done once per GPU
driver, hence incurring low eort.

4.2 Speculation

Basic idea Even with deferred register accesses, each com-
mit is still synchronous taking one RTT (Figure 5(b)). Driver-
Shim further makes some commits asynchronous to hide
their RTTs. The idea is shown in Figure 5(c): rather than
waiting for a commit C to complete, DriverShim predicts
the values of all register reads enclosed in C and continues
driver execution with the predicated values; later, when C

completes with the actual read values, DriverShim validates
the predicated values: it continues the driver execution if the
all predictions were correct; otherwise, it initiates a recovery
process. Misprediction incurs performance penalty but does
not violate correctness.

Why are register values predictable? Our observation is
that the driver issues recurring segments of register accesses,
to which the GPU responds with identical values most of the
time. Such segments recur within a workload (e.g. MNIST

292



EuroSys 23, May 912, 2023, Rome, Italy Heejin Park and Felix Xiaozhu Lin

inference) and across workloads (e.g. MNIST and AlexNet
inferences).

What causes recurring segments? (1) Routine GPUmainte-
nance. For instance, before and after each GPU job, the driver
ushes GPUs TLB/cache. The sequences of register accesses
and register values (e.g. the nal status of ush operations)
repeat themselves. (2) Repeated GPU state transitions. For in-
stance, each time an idle GPU wakes up, the driver exercises
the GPUs power state machine, for which the driver issues
a xed sequence of register writes (to initiate state changes)
and reads (to conrm state changes). (3) Repeated hardware
discovery. For instance, during its initialization, the driver
probes GPU hardware capabilities by reading tens of regis-
ters. The register values remain the same as the hardware
does not change.

When to speculate? Not all register accesses belong to
recurring segments. To minimize misprediction, DriverShim
acts conservatively, only making predictions when the his-
tory of commits shows high condence.
When DriverShim is about to make a commit C, it looks

up the commit history at the same driver source location. It
considers the most recent  historical commits that enclose
the same register access sequence as C: if all the  historical
commits have read identical sequences of register values,
DriverShim uses the values for prediction; otherwise, Driver-
Shim avoids speculation for C, executing it synchronously
instead.  is a congurable parameter controlling condence
that permits prediction. We set  = 3 in our experiment.

How does driver execute with predicted values? Based
on predicted register values, the GPU driver may mutate
its state and take code branches; DriverShim may make a
new commit without waiting for outstanding commits to
complete. To ensure correctness, DriverShim stalls the driver
execution until all outstanding commits are completed and
the predictions are validated, when the driver is about to
externalize any kernel state, e.g. calling printk() on a variable.
This condition is simple, as it does not dierentiate if the
externalized state depends on predicted register values. As
a result, checking the condition is trivial: DriverShim just
intercepts a dozen of kernel APIs that may externalize kernel
state. DriverShim eschews ne-grained tracking of data and
control dependencies throughout the whole kernel.
Optimization: Only checking the above condition has a

drawback: in the event of misprediction, both the driver and
the GPU have to roll back to valid states, because both may
have executed based on mispredicted register values. List-
ing 1 (b) shows an example: if the read of JOB_IRQ_STATUS
(line 2) is found to be mispredicted after the second commit
(line 10), the driver already contains an incorrect state (in
dev) and the GPU has executed incorrect register accesses
(e.g. write to JOB_IRQ_CLEAR).

To this end, DriverShim can relieve the client GPU from
rollback in case of misprediction. It does so by preventing

1 u32 cmd = PGT_UPDATE;
2 int max = MAX_LOOP;
3 u32 val = reg_read(MMU_STATUS);

4 while (--max && (val & STATUS_ACTIVE))
5 val =  reg_read(MMU_STATUS);

6 if (max == 0)
7 return -1
8 else reg_write(MMU_CMD, cmd);

Offload in a shot

A predicate to 
be predicted

Listing 2. Code example of a polling loop.

spilling speculative state to the client. Specically, Driver-
Shim additionally stalls the driver before committing reg-
ister accesses that themselves are speculative, i.e. having
dependencies on predicted values. For example, in Listing 1
(b), the second commit must be stalled if the rst is yet to
complete, because the second commit consists of register ac-
cesses (JOB_IRQ_CLEAR and TILER/SHADER_PRESENT) that
casually depend on the outcome of the rst commit. To track
speculative register accesses, DriverShim taints the predicted
register values and follows their data/control dependencies
in the driver execution. In the above example, when the dri-
ver takes a conditional branch based on a speculative value
(line 3), DriverShim taints all updated variables and state-
ments on that branch to be speculative, e.g. dev->tiler. For
completeness, the taint tracking applies to any kernel code
invoked by the driver.

How to recover from misprediction? When DriverShim
nds an actual register value dierent from what was predi-
cated, the GPU stack and/or the GPU should restore to valid
states. We exploit the GPU replay technique [57] for both
parties to reset and fast-forward independently. To initiate
recovery, DriverShim sends the client the location of the mis-
predicted register access in the interaction log. Then both
parties restart and replay the log up to the location. In this
process, GPUShim feeds the recorded stimuli (e.g. register
writes) to the physical GPU; DriverShim feeds the recorded
GPU response (e.g. register reads and interrupts) to the GPU
stack. Because both parties need no network communication,
the recovery takes only a few seconds, as will be evaluated
in Section 7.3.

4.3 Oloading polling loops

A GPU driver often invokes polling loops, e.g. to busy wait
for register value changes as shown in Listing 2. Polling
loops contribute a large fraction of register accesses; they
are a major source of control dependencies.

Problem Naive execution of a polling loop incurs multiple
round trips, rendering the aforementioned techniques inef-
fective. (1) Deferring register access does not benet much,
because each loop iteration generates control dependency
and requests a synchronous commit. (2) Speculation on a
polling loop is dicult: by design above, DriverShim must
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predict the iteration count upon which the terminating con-
dition is met, which often depends on GPU timing (e.g. a
GPU jobs delay) and is nondeterministic in general.

Observations Fortunately, most polling loops are simple,
meeting the following conditions.

• Register accesses in the loop are idempotent: the GPU state
is not be aected by re-execution of the loop body.

• The iteration count has only a local impact: the count is a
local variable and does not escape the function enclosing the
loop. The count is evaluated with some simple predicates,
e.g. (count<MAX).

• The addresses of kernel variables referenced in a loop are
determined prior to the loop, i.e. the loop itself does not
compute these addresses dynamically.

• The loop body does not invoke kernel APIs that have an
external impact, e.g. locking and printk().

DriverShim uses static analysis to nd all of the simple
polling loops in the GPU driver. Complex polling loops that
mist the denition above are rare; DriverShim just executes
them without optimizations.

Solution DriverShim executes simple polling loops as fol-
lows. (1) Ooading. DriverShim commits a loop in a shot to
the client GPU, incurring only one RTT. To do so, Driver-
Shim ooads a copy of the loop code as well as all variables
to be referenced in the loop. GPUShim runs the loop and re-
turns updated variables. Ooading respects release memory
consistency as described in Section 4.1, because accesses to
shared variables inside the loop must be protected with locks
and the loop itself does not unlock. (2) Speculation. Driver-
Shim further masks the RTT in ooading a loop. Rather than
predicting the exact iteration count (e.g. the nal value of max
in Listing 2), DriverShim extracts and predicts the predicate
on the iteration count, e.g. (max?=0), which is more pre-
dictable. When the client returns the actual iteration count,
DriverShim evaluates the predicate in order to validate the
prediction.

5 Memory Synchronization

Problem Mobile CPU and GPU were intended to share
physical memory. As the driver (cloud) and the GPU (client)
run on their own local memories, we need to synchronize
a shared memory view between them as in Figure 6. Mem-
ory synchronization has been a central issue in distributed
execution [8, 18, 27, 67]. A proven approach is relaxed mem-
ory consistency: one node pushes its local memory updates
to other nodes only when the latter nodes are about to see
the updates. Accordingly, prior systems choose synchroniza-
tion points based on program behaviors, e.g. synchronizing
thread-local memory at the function call boundary [18] or
synchronizing shared memory of a data-race free program
as part of lock/unlock operations [27].

D

Client

GP
U

GPUshim

Metastate

GPU pgtables
shaders
cmds …

DriverShim

Cloud

Prog. data Metastate

pgtables
shaders
cmds …

Prog. data

No 
sync

No 
sync

Local mem Local mem

mem
dump

Driver TEE

Figure 6. Selective memory synchronization of GPU metas-
tate only but not program data.

Unlike these prior systems, the memory sharing proto-
col between CPU and GPU is never explicitly dened. For
example, they never use locks. From our observations, we
conjecture that CPU and GPU write to disjoint memory re-
gions and order their memory accesses by some register
accesses and some driver-injected delays. However, it would
be brittle to build GR-T based on such vague assumptions.

Approach Our idea is to constrain the GPU driver behaviors
so that we can make conservative assumptions for memory
synchronization. To do so, we congure the drivers job
queue length to be 1, which eectively serializes the dri-
vers job preparation and the GPUs job execution. Such a
constraint has been applied in prior work and shows minor
overhead [57]. With the constraint, the driver emits GPU
jobs to the shared memory only when the GPU is idle; the
GPU is executing jobs from the memory only when the dri-
ver is idle. Therefore, the driver and the client GPU will never

access the shared memory simultaneously.

When to synchronize? The cloud and client synchronize
when GPU is about to become busy or idle:

• Cloud⇒ client. Right before the register write that starts a

new GPU job, DriverShim dumps its local memory allocated
to GPU and sends it to the client. The memory dump is
consistent: at this moment, the GPU driver has emitted and
ushed all the memory states needed for the new job, and
has updated the GPU page tables for mapping the memory.

• Client ⇒ cloud. Right after the client GPU raises an in-

terrupt signaling job completion, GPUShim forwards the
interrupt and uploads its memory dump to the cloud. The
memory dump is also consistent: at this moment the GPU
must have written back the job status and ushed job data
from cache to local memory.

We further implement continuous validation as a safety
net. After DriverShim sends its memory dump to the client, it
unmaps the dumped memory regions from CPU and disables
DMA to/from the memory. As such, any spurious access to
the memory region will be trapped to DriverShim as a page
fault and reported as an error. In the same fashion, GPUShim
unmaps the shared memory from the GPU s page table when
the GPU becomes idle; any spurious access from GPU will
be trapped.
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What to synchronize? As shown in Figure 6, we mini-
mize the amount of memory transfer with the following
insight: for recording, it is sucient to synchronize only the

GPU metastate in memory, including GPU commands, shader
code, and page tables. Synchronizing program data, such as
input/output and intermediate GPU buers, is unnecessary.
Fortunately, program data constitutes most of GPU memory.
How to locate metastate in the shared memory, given

that GPU memory layout is proprietary? We implement a
combination of techniques. (1) Some GPU page tables have
permission bits which suggest the usage of memory pages.
For instance, the Mali GPUs map metastate as executable
because the state contains GPU shader code [9]. (2) For GPU
hardware lacking permission bits, GR-T infers the usage of
memory regions from IOCTL() ags used by ML workloads
to map these regions. For instance, a region mapped as read-
only cannot hold GPU commands, because the GPU runtime
needs the write permission to emit GPU commands. (3) If
the above knowledge is unavailable, DriverShim simply lls
an ML workloads inputs and parameters as zeros. Doing
so will sparsify the GPUs program data, making memory
dumps highly compressible.
We further apply standard compression. Both shims use

range encoding to compress memory dumps; each shim cal-
culates and transfers the deltas of memory dumps between
consecutive synchronization points.

6 Implementations

Platforms We implement the GR-T prototype on the fol-
lowing platforms. The cloud service runs on a single board
computer (SBC) with quad Arm Cortex-A55 cores. The client
runs on Hikey960, a mobile development board with a Mali
G71 MP8 GPU. Our choice of Arm processors for the cloud
is for prototyping ease rather than a hard requirement; the
cloud service can run on x86 machines with binary transla-
tion [67].
The cloud service runs Debian 9.4 (Linux v4.14) with a

GPU stack composed of an ML framework (ACL v20.05 [11]),
a runtime (libmali.so), and a driver (Mali Bifrost r24 [12]).
Below the service, KVM-QEMU (v4.2.1) runs as the VM
hypervisor. The client runs Debian 9.13 (Linux v4.19) and
OPTEE (v3.12) as its TEE.

DriverShim We build our code instrumentation tool as
a Clang plugin. For static analysis and code manipulation,
the plugin traverses the drivers abstract syntax tree (AST).
With the Clang/LLVM toolchain [19], our tool compiles the
GPU driver and links it against DriverShim. By limiting
the scope to the hot driver functions in the Mali GPU dri-
ver (4.1), our instrumentation tool processes 19 functions in
total. The instrumentation itself incurs negligible overhead.
We implement DriverShim as a kernel module (∼1K SLoC)
to be invoked by the instrumented driver code; the module

performs dependency tracking, commit management, and
speculation, as described in Section 4 and 5.

DriverShim communicates with the client via TCP-based
messages. We install GPU devicetrees in the cloud VM, so the
GPU stack can run transparently even a physical GPU is not
present [67]. To support multiple GPU types, we implement
a mechanism for the cloud service to load per-GPU device-
tree when a VM boots. As a result, a single VM image can
incorporate multiple GPU drivers, which are dynamically
loaded depending on the specic client GPU model.

GPUShim We build GPUShim as a TEE module. Following
the TrustZone convention, GPUShim communicates with
the cloud using the GlobalPlatform APIs implemented by
OPTEE [26]. The communication is authenticated and en-
crypted by SSL 3.0 with the TEE, before it is forwarded
through the normal-world OS.
By design, the trusted rmware on the client dynami-

cally switches the GPU between the normal world and the
TEE with a congurable TrustZone address space controller
(TZASC) [44]. Yet, our client platform (Hikey960) has a pro-
prietary TZASC which lacks public documentation [33]. We
workaround this issue by statically reserving memory re-
gions for GPU and mapping the memory regions and GPU
registers to the TEE.
We modify the secure monitor to route the GPUs inter-

rupts to the TEE. GPUShim forwards the interrupts to Driver-
Shim for handling. We avoid interrupt injection to the VM
hypervisor and keep it unmodied.

To bootstrap the GPU, the client TEE needs to access SoC
resources not managed by the GPU driver, e.g. power/clock
for GPU. For strong security, we protect these resources
inside the TEE as did in prior work [44] instead of invoking
the normal-world OS via RPC [67].

7 Evaluation

The evaluation answers the following questions.

• Is GR-T secure against attacks? ( 7.1)

• What are the delays of GR-T? ( 7.2)

• Are GR-Ts optimizations signicant? ( 7.3)

• What is the energy implication of GR-T? (7.4)

7.1 Security analysis

Threat model We trust the cloud service and its GPU stack,
assuming that the VMs are attested [65, 66] when the client
TEE requests a connection to them. We also assume that
each client TEE can communicate with the cloud VMs over
a secure channel where all the data is encrypted (e.g. using
attested TLS [39]). We trust the clients TrustZone and hard-
ware but not its OS. We consider two types of adversaries: (1)
a local, privileged adversary who controls the client OS; (2) a
network-level adversary who can eavesdrop the cloud/client
communications during recording.
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7.4 Energy consumption

We measure the whole client energy using a digital mul-
timeter which instruments the power barrel of the client
device (Hikey960). The client device has no display. It uses
the on-board WL1835 WiFi module for communication; it
runs no other foreground applications. Each workload runs
500 times and we report the average per run. Figure 9 shows
the results.
Record. The energy consumed by recording is moderate,

ranging from 1.8J  8.2J, which is comparable to energy for
installing a mobile app, e.g. 16J for Snapchat (80MB) on the
same device. Note that it is one-time consumption per ML
workload. Compared to Naive, GR-T reduces the system
energy by 84%  99%.
Replay. As a reference, we measure replay energy per

benchmark. It ranges from 0.01  1.3 J, consistent with the
replay performance in Table 2. The replaying energy is com-
parable with the native GPU execution on the client device
(not shown in the gure).

8 Related Work

Remote I/O is adopted for cross-device I/O sharing [8, 55]
and task ooading [21, 34]. Unlike GR-T, their remoting
boundary is at higher levels, e.g. le [8], Android binder
IPC [55], and runtime API [34]. Doing so would bloat the
TEE with implementation of these high-level APIs.

Similar to GR-T, prior works interpose low-level primi-
tives, e.g. forwarding I/O from VM to mobile system [67] or
low-level memory access from emulator to real device [40,
74]. However, their cross-device interfaces are wired as op-
posed to wireless Internet addressed by GR-T. Contrasting to
their concrete executions, GR-T targets dry run and therefore
contributes unique optimizations that were absent.

Device isolation with TEE Recent works isolates GPUs
by enclosing the GPU stack in the TEE [36, 51] or even part
of the GPU stack in hardware [71]. They, however, require
deep modication of the GPU software/hardware and/or
bloat the TEE. TrustZone is also leveraged by prior works
to secure devices, e.g. peripheral IO [44] and displays [7, 45,
56]; none of them use replay as we did for a complex GPU
stack. Although recent works [30, 57] secure devices based
on record and replay the device interactions, they cannot
solve the problem of recording (2.4), which is limited to
developers machines unlike GR-Ts online recording.
Speculative execution is widely explored by prior works;
based on caching and prefetching, they facilitate asynchro-
nous le I/O [16, 54, 62] or speed up VM replication [22]
and distributed systems [75]. GR-T gives this conventional
wisdom a fresh context: mobile GPUs. Catering to GPU com-
putation, GR-T avoids register prefetch; it predicts register
values with heuristics specic to mobile GPU drivers, which
were unexploited by prior works.

Mobile cloud oloading Cloud ooading [18, 20, 27]
partitions mobile application between a device and the cloud;
both partitions collaborate to execute. GR-T can be viewed
as an extreme case of ooading: the whole GPU stack is
ooaded while only GPU hardware remains on device. As
opposed to prior ooading for concrete execution, GR-Ts
ooading is for dry run.
GPU record and replay at a variety of API levels is used
to reverse-engineer GPU commands [6, 28, 46], enhance
performance [41], proling [14], and lean software deploy-
ment [30, 57]. While prior works focus on what to record,
GR-T focuses on how to record for TEE, for which GR-T
contributes remote GPU recording.

Secure client ML Many works protect the condentiality
of ML input and model parameters [29, 43, 52, 53]. Their
ML computation runs on CPU instead of GPU. While re-
cent work [69] proposes veriable GPU compute in TEE, the
entailed expensive homomorphic encryption unlikely ts
client devices.

9 Conclusions

GR-T is a novel system architecture to run GPU computa-
tion inside the TrustZone TEE. It provides a safe, practical
recording process. The key idea for recording is to leverage a
cloud service which dry runs the GPU stack interacting with
the client GPUs over wireless communication. With a series
of I/O optimization techniques specic to mobile GPUs, GR-
T signicantly reduces the time and energy consumed by
clients.
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