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Abstract

The generalized polynomial chaos (gPC) method is one of the most popular method for
uncertainty quantification. Being essentially a spectral approach, the gPC method exhibits
the spectral convergence rate which heavily depends on the regularity of the solution in the
random space. Many regularity studies have been made for stochastic elliptic and parabolic
equations while regularities studies of stochastic hyperbolic equations has long been infea-
sible due to its intrinsic difficulties. In this paper, we investigate the impact of uncertainty
on the time-dependent radiative transfer equation (RTE) with nonhomogeneous boundary
conditions, which sits somewhere between hyperbolic and parabolic equations. We theoret-
ically prove the a-priori bound of the solution, its continuity with respect to the scattering
coefficient, and its regularity in the random space. These studies can serve as a building block
in understanding the influence of uncertainties in the passage from hyperbolic to parabolic
equations. Moreover, we vigorously justify the validity of the gPC expansion ansatz based on
the regularity study. Then the stochastic Galerkin method of the gPC approach is employed to
discretize the random variable. We further conduct a delicate analysis to show the exponential
decay rate of the gPC coefficients and establish the error estimates of the stochastic Galerkin
approximation for both one-dimensional and multi-dimensional random space cases. Numer-
ical tests are presented to verify our analytical results.
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1 Introduction

The radiative transfer equation (RTE) [6, 7] is a fundamental model for light propagation. Itis
amodel equation for a class of kinetic equations, whose solutions are probability distribution
functions of particles in the phase space. RTE, like other kinetic equations, describes the
dynamics of photons in a given optical environment. The equation has wide applications
in many areas such as astrophysics, inertial confinement fusion, optical molecular imaging,
shielding, atmospheric science, and remote sensing, etc..

In practical applications, the RTE almost always contains uncertainties. It is very common
that the optical environment contains uncertain parameters, rendering a parameterized equa-
tion that is otherwise deterministic. For each fixed configuration of the parameters, solving
the deterministic RTE is a classical topic. At the forefront of stochastic computation, most
numerical techniques focus on capturing the stochastic behavior of the solution when param-
eters vary. Among many choices of numerical methods, the polynomial chaos (PC) methods
have received intensive attention. The term “polynomial chaos” was coined by Wiener in [36],
where the decomposition of Gaussian random processes was studied with Hermite polyno-
mials serving as an orthogonal basis in the random space. Inspired by Wiener’s work, the
original PC method using Hermite polynomials was developed by Ghanem and his collabo-
rators for many engineering problems where uncertainties are mostly modeled by Gaussian
stochastic processes. We refer to [17] for an overview of the method. Later, Xiu and Kar-
niadakis proposed the generalized polynomial chaos (gPC) method in [39], where different
types of orthogonal polynomials are chosen as basis functions according to the features of
the random inputs, extending Gaussian process to a more general setting.

Being essentially a spectral approach, the gPC method exhibits the spectral convergence
with the specific rate depending on the regularity of the solution in the random space. As a
result, justifying the regularity of the solution lies at the core of numerical validation. Many
regularity studies have been made for stochastic elliptic and parabolic equations; see [2, 3,
9, 10, 40]. These studies explore the solutions’ properties in the random space, and based on
these properties, new numerical methods were developed to further incorporate the solutions’
structure [1, 8, 12, 20, 21, 32-34]. However, these studies have mostly been confined to
elliptic/parabolic type equations since this regularity argument for stochastic hyperbolic
equations usually breaks down [4, 12]: The solutions develop nonsmooth structures rendering
the failure of the spectral accuracy.

Interestingly, kinetic equations sit somewhere between hyperbolic and parabolic systems.
The equations describe dynamics of particles, and thus naturally contain terms that character-
ize transport phenomena, resembling most hyperbolic systems. However, particles sometimes
interact, either with each other or with the environment, bringing in a dissipative feature that
eventually sends the system to equilibrium. In this sense, it is closer to a parabolic system.
The feature the system shows largely depends on the regime the equation gets presented on.
Typically one adjusts the scaling between temporal and spatial variables, and this scaling is
presented by the Knudsen number. In the large time regime where temporal scale dominates
and the Knudsen number is small, the system dissipates fast into an equilibrium, demonstrat-
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ing a parabolic feature. This interesting phenomenon attracted growing interest in kinetic
equations in recent years, especially when the system contains uncertainty. These studies
serve as a building block in understanding the influence of uncertainties in the passage from
hyperbolic to parabolic equations. Uniform (in the Knudsen number) regularity in the ran-
dom space and the uniform spectral convergence of the stochastic Galerkin method were
proved for the transport equation in [23] and for the semiconductor Boltzmann equation in
[24]. The authors in [30] carried out uniform regularity analysis based on hypocoercivity
[13] for stochastic linear kinetic equations in the random space where the regularity result is
independent of the form of the collision operator, the probability distribution of the random
variables, or the regime in which the system is in, and can be applied to a wide range of linear
kinetic equations and to different regimes including kinetic, diffusive, and high field. It was
followed by [16] where uniform error estimates of the bi-fidelity method was conducted for
linear transport equations. We refer readers to the asymptotic-preserving stochastic Galerkin
methods for kinetic equations in [22, 25, 26, 28, 42], etc.. We also refer readers to the mono-
graph [27] for more details regarding uncertainty quantification for hyperbolic and kinetic
equations.

All of these results focused on preserving the regularity in time based on the assumption
that the solution has a gPC expansion ansatz in the random space. However, why the solution
can be represented by random variables and be formed as a well-defined function is left
unjustified. The study in this paper can be regarded as a complement to these previous
results. It provides a recipe, using the time-dependent RTE as an example, to justify the gPC
expansion ansatz. By establishing the a-prior estimate of the RTE solution, we prove the
regularity of the solution in the random space for the RTE with nonhomogeneous boundary
conditions. Based on these studies, we rigorously show that the solution can be represented
as a power series with nontrivial radius of convergence and thus is well-defined in the random
space. Therefore, the stochastic Galerkin method can be adopted to approximate the random
variables. Moreover, a delicate analysis is conducted to prove the exponential decay rate
of the gPC coefficients, and the error estimates are established for the stochastic Galerkin
approximation. It is worth mentioning that, for the time-dependent RTE with homogeneous
boundary conditions, the regularity of the solution in the random space was proved in the [23].
It is also a special case of linear kinetic equations with random inputs studied in [30] where
uniform regularity was proved based on the hypocoercivity depending on four assumptions
regarding microscopic coercivity, macroscopic coercivity, orthogonality, and boundedness of
auxiliary operator. Although almost all the kinetic equations satisfy these four assumptions
as checked in [13], it can be verified that, for the RTE with nonhomogeneous boundary
conditions, the transport operator is not skew symmetric and thus breaks the assumption of
macroscopic coercivity that the uniform regularity analysis relies on. We also refer readers
to the regularity and convergence study for the stationary RTE investigated in [41].

The rest of paper is organized as follows: In Sect.2, we present the equation and some
theoretical aspects, including the a-prior bound in Sect.2.2, continuity with respect to the
scattering coefficient in Sect. 2.3, and the regularity in the random space in Sect. 2.4. Section 3
is devoted to the study of the stochastic Galerkin approximation with the method presented in
Sect. 3.1, the decay rate analysis of the gPC coefficients carried out in Sect. 3.2, and the error
estimates for the stochastic Galerkin approximation established in Sect. 3.3. Numerical tests
are provided in Sect. 4 and the paper is concluded with summaries and remarks in Sect. 5.
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2 Theoretical Aspects of the RTE Solution

In this section, we introduce the equation and investigate theoretical aspects of the RTE
solution including the a-priori bound, its continuity with respect to the scattering coefficient,
and its regularity in the random space.

The time-dependent RTE is given by

a[f_’_v'vxf:ﬁo'f’ ()C,U)ERXS,
ft,x,v)y=v¢t,x,v), (x,v)el_, 2.1
f0,x,v) = folx,v), (x,v) € RXS,

where f (¢, x, v) is the probability distribution function of particles at position x € R with

velocity v € S at time r > 0. Here R denotes some bounded Lipschitz domain, and S is the
unit sphere ( fS dv = 1). The boundary dR x S can be split into two parts

't ={(x,v) € R xS:+v-n(x) > 0}, 2.2)

where 'y and I'_ are the so-called outflow and inflow boundary, respectively, and n(x)
denotes the outward unit normal vector at x € 9R. The collision operator £, defined by

Lof = / ox,v,v) f(t, x,v)dv — o, f(t, x, V), (2.3)
S

describes the interaction of particles with the media (the mutual interactions between particles
are ignored). Here o, > 0 is the total cross-section of the medium, and o > 0is the scattering
kernel. oy = [ o (x, v, v")dv’ is the scattering coefficient.

Without loss of generality, we focus on the critical case with o, = o5. The scattering
coefficient oy is further assumed to be independent of the velocity v and involves uncertainties.
Thus, (2.3) can be rewritten as

&fzm@w@(/ﬂw—f>é%ﬁﬂ 2.4)
S

where w € Q2 denotes the random variables, and

cf=Lfm_f. 2.5)

2.1 Preliminaries

In this section, we unify and introduce notations. To study the model problem (2.1) with (2.4),
we first represent the random variable w € 2 with more concrete parameters. By applying
the well-known Karhunen-Loeve (KL) expansion [31], the coefficient o can be rewritten as

d
oy (x, ) = 6,(¥) + Y yj(@)g;(x), (2.6)

Jj=1

where {y;};j=1,2,..4 are mutually uncorrelated random variables, and {¢;};—1 2.,
orthogonal functions in L%(R). Here we assume that lyjllLoe@) = SUpyeq lyj(@)| =1, j =
1,...,d, up to arenormalization of the function ¢;. It is worth mentioning that the standard
KL expansion has an eigenvalue term as the coefficient of y;¢;, which is also absorbed
into ¢ ;. The eigenvalue and the associated orthogonal eigenfunctions can be derived from
the eigenvalue problem of the KL expansion. More details can be found in [31]. Here d is
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the number of random variables, which could be infinity but is truncated here with a finite
approximation under a preset error tolerance.

Now the solution is viewed as a function f (¢, x, v, y), where y = (y1, ..., yq) are the
random variables. We unify the notations and rewrite the RTE with uncertainty as

of4+v-Vif=oLf, f=f(tx,vy), (x,v,y)e0T)xRxSxU,
ft,x,v)y =y, x,v), ,x,v)e0,T)xI_,
fO,x,v) = folx,v), (x,v)eR XS
2.7
with U = [—1, 119, o, given in (2.6), and £ defined in (2.5). It describes the evolution of the
probability distribution function of particles f at time ¢ on phase space (x, v) and subject to
a set of random variables {y;}. Without abuse of notations, here and after, we adopt simpler
notations such as f or f(v) or f(y), oy, etc.. It is worth emphasizing that f is viewed as
f(t,x,v,y),0, as os(x, y), ¢ as the deterministic boundary (¢, x, v), and fj as the initial
condition fy(x, v).
Let p(y) be the probability density function of y. We define the norm in the Hilbert space
LU x R x S; p(y)dydxdv) as

2 2
1122k R vy = /U 1713 p()dy, (2.8)

where | £ is the standard L? norm of f in the phase space (x, v) € R x S given by

113 = / Pdxdv, |fIEy = / v - n(x)| f2dxdv. 2.9)
RxS r—

We further define the dual norm of the operator £ in (2.5) by

Il = sup /(llf)zdv.
Iflla=1 S

The bound of the dual norm is presented in the following lemma, which plays an important
role for the theoretical study of the solution. The proof of this lemma can be found in [41]
and thus is omitted here.

Lemma 2.1 The dual norm of L is bounded by 1, meaning || L]z < 1.

For all the lemmas and theorems presented in this paper, we assume that oy > 0, o5 €
LU x R),and fy € L2(R x S). We also assume that there exists a positive constant Cy,
independent of ¢ such that

I¥ll2,r. = Cy < o0, (2.10)

which can be achieved by assuming for simplicity that i is independent of time 7.

2.2 The A-priori Estimate of the RTE Solution

The existence and uniqueness for this initial boundary value problem were first proved for
the L! case in [5] under the assumption that the scattering coefficient is bounded away from
the absorption coefficient. Under the assumption that oy > 0 and o5 € L*°(R), the existence
and uniqueness (in the weak sense) for this initial boundary value problem with absorbing
(homogeneous) boundary conditions (¢ = 0) were proved for general L? case with semi-
group argument in [11] where a remark on nonhomogeneous boundary conditions was also
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given by transforming the nonhomogeneous problem to its homogeneous counterpart with
the help of the lifting of 1. More details can be found in the monograph [11] (Chapter XXI,
Section 2). We also refer to [15] for the study on a class of Galerkin schemes for the time-
dependent RTE with homogeneous boundary conditions and to [14] for the a-priori estimates
in the L? sense for the stationary RTE.

In the following theorem, we provide the a-priori estimates for the RTE solution with
source terms and nonhomogeneous boundary conditions. For simplicity, we omit the argu-
ment y in this subsection.

Theorem 2.1 Suppose S € L>(R x S), the following initial boundary value problem

hf+v-Vif=0ox)Lf+S, (x,v) e RXS,
f,x,v) =9 x,v), (x,v)exl_, (2.11)
£@0,x,v) = fo(x,v), (x,v) €eRxS

has a unique solution which satisfies
t
IF13 < (nfon% +/0 e (IS@B+ 1w @By dr) :
where C = 2||05|lco + 1.

Proof Multiplying both sides of the equation by f and integrating over R x S, we have

1d 1
—— fldxdv + = / f2v - ndxdv = / os(x) (Lf) fdxdv + / Sfdxdv,
2 Jarxs RxS

2dt RxS RxS
(2.12)
where the second term on the left hand side is obtained by
1 2 1 2
f-Vyf)ydxdv = < v-Vyfidxdv = = f7v - ndxdv.
RxS 2 Jrxs 2 Jorxs
It follows from Lemma 2.1 and Young’s inequality that
1d
rar f o T 3 [, P nded < o113 + 3 (1713 + 1S15)
—1 [ f*v - ndxdo, (2.13)

where the boundary term dR x S is split into two parts I'+. According to the definition of
't in (2.2), it is easy to verify that

2 1 2 2
f7v-ndxdv > 0, —— fv-ndxdv = ¥I5r ,
r, 2 Jr. ’

which yields
d
313 = CUFIZ+SIE+ IV I3 2.14)

with C = 2|05 ||sc + 1. The proof is completed by directly applying the Gronwall’s inequality.
]

Corollary 2.1 The solution to the RTE (2.7) satisfies

IF113 < e (IIfoII% + Ci), (2.15)

where C = 2||ogllco + 1, and Cy, is defined in (2.10).
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Proof For (2.7) with null source, we apply Theorem 2.1 with S = 0 and obtain

1
||f||35ec’(||fo||%+/0 e Cr (||1/f<r)||%,r,)dr> = (IRB+cE) @16

1

based on the assumption on ¥ and the fact that fot e CTdr < é(l —e < c =L O

2.3 Continuity with Respect to o;

In this subsection, we show that the solution f is continuous with respect to the scattering
coefficient 0. Namely, for small changes in oy, we will show that the solution f responds
with a small change as well.

Theorem 2.2 (continuity) The solution f to the RTE (2.7) is continuous in the L? sense with
respect to the scattering coefficient os. That is, if f and f satisfy the following equations

f+v-Vif=oLf. (df+v-Vif =6LF,
flro =1, flr_ =1,

Sfli=o = fo, fli=o0 = fo.
respectively, then the error E = f — f satisfies
IEN3 < e“tlloy — 65 15.C1.

where C = 2|0y loo + 1 and Cy = || foll5 + cfb.
Proof Clearly, the error function E satisfies the following equation

O%E+v-VE=0,LE + (05 —65) Lf,

Elr_ =0,

El—o =0.
By Theorem 2.1 and Lemma 2.1, we have

2 c ' —c 7112 c 2 [ ey 7 2
IEI; <e t/ e “Tll(oy — G5)Lflladr < e™'llog —5slloo/ e Tl f(x, - )ladr,
0 0

which, together with Corollary 2.1, yields

IEN3 < e“tllos — 6512, foll3 + C3).
Thus, the proof is complete. O
2.4 Differentiability and A-priori Estimates for Derivatives
We further study the dependence of f on y = (yi, ..., y4), which is the representation of

the perturbation in oy, by taking the derivatives of (2.7) with respect to y.
We show in the following theorem the existence and L2 bound of the first order derivative.
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Theorem 2.3 (differentiability) The solution f to the RTE (2.7) is differentiable with respect
to y, and aanm satisfies the following equation

d d 0
8,<—f>+v~vx—f £7f+¢mﬁf
9 aym aym 3
7f|1‘, =0, (2.17)
v,
af

li=0 =0
ym

Moreover,
19f/0ymll3 < e tllpml1Z,Cr. 2.18)

where C = 2|05 lloc + 1 and Cy = | foll3 + c@.

Proof Let f and f; be the solutions to (2.7) with o5(x) = &5 + Y yr¢(x) and 65(x) =
k>1

G5 + > Ykdr(x) + hop (x), respectively. Then, f, — f satisfies
k>1

O (fn—+v-Ve(fu—f)=0L(fn — f)+ (05 —o5) Lfn,
(Jn = Ir_ =0,
(Jn = ) li=0 =0.

Denote w = % (fn — f), we have

ow+v-Viw =ogLw + ¢ (X)L fr,
wlr_ =0,
wli=o =0.

For every y € [—1, 1], |lw]|2 is bounded according to Theorem 2.1, which implies that
Wfn—fll, =0, ash— 0, as..

Therefore, by Lemma 2.1, Lf, — Lf,as h — 0, and we conclude that the solution is
differentiable with respect to y by letting 5, f = hm w = hm L f = fn)-

Moreover, it follows from Theorem 2.1 and Lemma 2.1 that

t
ci /0 e i ()L 1207

H ym |l
eC’||¢m||§of e T fI3dT < e tligmlIZ (1 foll3 + C3).

[}

We now generalize the results in Theorem 2.3 to higher order derivatives with respect

toy = i,...,yq4) Leta = (a1, ..., aq) be a multi-index with the length and factorial
defined as
d d
lo| = Zaj, al = Ha.,!,
j=1 j=1
respectively. We further define b = (b1, ..., bg) with b; > 0 to the power of « as
o
[T %
1<j=d
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Theorem 2.4 The high order derivatives of the solution f to the RTE (2.7) are governed by
the following equation

0y (a;tf> +uv- anfff =o,L (a;‘f) + Y a;piL (a;!—ejf) ’

j,O(j#O
2.19
3;¥f|l_‘_ = 05 ( )
92 fli=o =0,
and satisfy
2
afvnyQ < Crgle-lgp?arelcy, (2:20)

where e € N4 is the multi-index whose j-th entry is 1 and all other entries are zero. Here
C =2|oslloc + 1, C1 = ||f0||% +C2 and b = (b1, ..., by) is a d-dimensional vector with
bj=1¢jlloo-

Proof We will prove (2.19) and (2.20) by induction on |«|. Clearly (2.19) and (2.20) hold
for || = 1 by Theorem 2.3. For || > 1 with the m-th entry o, # 0, let & = o — e,,. Then

Oy =, — 1,0 =aj for j #m,and |&| = |«| — 1. By the induction hypothesis, we have
3 (aff) +v- V00 f =0y (ajff) + Y a4,c (aﬁ“ef f) . @2
J.8#0
and 5
03 f | = eCraan e, (2.22)

where C = 2||o5|lcc + 1, C1 = ||f0||% —I—C?p, and b = (by, ..., by) is a d-dimensional vector
withb; = [|¢}lco-
Taking derivative of (2.21) with respect to y,,, we obtain

0 (05F) + v Vaos f = £ (03 ) + 0,002 (35 F) 40y, | D a2 (877 7)

jodrj 0
=o,L (8;xf) + ¢l (8;[_em f) + (aym — D L (8;[_&" f)
+ > aeiL(a7r)
j#m. 0

= 0,L (agf) + 3 il (aff’e" f) ,

J.aj#0

which is exactly (2.19). It follows from Theorem 2.1 and Lemma 2.1 that

! oa—ej 2
i 13 = e [ | 3 apeye (7)o

Jhej#0
2
t
< e / L Y Ham/’ﬁ(ag_ej f) H2 dr (2.23)
0 e #0
2
t
Seaf 3 il £l | dr,
0 jaj#0
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which, together with the hypothesis induction (2.22), yields

2
! ¢ lal-2 et
||a;’f||§5e0/ 2 Y eTd T ajb; (@ — e it T /Cr | dr
0 Jo;#0
2
t
= eCrglel=2 Z NCT, a!bzaCl/. rlv=ldr
Jhej#0 0
2
— Crglal=2 NP0 T el
o]
< Ol q? el ey,
We complete the proof. O

It is worth mentioning that the existence of the first derivative shown in proof of Theorem
2.3 is the limit of (f — f»)/h. The procedure can be generalized to the existence of the
high order derivatives. Likewise, Eq. 2.17 can be obtained by directly taking derivatives with
respect to y,, in (2.7).

It is tempting to use these regularity results to expand f pointwisely as a power series

00 P X,
fxvy)=Y > w

k=0 |ot|=k

=", (2.24)
Y=Yo

and to obtain an upper bound of f as

TIBCED 3 DS RTINS

k=0 |o|=k

by directly taking L2-norm in (x, v). However, the expression (2.24) is only formal and
requires the assumption that y belongs to the convergence radius of yq for fixed (¢, x, v).
Although Theorem 2.4 provides the bound for its convergence radius and ensures the validity
of the power series for the L*(R x S) norm of f,i.e., || f|l2, a more rigorous analysis writes
out the expansion of F(y) = || f ||% directly as

. 94F(y0)
F=) Y 2= "

k=0 |ot|=k
and requires an estimate of 8‘y"F (y0). In fact, for multi-indices ¢« = (1, ...,aq) and k =
(K1, ..., kq), and fixed yo € U = [—1, 1], we have

o POl = 0811B00] = [ 85200,
RxS

= Jo| 2 () G rena0) ()

k<o

< 3 (&) 15 laom s~ 00,

K<o

dxdv
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where the partial order @ < « is defined as «; < k;, fori = 1,...,d, and the binomial
coefficient is defined as

o) _ (er) (o) (ea) ¥

k) \k1)] \i2 ki) Kl (@ —K)
Thus, it follows from Theorem 2.4 directly to get the bound for 9} F'(yo) and to further
claim that F is a well-defined function that can be represented by a power series. Instead of

engaging in details of this issue, we focus our effort and move on to analyze the stochastic
Galerkin method (the spectral approach).

3 Stochastic Galerkin Approximation

In this section, we apply the stochastic Galerkin method to the RTE based on based on the
vadility of justification discussed in previous section. We first briefly review the stochastic
Galerkin method in Sect. 3.1. This amounts to rewriting the solution in the random space using
the expansion of orthogonal polynomials. The coefficients for the expansion enjoy certain
decay, and such decay analysis is presented in Sect.3.2, in which we further justify the
convergence of the expansion series. We finally establish the error estimate of the stochastic
Galerkin approximation in Sect.3.3.

3.1 The Stochastic Galerkin Method

The stochastic Galerkin method is essentially the spectral method in the random space. This
is to write the solution in the random space as an expansion of orthogonal polynomials of
random variables.

The gPC basis functions, denoted as p, (y), are orthogonal polynomials with the proba-
bility density function p(y) serving as the weight function, i.e.,

(Pm> Pn)y E/Upm(y)pn(y)p(y)dy = 8mn, VYm,n, (3.1

where §,,, is the Kronecker delta function. Here the polynomials are normalized and
single-indexed even for multivariate functions. These polynomial basis p,, depends on the
distribution p. The commonly used ones are Legendre polynomials associated with uniform
distributions, and Hermite polynomials associated with Gaussian distributions [38, 39]. To
simplify the presentation, we set U = [—1, 1]¢ and p as the uniform distribution on U. As
such the tensor product of one-dimensional Legendre polynomials in each direction forms
the gPC basis in the d-dimensional random space U'.
As a start, we form the ansatz to the solution f (¢, x, v, y) to (2.7) as

[ x,0,0) =" falt,x, 0)pa(y) (3.2)

n=0
where the coefficient f,, is defined as

falt,x,0) = (£t x,0.9). pa (), - 3.3)
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The N-th degree gPC projection of f is defined by

N
PNS =) fbu- (3.4)
n=0
It is worth emphasizing that that the validity of the ansatz (3.2) is roughly justified in the
end of Sect.2.4 and will be delicately justified in Lemma 3.1. Based on these converging
seriers, it is straightforward to verify that the coefficients satisfy the following infinite system

o0
Oifo+v-Vafu=D Aumlfu, n=0,1,2,..., (3.5)
m=0
where
Apnm = (s pm (), pn(¥))y - (3.6)

The stochastic Galerkin methods truncates the expansion into a finite dimensional space,
and use this finite gPC expansion gy given by

N
an(t, X, v, ) =) 2upa(y). 3.7
n=0

as a numerical approximation, such that the residue of (2.7) is orthogonal to the subspace
spanned by the first N 4 1 gPC basis polynomials. That is,

N
3t§n+v'vx§n = ZAn,mﬁgna n=0,1,2,...,N, (38)

m=0

with A, , defined in (3.6).

3.2 Decay Rate Analysis of the gPC Coefficients

The solution £ to the RTE has been shown to be in H* for all k in Sect. 2.4. The coefficients
fu for f € H* under the spectral expansion are supposed to decay exponentially by the
classical theory of spectral methods, when all derivatives of f are bounded by a constant
independent of the order of the derivatives. However, it can be observed from Theorem 2.4
that the bounds of the derivatives of the RTE solution grow in a factorial fashion as the order
increases. Therefore, in this section, we establish a more delicate analysis for the decay rate of
the gPC coefficients, which can be used as a preparation for error estimates of the stochastic
Galerkin approximation in Sect. 3.3.

This section is organized as follows: We first prove that f can be represented as a power
series for all y € (—1, 1) in Lemma 3.1. Then with the help of the integral formula given
in Lemma 3.2, and an integral estimate given in Lemma 3.3, we obtain the decay rate of the
gPC coefficients fn in Theorem 3.1. Finally we conclude this section with the extension to
multi-dimensional random space.

As did in [3] for the stochastic elliptic equation and in [41] for stationary radiative transfer
equation with random coefficients, we first show the procedure for one KL mode with o
written as

o5 =05 + Yo, (3.9

where y € [—1, 1] and ¢ is the corresponding KL mode.
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Lemma3.1 For yo € (—1, 1), the solution f to (2.7) can be represented as a power series
in the form of f = ZJ ij (y — yo)! with fj (j > 1)and fo satisfying

3 fj+v-Vefj=00Lfi + L1 ¥ fo+v-Vefo=00Lfo
fil. =0 and fo(r_ =, (3.10)
fj t=0 =0, fo’t:O - fo’

respectively. Here g = o (30).

Proof To begin with, we show the ansatz f = Zj‘io f] (y — yo)! with f] satisfying (3.10)
is a solution to (2.7). It follows from (3.10) that

o0 oo
of+v-Vaf =8| Y. Fo -y | +v- Ve [ D Fi =y
=0 j=0

=3 fo+v-Vefo+ Y 0 =30 (3f; +v-Vaf))

j=1

=afo+v-Vefo+ Y =30 (0Lf; + L)
j=1

=o00Lfo+ Y (v =yl ool fj+ Y (v —y0) oL

j=1 j=0

o0
=0+ =YD L| D fi(v—y0)’
j=0
=o,Lf,
where the last equality is due to the fact og + (y — y0)¢ = o5 + yo¢ + (¥ — y0)¢ = oy by
3.9).
We further show that the ansatz f = Z?O:() fi (v — o)/ is valid by checking its L?
bound. By Lemma 2.1, Theorem 2.1, and Corollary 2.1, we have

170 < e [ o fialay < ik, [ e

.ottt 5]
2 ! - f
seC°’||¢||oé// [ e Bands -

< W11 (1l + )

with Cop = 2||og|leo + 1. Next we show

oo 00 .
- . . tj/2 .
£l < D1 fillaGy = yo)! < e JIfoll3+C3 Y ||¢>||éoﬁ(y —y0)! < o0
j=0 =0 I
by applying d’ Alembert’s ratio test, where one compute the limit

tim Y M9lleoly — y0) _ ,/ ol — ) =0 < 1.
jooo VG F Diti2 *
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We conclude that the solution f can be represented as a power series in y — yo for all
ye(—11). O

Remark 3.1 One special property of the converging series for the stationary RTE studied in
[41] is that the series converges only in a small ball around yg. One then needs to patch up
all balls to cover the entire U to show the convergence of the series over the whole random
space. This difficulty is not encountered for the time-dependent RTE discussed in this paper,
since it follows from the proof of Lemma 3.1 that the power series converges uniformly for
ally e (—1,1).

Remark 3.2 In Sect.2, the bound of the solution or the derivatives depends on the con-
stant C which are related with |05 ||oo. The discussion is conducted point-wise for random
variables and ||os ||~ is taken as max,cr os(x) as the standard L° norm in the space
R for the deterministic case, while for the stochastic case, one needs to take |o5]lcc =
SUPye(—1,1) MaXxeR O (X, Y0) with yo defined in Lemma 3.1.

Lemma 3.2 There exists a positive constant 8 such that

C,/2~/2n+1~/c1/1 1—y? ”d
2n i+y+p)

I full2 < e G.11)

where C = 2|0y loo + 1 and Cy = || foll5 + cfp.

Proof With our assumption that y is uniformly distributed on [—1, 1], the probability density
function p(y) = %, and the gPC basis function are the Legendre polynomials which can be
written in the form of

J2n+1 d"?

T dyn(l—y2)", n=0,1,.... (3.12)

pn(y) =

Then the gPC coefficients fn defined in (3.3) can be written as

D" 2n+1
fn = / Sfpndy = - !) ZZ'H /

after integrating by parts n times.

It follows from Lemma 3.1 that f can be represented as a power series and is point-wise
analytic for y € (—1, 1). Thus for each fixed y € (—1, 1), f can be analytically extended to
the complex domain with the complex variable 1. By Cauchy’s formula, we have

_n!(—l)”/ fon_
o2ni S, gyt

where i is the imaginary unit satisfying i = —1, and yy is a positively oriented closed
circumference with the center at the real point y € (—1, 1) and the radius R(y) > 0. Here
we set the radius of yy by R(y) =1 — |y| + B > 0 where B is a positive constant.

By Corollary 2.1, we get

[ IS nt YT €12 /Tin!
< 2—/ Tl g, Ry =S 34
2 21 Sy, In—yl

¥ dy (3.13)

d}’l
dy”

=2 Roy 1 " R(y)"
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which, combining with (3.13), yields

R eC12 /on +1JCp
1 ull2 < o — M +ﬂ 4y
B i)
= Yy
1|ﬂ+ﬁ
Ct/2 /271 + /C / ( 1 — y )"
B 1+y+ﬂ
o (F55) ¢
B 1+y+ﬁ
Thus the proof is complete. O
Lemma 3.3 (integral estimate from [3, 19]) Let & < —1, then
1 2\ "
1—y n!
dy = @ry2"t' ———— @, (r?), 3.15
/_1<y—$> y = G S e ) G
where r = ———— and ®,0 (rz) is the Gauss hypergeometric function. Moreover, we

[E]+4/82—1

have
®,0(r2) =V1-r2+0(1/n'7),
uniformly with respectto0 < r < 1.

By Lemma 3.1 and Lemma 3.3, together with the asymptotic equivalence % ~ Jrn
asn — 0o, we finally establish in the following theorem the estimate for the gPC coefficients

fu-
Theorem 3.1 There exists § > 0 such that
Hﬁmz§eoﬂ/;a(¢Ti7§+o(U#ﬂ»rn

ith 0 = L __ < lade = -1 - —1. Here C = 2|0y 1 and
wi <r /e < 1and & B < ere loslloo + 1 an

C1=1fl3+C;.

Remark 3.3 As shown in the proof of Lemma 3.2, there exists a positive number r such that
the radius R(y) is positive. Accordingly, the decay rate r in Theorem 3.1 satisfies 0 < r < 1.
The specific value of r depends on time ¢ and the diffusive scaling €, as shown in the numerical
results in Sect.4, where the values of r are approximated by the decay rate of the numerical
data. The dependence on € is also numerically observed in [28, 41].
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Remark 3.4 The bound for the gPC coefficients can also be achieved by applying || dd\% f ||2
given in Theorem 2.4. By this approach, we have ’

A V2n +1 d” 2n
falls < S / o L= y2yidy
2n+1 o n 2 ! 2\n
< eItV [ -y
3
2 (a3
_gz n
VC o

1 3
o 2" (V2mnn"eT"tTN):
N et JaATn@2n)?e2

< /o (”(b!ioff)

2214+ ()2 .
Cntnr M

. . L 1oy L | P
the third equality and the Stirling formula v/27n"*2e™ " T+ < n! < 270" t1e "1
in the forth inequality. As a consequence, we also obtain the decay rate of the gPC coefficients

-

with C and C defined in Theorem 2.4. Here we use the fact that f_ll (1—y»dy =

Itis worth mentioning that although the decay rate analysis above is carried out for one KL
mode, i.e., one-dimensional random variable, it can be extended to multi-dimension as well.
We now present the two-dimensional case to show the derivation. Let y = (y1, y2) € [—1, 112
denote the two-dimensional random variable and f, \n, be the gPC coefficient associated with
the basis function p,, () ps, (), where { p,} are the one-dimensional Legendre polynomials
given in (3.12). Similar as (3.13), fnm can be rewritten as

. 1!
Sy = ﬁflfl SPny Pnydy1dy?

_E=DM(E=D" V@i + D22 + 1

nl‘n2 2n1+”2+2
3n1+n2 N N
/ /18yn18 50y (1=y1) ' (1—y3) dyidy,
1

after integrating by parts nj times with respect to y; and n; times with respect to y».

It follows from Lemma 3.1 that f(y;, y2) is analytic with respect to one argument while
fixing the other, which combining with the classical complex theory yields that f is analytic
with respect to (y1, y2) € [—1, 1]>. Thus f can be analytically extended to the complex
domain with several complex variables (11, 172). Similar to one-dimensional case, by applying
Cauchy’s formula, we have

gmitn2 nylnp!(—1)mtn2
2 FOu,y) = (27_“)2/)/

f(1,m2)
W / dnidngz,

vy (11 = Y1) (g — yp)matl

where yy, (€ = 1, 2) are positively oriented closed circumferences with the center at the real
point y, and the radius set as R(y¢) = 1 — |y¢| + B > 0. Here f is a positive constant. By
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Corollary 2.1, we obtain

ni'ny! Il f (i, n2) 2
7 < / / (] Jdna|
G0 P R T Sl R U e U e

cr ni'ny!
<e2/C;

R(y)"+IR(yp)rat!”

an1+n2
H dyy'oyy’

which further yields the estimates for the gPC coefficient as

n n
. Ve D@ +D L 1=y N 1=\
”fn]nz”Z =< oni 1 dyldy2
“1Ja\l+yi+8 I+y+8

The decay rate of || f:11n2 l2 can be obtained by estimating integrals by Lemma 3.3 for each
variable.

3.3 Error Estimates of the Stochastic Galerkin Method

In this section, we investigate the error between the exact solution f to the RTE (2.7) and
the numerical solution g obtained by the stochastic Galerkin method presented in Sect. 3.1.
The error can be separated into the following two parts

f—en= f—Pnf +Pnf—gn
— —_————

truncation error scheme error

with Py f defined in (3.4). We will first show the estimate for the truncation error f — Py f
in Sect.3.3.1. In Sect.3.3.2, we study the scheme error Py f — gy and establish the main
results about f — gy.

3.3.1 Error Estimate of f — Pyf
In this section, we establish the error estimate of f — Py f for one-dimensional and multi-
dimensional random variables. We first show in the following lemma the error estimate for

the case when the random variable y is one-dimensional.

Lemma3.4 Let U = [—1, 1]. There exists a positive constant 8 > O such that

N+1
If = PN Fl2@xrxsioazaran S €27 C (V t=ri O(l/Nl/B)) =2
(3.16)

where 0 < r =

I fol3 + C2.

1 .
——— < 1lwithe = —-1—-8 < —1, C = 2|0, + 1, and C; =
\SI+\/527—1 ?,: /3 ” v”oo 1

Proof By the definition of the norm in (2.8), Equation (3.2), and the orthonormal property
of the gPC basis polynomials, we have

o0

1
1 = PN A1 mxs: psydydrdy) = / N PNl ey = > lIfll3. (3.17)
- n=N+1
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which, together with Theorem 3.1, yields

o
2
1S = PN I 2 mxsiptasasany S €CTC D0 (V=24 00/m13)) 2

n=N+1

<ef'nC (\/1 —r2+(9(1/1vl/3))2 i P2

n=N+1
2 2N+2
< eCincy (\/1 — 24 0(1/1\71/3)) %
—r
(3.18)
Thus the proof is complete. O
For the case with d-dimensional random variable y = (y1, y2, ..., Y4), Py f is now multi-

indexed with N = (N1, N2, ..., Ng) where N is the order of the gPC basis polynomial for
vk. The error estimate for this case in the following theorem can be obtained by applying the
analysis in Lemma 3.4 direction by direction.

Theorem 3.2 Let U = [—1, 119. There exists positive constants B1, ..., Ba > 0 such that

Ni+1

d
1/3 Ty
1f = Pw Fll2srxs: pdydrdny S €/ 2V/mC1Y ( L —r2+00/N,’ )> 2
k=1 1— Ty

(3.19)

where 0 < rp = —— < 1with& = —1 — B < —1 fork = 1,...,d. Here
lEx |+, /£2—1

C =2||oslloc + 1 and C1 = | foll5 + Cj.

3.3.2 Error Estimate of f — gy: One-dimensional Random Space

In this section, we investigate the error estimates of Py f — gn and establish the main results
for the error estimates of f — gy for one-dimensional random variables.

By the orthonormal property of the gPC basis polynomials, the error estimate for Py f —gn
are

N

2 _ A a2

1PN f = 8N T2 wmns: poyavaxany = 2 Ifn = &nll3-
n=0

N

Let f = (fo, fi..... fv...)T and & = (80, &1, ..., &n)7. Then (3.5) and (3.8) can be
rewritten as

Wf+v-Vif =ALF, (3.20)
hg+v-Vig=A"rg, (3.21)

where A is an infinite matrix with each entry defined in (3.6), and A is the top left (N +
1) x (N + 1) block of A. Furthermore, we split f into the following two vectors

f(])=(f07flv"'ﬂfN)Tﬂ f(2)=(fN+lva+25"')T

with which (3.20) can be written as
f(l) f(l) _ ﬁfA(l) B All 412 Ef(l)
0y I:f(Z) +v-V, f(Z) =A Ef(Z) T A2l 422 Ef(z) . (3.22)
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Comparing it with (3.21), the error vector & = f (1 _ 2 satisfies the following equation
de+v-Vie=A"Le4+ AL, (3.23)

The coupling matrix A'! is symmetric positive definite as shown in [18, 37]. It has N + 1
real eigenvalues {05 + ¢ j};V:() where {¢;} are Legendre-Gauss quadrature points in [—1, 1].

We address these properties of A in the following lemma. The proof is similar to the
stationary RTE case discussed in [41] and thus is omitted.

Lemma3.5 A'l is a symmetric positive definite matrix. Denote A(A) as the collection of the
eigenvalues of A'\. Then

[Mlloo < Cos Ak € A(A)
holds with the constant Cy = ||0||co + 1.

Lemma3.6 Let U = [—1, 1]. There exists a positive constant 8 > O such that

N+1
,
1PN f = 8vl2wsms: ptasasan S € locloay/TNC (VI=12 + OU/N')) T,

where 0 < r = —L_—— < 1 witheg = -1 — < -1, C; = 242 and
Pyt & B 1 I foll2
Cmax = max(C, 2C, + 1) with C defined in Theorem 3.1 and C, defined in Lemma 3.5.

Proof By Lemma 3.5, A'! can be diagonalized by a unitary matrix Q, i.e., A'! = Q7'AQ
with A = diag(xg, A1, ..., An) being a diagonal matrix and A;, i = 0,1,..., N being
eigenvalues of Al

Let £ = Qe, then (3.23) becomes

QE+v-VeE=ALE+ QAL (3.24)
which can be further written component-wisely as
08m + v V& = AnLEy + 5y, m=0,1,...,N, (3.25)

with s,, being the m-th entry of QA'2L f ). The boundary and initial conditions for (3.25)
are
Emlr- =0, &mlj=o=0, m=0,1,...,N, (3.26)

since the boundary and initial conditions of f and g are
]20’1_‘7:§O|r7:1//, ﬁc‘ :é;k‘rfzo, k=1,2,...,N,...,

-
fo

— = go’t:():fo, fk’t:OZ 8’0’,:0:0, k=1,2,...,N,...,

based on the given boundary and initial conditions f|r- = ¥ (¢, x, v), fl;—9 = fo(x, v).
It follows from Theorem 2.1 that the solution &, to (3.25) with (3.26) satisfies

t
I (D2 < Cn' f O g (2) 2d, (327)
0

where Cp, = 2||Amllco + 1. The estimate on s, is required in order to get the bound for
Em(t). Clearly | Qll2 = v/Amax (QT Q) = 1 since Q is a unitary matrix, and each entry of A
satisfies

lAmnlloo < lloslloo (3.28)
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according to the definition in (3.6). Combining with Lemma 2.1 and Theorem 3.1, we have

N o0
bsn @l =Y Y CmAw ]

k=0n=N+1
o0
< llosllooll Ql21£112 Z Il full2
n=N+1 3.29)
oo
< eC12 )0 loov/T Cy Z (\/1—r2+(9(1/n1/3)) r"
n=N+1
Ct)2 1/3 Nt
S e Ploy o/ Cr (VI= 12+ 0 (UN'F)) T,
where 0 < r = —L _— < 1withé = —1—8 < —1,C = 2||os]lec + 1, and C;| =
Y i & B llos oo 1

I foll3 + C3.
By substituting (3.29) into (3.27), we have

2N+2

2
12 = 3 1w )12 £ ol (Vi—r+oa/n') =

m=0 (1—7‘)2

N '
3 oGt / oCnt O gy
m=0 0

Denote C, = 2C, + 1 with C deﬁned in Lemma 3.5. Clearly C,, < C, form =0, -
It follows from the fact that € c_ec is increasing with respect to Cy,, and e* > x + 1 that

N ¢t _ oCnt Ct

N t N
6
E ecmt/ e(_c’”"'c)fd‘r — § E _ < Ntecmaxt’

m=0

where Cpax = max(C, C‘G). Therefore,

N+1

12 S ey llooy/TNC11 (VI =12 + 01N ——.,
—r

which, together with the orthonormal property of the gPC basis polynomials and the fact that
0T 0 =1, yields

T~ ~
1Pn f — gN”Lz(UXRXS; p(dydxdv) = le@®ll2 = 10" €ll2 = lI€]l2.

The proof is complete. O

We end this subsection by presenting the main theorem regarding the error estimate of f — gy
for one-dimensional random variables.

Theorem 3.3 Let U = [—1, 1]. There exists a positive constant B > 0 such that

s - gN||L2(U><R><S;p(y)dydxdv)

7C (||as||C,Q\/1w@cm=‘x’/2 + eC’/z) (\/ — 24 0(1/N'3 ) . (3.30)

@ Springer



Journal of Scientific Computing (2023) 94:68 Page210f26 68

where 0 < r = <1lwitheé = —-1—-8< —1,C =2|osllc + 1, and C1 =

1
] +4/E2—1
||f0||% + szb' Here Cyx is the same as defined in Lemma 3.6.

Proof According to the definition of || - | 12 xR xs: p(y)dydxdv)> W€ have

N 00
2 § r A2 E r 2
”f - gN”LZ(UXRXS;/)(}’)dydde) = ”fll - gn”z + ”fi’l”Z
n=0 n=N+1

_ 2
=Py f — gN||L2(UxRxS;p(y)dydxdu)
2
+If - PNf||L2(U><R><S;p(y)dydxdv)’

which, together with Lemma 3.4 and Lemma 3.6, completes the proof. O

3.3.3 Error Estimate of f — gy: Multi-dimensional Random Space

With the multi-indices m = (my,...,mg),n = (ny,...,ng),and N = (N, ..., Ny), the
¢PC expansion is written as

oo

fEx0 )= Y fung X 0Py 1) Pag () (331)

ni,na,....,ng=0
and the first N-term gPC projection is

Ni...Ng A
PNL =" D ureena 6 X 0)Pay (01 -+ Puy (Ya) - (332)

The numerical solution gy obtained by the stochastic Galerkin method is

Ni....Ng
en(t.x. v, 0) = Y Gupng (X 0y (1) Py (YVa) - (333)

The gPC coefficients for f and gy still satisfies Eqs. (3.5) and (3.8), respectively, with each
entry of A defined by

Apm = (Us(y)Pml 1)+ Pmy Oa) Pny 1)+ Pny ()’d))y . (3.34)
According to the KL expansion of oy in (2.6), then
A=6@_ Li+ AL L+ QA ®_ T +... + @I ® Ay,

where ® denotes the Kronecker product, Ay is an infinite matrix with the myng-th entry given
by (yk¢>kpmk k), Py (yk)>yk, and Iy is the infinity identity matrix, fork = 1,...,d. A’s top
left block is

Al=g el '+ Al'el_, ' +1'@ A @, ' +... + {71} ® AL,

where A}(l and ]I,l1 are the top left Ny x Ny block in yj direction of matrices A and I,
respectively. Then the eigenvalues of A'! satisfies

d
max (A1) <60+ ) hmax (4}))
k=1
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since the eigenvalues of the Kronecker product matrix are the products of the eigenvalues of
the sub-matrices; see [29] for more details. Moreover, A(A ,11) isboundedfork =1,2....,d,
as discussed in the one-dimensional case. Thus A(A!) is bounded under simple algebraic
operations. Namely, there exists a positive constant C, that depends only on oy such that

[Alloo < Co (3.35)

holds for all the eigenvalues of A'!.

With the bound (3.35), the error estimate of Py f — gn in Lemma 3.6 for one-dimensional
random variable can be extended to the multi-dimensional case by replacing C,, = 2||An |l oo+
1in (3.27) with 2C, +1. The extension involves much more tedious notations but no technique
difficulties. Combining with the error estimate of f — Py f for multi-dimensional random
variable in Theorem 3.2, we finally present in the following theorem the main result for the
error estimate of f — gx in d-dimensional random space.

Theorem3.4 Let U = [—1,1]%. Denote the d-dimensional random variable as y =
V1, Y2, -+, ya) with N = (N1, Na, ..., Ng), where Ny is the order of the gPC basis poly-
nomial for yy. There exists a positive constant > O such that

If—gn ||L2(U><72><S'p(y)dydxdv)

Ni+1
S \/”TIZ (Ho oo/ NereCmst/2 +eCf/2) <F+(’)(l/ N3 ) e
— Tk
where 0 < rp = —— < Lwithég = -1 -8 < =1, C = 2|osllec + 1, C1 =

lék |+ &2~
Il foll3 + C2, and
Crmax = max(C, 2Cs + 1) with C, given in (3.35).

Remark 3.5 The values {r;} here is the multi-dimensional extension of that in Theorem 3.1.
Similar to Remark 3.3, here we only show the existence of this decay rate r with0 < r < 1.
The specific value of » depends on the final time ¢ and the diffusive scaling. It is challenging

to spell out the details. We refer interested readers to [2, 3, 40] for the original derivations
that uses this argument.

4 Numerical Tests

In this section, we verify our theoretical results with the following time-dependent RTE

€ f+v-Vif =

1
7%y (%f f(v)dv—f>, yel0Lvel=11, @)
-1

with the random coefficient o (x, y). The initial condition is given by
f@=0,x,v,y) =0, x€[0,1], ve[-1,1], 4.2)
and boundary conditions are
ft,x=0,v,y)=1, v>0; ft,x=1,v,y)=0, v<0.
We use the upwind finite difference method to discretize the x variable with N, uniform

points in [0, 1]. v variable is discretized with the Legendre-Gauss nodes on [—1, 1], and 16
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Fig. 1 Decay rate of gPC coefficients for o (x, y) =2 + y att = 0.1 (left) and r = 0.25 (right). Top: € = 1
with Ny = 80. Bottom: € = 1078 with Ny = 100

points are used in our numerical tests. We apply the third order strong-stability-preserving
Runge—Kutta method [35] for temporal discretization with the time step setas Ar = 0.035Ax.

We first test one-dimensional random space with o (x,y) = 2 4+ y, where y € [—1, 1]
is uniformly distributed. Figure 1 plots the decay rate of the gPC coefficients with different
diffusive scaling at = 0.1 and ¢+ = 0.25. The analytical result is computed by

£ 2
I fulla ~ PR CU T =12 4 " 43)

by Theorem 3.1 with C = max(, y}|o(x, y)| = 7, and Cy = 1/4. For € = 1, we choose
r = 0.008 fort = 0.1 and r = 0.019 for r = 0.25. For ¢ = 10~8, we choose r = 0.27
fort = 0.1 and r = 0.24 for t = 0.25. N, = 80 for ¢ = 1, while a finer mesh N, = 100
is taken for € = 1078 to obtain better resolution. It is worth mentioning that the asymptotic
preserving method [28] is adopted for the case with e = 1073,

We now test the multi-dimensional case where the random field o (x, y) has the following

form
d

ox,y) =140 Z cos(2mkx) yx 4.4)
k=1

with o = dl? and {yx} being a set of mutually independent uniformly distributed random
variables in [—1, 1]. We set d = 6 and plot the decay rate of the gPC coefficients with
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Fig.2 Decay rate of gPC coefficients for oy in (4.4) with d = 6 at t = 0.02 (left) and r = 0.04 (right). Top:
€ = 1 with Ny = 40. Bottom: € = 10~8 with Ny =100

different diffusive scaling at t = 0.02 and t = 0.04 in Fig. 2. The analytic result is computed
by (4.3) with C = 2(1 + z43) + 1 = ¥ and C; = 1/4. For € = 1, we choose r = 0.001
for t = 0.02 and r = 0.004 for t = 0.04. For ¢ = 1073, we choose r = 0.008 for r = 0.02
and r = 0.006 for t = 0.04. Again, we use Ny = 40 for ¢ = 1 and a finer mesh N, = 100
for € = 10~8. Again asymptotic preserving technique [28] is applied for the case € = 1075,

5 Conclusion

In this paper, we investigate the impact of uncertainty for the time-dependent radiative transfer
equation with nonhomogeneous boundary condition through the stochastic Galerkin approx-
imation. We theoretically prove the a-priori bound of the solution, its continuity with respect
to the coefficient oy, as well as the regularity in the random space. Based on the theoretical
study of the regularity of the solution, the stochastic Galerkin method of the gPC approach
is adopted. Besides the regularity study for the case with nonhomogeneous boundary con-
ditions, our main contribution is that we provide a recipe for a more fundamental question:
why is the gPC expansion even a converging series? Furthermore, we prove the exponential
decay rate of the gPC coefficients and establish the error estimates of the stochastic Galerkin
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method. Our analysis shows that the error decay exponentially with the rate »”. Numerical
tests are conducted based on our analytical results.
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