Optimal Sampling for Data Freshness: Unreliable
Transmissions with Random Two-way Delay

Jiayu Pan, Ahmed M. Bedewy, Yin Sun, Senior Member, IEEE, and Ness B. Shroff, Fellow, IEEE

Abstract—In this paper, we aim to design an optimal sampler
for a system in which fresh samples of a signal (source) are
sent through an unreliable channel to a remote estimator, and
acknowledgments are sent back over a feedback channel. Both the
forward and feedback channels could have random transmission
times due to time varying channel conditions. Motivated by
distributed sensing, the estimator can estimate the real-time value
of the source signal by combining the signal samples received
through the channel and the noisy signal observations collected
from a local sensor. We prove that the estimation error is a
non-decreasing function of the Age of Information (Aol) for the
received signal samples and design an optimal sampling strategy
that minimizes the long-term average estimation error subject
to a sampling rate constraint. The sampling strategy is also
optimal for minimizing the long-term average of general non-
decreasing functions of the Aol. The optimal sampler design
follows a randomized threshold strategy: If the last transmission
was successful, the source waits until the expected estimation
error upon delivery exceeds a threshold and then sends out a
new sample. If the last transmission fails, the source immediately
sends out a new sample without waiting. The threshold is the
root of a fixed-point equation and can be solved with low
complexity (e.g., by bisection search). The optimal sampling
strategy holds for general transmission time distributions of
the forward and feedback channels. Numerical simulations are
provided to compare different sampling policies.

Index Terms—Age of information, unreliable transmissions,
two-way delay, and sampling.

I. INTRODUCTION

Timely updates are crucial in many applications such as
vehicular networks, wireless sensor networks, and UAV navi-
gations. To achieve timely updates, we require the destination
to receive fresh information from the remote source as quickly
as possible. The information freshness is measured by age of
information, or simply age, which has been widely explored
in recent years (e.g., [2]-[23]). Age of information with the
function of current time ¢ is defined as A; = t—U;, where U, is
the generation time of the freshest information data. In several
different queueing systems, the Last-Generated, First-Served
(LGFS) policy is shown to achieve age-optimality [2]-[4].
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Scheduling policies in various wireless networks are studied
to minimize age [5]-[9]. A literature review of recent works
in age of information is provided in [10].

In [11] and [12], a connection between age of information
and remote estimation of time-varying processes (e.g., Wiener
process or Ornstein-Uhlenbeck (OU) process) was established.
One of the remote estimation objectives in these early studies
was to design an optimal sampling policy to minimize the
long-term average minimum mean square error (MMSE). The
MMSE is a function of the age if the sampling policy is
independent of the signal being sampled [11]-[14]. Among
these studies, the estimator obtains the exact signal samples
subject to delay. However, the estimator neglects the instant
and inexact signal samples. For example, in vehicular net-
works, the estimator can estimate a signal via both the exact
signal samples from the remote sensor and the instant camera
streaming from the close vehicle sensor over time. To consider
both the delayed and instant signal samples, we will apply
the Kalman Filter [24, Chapter 7] and study the relationship
between the MMSE and age of information.

The desire for timely updates and the study of the new re-
mote estimation problem necessitates considering general non-
linear age functions in the development of optimal sampling
policies. To reduce the age, we may require the source to wait
before submitting a new sample, i.e., the zero-wait policy may
not be age-optimal' [15]. The study in [16] generalized the
result in [15], proposed an optimal sampling policy under a
Markov channel with sampling rate constraint, and observed
that the zero-wait policy is far from optimal if, for example,
the transmission times are heavy-tail distributed or positively
correlated. In [17], the authors provided a survey of the age
penalty functions related to autocorrelation, remote estimation,
and mutual information. The optimal sampling solution is a
deterministic or randomized threshold policy based on the
objective value and the sampling rate constraint. However, in
real-time network systems, both the forward direction and the
feedback direction have a random delay. Such a random two-
way delay model was considered in e.g., [18], [19]. In [18], the
paper proposed a low complexity algorithm with a quadratic
convergence rate to compute the optimal threshold. In [19], an
optimal joint cost-and-Aol minimization solution was provided
for multiple coexisting source-destination pairs with heteroge-
neous Aol penalty functions. Although the above studies have
developed optimal sampling strategies, they assume that the
transmission process is reliable. However, due to the channel

'We refer to a policy as zero-wait if the source takes the sample and
transmits as soon as it receives the acknowledgement.



fading, the channel conditions are time-varying, and thus the
transmission process is unreliable.

Recent studies [20], [21] investigate sampling strategies
while considering unreliable transmissions. In [20], the authors
considered quantization errors, noisy channel, and non-zero
receiver processing time, and they established the relationship
between the MMSE and age. For general age functions, they
provided optimal sampling policies, given that the sampler
needs to wait before receiving feedback. When the sampler
does not need to wait, they provided enhanced sampling
policies that perform better than previous ones. In [21], the
authors chose idle or transmit at each time slot to minimize
joint age penalty and transmission cost. The optimality of a
threshold-based policy is shown, and the policy’s threshold
is computed efficiently. Nevertheless, in practice, transmission
delays are random rather than constant because of congestion,
random sample sizes, etc, which is a critical challenge facing
the design of sampling strategies.

To address the aforementioned challenges, we investigate
how to design optimal sampling strategies in wireless networks
under the following more realistic (and general) conditions that
have largely been unexplored: unreliable transmissions and
random delay in both forward and feedback directions. Early
studies on optimizing sampling assuming reliable channels
with random delays have shown that the sampling problem is
decomposed into a per-sample problem. The per-sample prob-
lem can be further solved by optimization theory (e.g., [15]-
[18]) or optimal stopping rules (e.g., [11]-[13]). Similarly, our
problem assuming an unreliable channel is equivalent to a per-
epoch problem containing multiple samples until successful
packet delivery. Therefore, the per-epoch problem is a Markov
Decision Process (MDP) with an uncountable state space,
which is a key difference with past works, (e.g., [11]-[13],
[15]-[18]) and faces the curse of dimensionality.2 The main
contributions of this paper are stated as follows:

o We first formulate the problem where the estimator esti-
mates a signal in real-time by combining noisy signal
observations from a local sensor and accurate signal
samples received from a remote sensor. We show that if
the sampling policy is made independently of the signal
being sampled, the MMSE equals an increasing function
of the age of the received signal samples.

« For general nonlinear age functions, or simply age penalty
functions, we provide an exact solution for minimizing
these data freshness metrics. The optimal sampling policy
has a simple threshold-type structure, and the threshold
can be efficiently computed by bisection search and fixed-
point iterations. We uncover the following interesting
property: if the last transmission is successful, the op-
timal policy may wait for a positive time period before
generating the next sample and sending it out; otherwise,
no waiting time should be added. The key technical
approach developed in our results is given as follows:
(1) The value function of the proposed policy is an exact
solution to the Bellman equation. (ii) Under the contrac-

2We further compare our technical differences with past works in Sec-
tion V-D.
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Figure 1: System model.

tion mapping assumption, the solution to the Bellman
equation is unique, which guarantees optimality of our
proposed threshold-based policy. Our results hold for (i)
general non-decreasing age penalty functions, (ii) general
delay distributions of both the forward and feedback
channels, (iii) sampling problems both with or without
a sampling rate constraint. Therefore, our paper extends
previous studies on sampling for optimizing age (e.g.,
[15]-[18], [20], [21]). Although our sampling problem
is in continuous time, it can be easily reduced to be in
discrete time.

o When there is no sampling rate constraint, we provide
necessary and sufficient conditions on the optimality of
the zero-wait sampling policy [10] based on the choice of
age penalty function, forward and feedback channels. Fi-
nally, numerical simulations show that our optimal policy
can reduce the age compared with other approaches.

II. ESTIMATION AND THE AOI
A. System Model

Consider a status update system that is composed of a
source, a destination, a source-to-destination channel, and a
destination-to-source channel, as is illustrated in Fig. 1. The
source process O is sampled and delivered to the destination
via the forward channel. The forward channel suffers from
i.i.d. transmission failures, where « € [0, 1) is the probability
of failure. Upon each delivery, the destination then sends an
1-bit feedback message denoting whether the transmission is
successful (ACK) or unsuccessful (NACK). The feedback is
sent via the feedback channel that is reliable with an i.i.d.
random delay.

To clarify the system model, we set i € {1,2,...} as the
label of a successful delivery in chronological order. Let us
denote the ith epoch to be the time period between the (i—1)th
and the ith successful deliveries. We denote M, as the total
number of samples attempted during the ith epoch. Then, the
M;’s are i.i.d. and has a geometric distribution with parameter
1 — a. We use j to describe the indices of samples at the
ith epoch, where we have 1 < 7 < M;. The case j = 1
implies that the previous sample is successfully transmitted to
the destimation. Upon delivery, the destination immediately
sends the feedback to the sampler and arrives at time A; ;
via the backward channel with an ii.d. delay X;;, which
satisfies E[X; ;] < oco. Then, the jth sample in the ith epoch is
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Figure 2: Evolution of the age A; over time. The ith epoch
starts from D;_q a7, , to D a,.

generated at .S; ; and is delivered at D; ; through the forward
channel with an i.i.d. delay Y; ;, which satisfies E[Y; ;] < oo.

We assume that the backward delays X; ;’s and forward
delays Y; ;’s are mutually independent. In addition, the source
generates a sample after receiving the feedback of the previous
sample3, ie, S;; > Ai,j. In other words, we have a non-
negative waiting time Z; ; = S;; — A ; for all epoch ¢ and
sample index j. Thus, the forward channel is always available
for transmission at S; ;, and the delivery time D; ; satisfies
D, ; = 5;;+Y; ;. By Wald’s equation, the total transmission
delay needed in each epoch has a finite expectation:

M;
E Y (Xij+Yi;)| =E[Xi; +Yi,]E[M] < oo. (1)
j=1

Age of information (or simply age) is the metric for evaluat-
ing data freshness and is equal to the time elapsed between the
current time ¢ and the generation time of the freshest delivered
packet [23]. Let U; = max;{S; m, : Dim; < t}. Note that
only the M;th sample is successfully delivered for the :th
epoch. Then, the age of information A; at the current time
t is defined as

At =t— U t- (2)

We plot the evolution of the age (2) in Fig. 2. Upon each
successful delivery time D; ., the age decreases to Y; ar,,
the transmission delay of the newly generated packet. At other
time, the age increases linearly over time. The age is updated
at the beginning of each epoch and keeps increasing during
the epoch. Hence, the age is also determined by

Ay =t —Sinm,, if Din, <t<Dig1m,,,- 3)

3This assumption arises from the stop-and-wait mechanism. When the
backward delay X; ; = 0, the policy that samples ahead of receiving feedback
is always suboptimal. The reason is that such a policy takes a new sample
when the channel is busy and can be replaced by another policy that samples
at the exact time of receiving feedback [17]. When X; ; # 0, however, it
may be optimal to transmit before receiving feedback, which is out of the
scope of this paper.

iii

B. Remote Estimation and Kalman Filter

We first introduce some notations. For any multi-
dimensional vector O, we denote O as the transpose of O.
We denote I, x,, 05, xm as the nxn identity matrix and n xm
zero matrix, respectively. For a given n X n matrix IN, we set
tr(IN') as the trace of N, i.e., the summation of the diagonal
elements of IN.

In this subsection, the source process O; is an n-dimensional
diffusion process that is defined as the solution to the following
stochastic differential equation:

dOt == —(")Otdt + Eth, (4)

where ® and X are n X n matrices, and W; is the
n-dimensional Wiener process such that E[W,WI] =
I, 5, min{s,t} for all 0 < t,s < oo. The process O
represents the behavior of many physical systems such as the
motion of a Brownian particle under friction and the motion
of the monomers in dilute solutions [25]. At the destination,
there is an estimator that provides estimations according to
the received samples. One key difference from previous works
(e.g., [11]-[13], [21]) is that the estimator not only receives
the accurate samples Og, ; at time S; ; but also has an instant
noisy observation B, of the process O, as is illustrated in Fig.
1. The observation process B, is an m-dimensional vector,
modeled as

B, =HO, +V,, 4)

where H is an n X m matrix and V; is a zero mean white
noise process such that for all ¢,s > 0,

R t =s;
t # s,

R is an m x m positive definite matrix. We suppose that W,
and V; are uncorrelated such that for all ¢, s > 0, E[W, V] =
0n><m~

The estimator provides an estimate O, for the minimum
mean squared error (MMSE) E[||O; — Oy||2] based on the
causally received information. Compared to [12], the MMSE
in our study can be reduced due to the additional observation
process B;. Using the strong Markov property of O, [26,
Eq. (4.3.27)] and the assumption that the sampling times
are independent of O,, as is shown by Appendix A in our
supplementary material, the MMSE estimator is determined
by

Ot =E I:Ot‘{BT}Si,ZMiSTStﬂ OSi,]\/Ii] RS [Di,Mm Di+1,Mi+1)'
(7
By (7), we find that O, is equal to the estimate produced by the
Kalman filter [24, Chapter 7]. Therefore, in this work, we use
the Kalman filter as the estimator. At time ¢, the Kalman filter
utilizes both the exact sample Og, ,, and noisy observation
B, and provides the minimum mean squared error (MMSE)
estimation O;. Let N, 2 E[(O; — O,)(O; — O;)T] be the
covarianceA matrix of the estimation error O; — Ot. Hence,
E[[|O¢ — O] = tr(Ny).
According to (7), the estimation process works as follows:
Once a sample is delivered to the Kalman filter at time D; y,,
the Kalman filter re-initiates itself with the initial condition

EV, V)] = { (6)

Ome



N; = 0,x, when t = S; 5y, and starts a new estimation
session. Then, during the time period [D; ar,, Dit1,0,., ), the
Kalman filter uses the causal observations {B; : Sim, <7<
t} to estimate the process O.

Proposition 1. The MMSE tr(INy) of the process Oy is a
non-decreasing function of the age ;.

Proof. See Appendix B in our supplementary material. O

As aresult of Proposition 1, when the sampling times S; ;’s
are independent of O, the MMSE is still a non-decreasing
function of the age A;. When §; ;’s are correlated to Oy, the
MMSE is not necessary a function of A;.

In the one-dimensional case, where n = m = 1, we use
scalars 6,0, h,r,n; to replace the matrices ©,3 H, R, N,,
respectively. The Ornstein—Uhlenbeck (OU) process is defined
as a one-dimensional special case of diffusion process (4)
where 6 > 0 [27]. Then, we have

Proposition 2. Suppose that n = m = 1 and 6 > 0. Then,
for te [DiJV[“Di—i-l,J\/IHl) and i =0,1,2,..., the MMSE n;
of the OU process Oy is given by

Ng =mn — (8)

where Ay =t — S; i,
—0r ++/(0r)2 + o2rh?
h? ’

h2
l= . (10)
24/(0r)2 + o2rh?
Moreover, n; in (8) is a bounded and non-decreasing function
of the age A;.

)

n =

Proof. See Appendix C in our supplementary material. O

When the side observation has zero knowledge of O, i.e.,
h = 0 for ¢t > 0, then the estimator O; is equal to that in [12].
Therefore, Proposition 2 reduces to [12, Lemma 4], i.e., the
MMSE n, is given by
2
g
= (1—e 2% 11
n 20 ( € ) ’ ( )

moreover, n; for h = 0 is a bounded and non-decreasing
function of age A,.

III. PROBLEM FORMULATION FOR GENERAL AGE
PENALTY

The function in Proposition 2 is not the only choice of non-
linear age functions. In this paper, to achieve data freshness in
various applications, we consider a general type of age penalty
function. The age penalty function p : [0, 00) — R is assumed
to be non-decreasing and need nok{be continuous or convex.
5+2j=7’1(X71,j+Yi,j)p(t)dt

We further assume that E[ Is

and E{p (5 + Zﬁl (X, + Yi,j)> dt} < oo for any given 4.
We list another two categories of applications for the age

penalty functions. First, the age penalty functions can be linear,

polynomial, or exponential, depending on the dissatisfactions

< o0

of the stale information updates in multiple practical settings
such as the Internet of Things [28]. Second, some applications
are shown to be closely related to nonlinear age functions, such
as auto-correlation function of the source, remote estimation,
and information based data freshness metric [17].

We then define the sampling policies below. We denote H; ;
as the sample path of the history information previous to A; ;,
including sampling times, forward channel conditions, and
channels delays. We denote II as the collection of sampling
policies {S; ;};; such that S; ; > A, ; for each (7,7), and
Si.;(dsi j|Hi ;) is a Borel measurable stochastic kernel [29,
Chapter 7] for any possible H; ;. Further, we assume that
T, = Sim, — Si—1,m,_, 1S a regenerative process: there
exists an increasing sequence 0 < k; < ko < ... of finite
random variables such that the post-k; process {Ty,1i,i =
0,1,...} has the same distribution as the post-k; process
{T%,+i,i=0,1,...} and is independent of the pre-k; process
{T;,i = 1,2,...,k; — 1}; in addition, E [k;;1 — k;] < oo,
E [S’flJ\fkl] <ooand 0 < E |:Skj+17Mkj+] — Skj7]y[kj < o0,
j=12..4

The authors in [13] have stated that: to reduce the estimation
error related to the Wiener process, it may be optimal to wait
on both the source and the destination before transmission.
However, in this paper, it is sufficient to only wait at the source
to minimize the age. To validate this statement, consider any
policy that waits on both the source and the destination. We
first remove the waiting time at the destination. Then, at the
source, we add up the removed waiting time. The replaced
policy we propose has the same age performance as the former
one.

Our objective in this paper is to optimize the long-term
average expected age penalty under a sampling rate constraint:

T
/ p<At>dt] .
0

s.t. limsup %E [C(T)] < finax-

T—o0

Dopt = inf limsup —E
mell T oo

(13)

Here, C(T) is the total number of samples taken by time
T, and fiu is the maximum allowed sampling rate. The
constraint (13) is added because in practice, the sensor may
need to keep working for a long time with limited amount of
energy. To avoid triviality, the optimal objective value pop in
(12) satisfies pop < P, where p = lims_, o p(d). Note that we
allow p to be infinite.

A. An Additional Assumption and Its Rationale

We will utilize the following assumption in this paper.

Assumption 1. If o > 0, the backward delay X; ; € [0, Z],
and the waiting time Z,; € [0,Z] for all i,j. For any
positive T,z (that can be sufficiently large), there exists an
increasing positive function v(0) such that the function G(J§) =

“In this paper, we will optimize limsupp_, .. (1/T)E [fOT p(Ag)dt|.
However, a nicer objective is to optimize lim,—y o0 E [ fOD"’M” p(A¢)dt

/E [Dm Mn]~ If T3 is a regenerative process, then the two objective functions
are equal [30], [31]. If no conditions are applied, they are different.



E U;+i+z+yi’j |p(t)\dt} satisfies maxs>o |G(0)/v(d)| < oc.
In addition, there exists p € (0,1) and a positive integer m,
such that
E [v(5+m5£+m2+2;-n:1 Yj)
m <

“ v(9) =7
holds for all § > 0, where Y1,...,Y,, are an i.i.d. sequence
with the same distribution as the Y; ;’s.

(14)

When the forward channel is reliable, i.e., &« = 0, then
Assumption 1 is negligible by letting v(§) = G(d). Thus,
Assumption 1 restricts on the choices of age penalty p(-) when
a > 0. Note that the optimal sampling policy of the cases
a =0 and X; ; = 0 has been solved in [16], [17].

In the following corollary, we provide a list of age penalties
p(-) that Assumption 1 is satisfied for o > 0.

Corollary 1. For any one of the following conditions, Assump-
tion 1 holds:

(a) The penalty function p(-) is bounded, i.e., p < c.

(b) There exists n > 0 such that p(§) = O(6"),> and the
Y; ;s have a finite n + 1-moment, i.e., E [Yl“;rl] < 0.

(c) There exists a > 0 and b < 1 such that folsp(t)dt =
O(e“5b), and the Y; ;’s are bounded.

Proof. See Appendix D in our supplementary material. O

Most of the literatures of MDP have shown that the value
function of an optimal policy is the solution to the Bellman
equation. In this paper, we figure out a policy and its value
function that is indeed the solution to the Bellman equation.
If the Bellman equation has a unique solution, then our pro-
posed policy is optimal. Otherwise, we cannot guarantee the
optimality of our proposed policy. Assumption 1 arises from
the contraction mapping assumption [32], [33] that guarantees
that the Bellman equation has a unique solution. In other
words, Assumption 1 is a sufficient condition for the Bellman
equation to have a unique solution. Corollary 1 implies that
there are a wide range of age penalty functions that satisfy
Assumption 1. For example, the age penalty function derived
in Proposition 2 satisfies Assumption 1. Indeed, Assumption 1
holds if the age penalty function grows exponentially at some
bounded intervals. For all cases of the age penalty functions
we have mentioned, the constants Z,Z can be sufficiently
large. Therefore, in this paper, we set the constants z,Z to
be sufficiently large.

IV. OPTIMAL SAMPLING POLICY

In this section, we provide an optimal solution to (12).
The optimal solution is described by the waiting times Zlf’ ;S
throughout this paper.

A. Optimal Sampling Policy without Sampling Rate Constraint

When there is no sampling rate constraint, i.e., fp.x = 00,
we have the following result:

SWe denote f(8§) = O(g(d)) if there exists some nonnegative constants ¢
and ¢’ such that | f(5)| < c|g(8)] for all § > &'.

Theorem 1. If f. = oo, p(-) is non-decreasing, the Y; ;’s
are i.i.d. with finite mean E[Y; ;] < oo, the X, ;’s are ii.d.
with finite mean E[X; ;] < oo, the Y ;’s and the X, ;’s
are mutually independent, and Assumption 1 holds, then the
optimal solution to (12) is given by

Zi,l(ﬂ) = inf {Z Z 0:

Eyv: [p(Yiciv oy + Xin+2+Y') | Yicim,_ s Xin] > ﬁ},
(15)

Zz,j(ﬂ)zo J:27337 (16)

Y'=Yi1+ Z;.\/I:iQ(Xi,j + Yi,j),ﬁ and (3 is the unique solution

to
Yioi,m; 4 +Xi1+2Zi1(8)+Y7
E / p(t)dt

Yio1,m;_4

— BE [Xi’1 + Zi,l(ﬁ) + Y/] =0. a7

Moreover, B = popt is the optimal objective value of (12).
Proof. See Section V. O

In Theorem 1, the case j = 1 in (15) means that the previous
transmission (of the M;_;th sample in the (i — 1)th epoch) is
successful, and the system starts the new epoch from ¢ — 1 to
1. Since the age drops to Y;_1 57, , at the successful delivery
time D;_1 s, ,, the current age state at arrival time A, ; is
Yi—1,0m,_, + X;1. The case j = 2,3,... in (16) means that
the previous transmission is unsuccessful, and the system stays
within epoch .

Theorem 1 provides an optimal policy with an interesting
structure. First, by (15), in each epoch, the optimal waiting
time for the first sample Z; 1(3) has a simple threshold type
structure on the current age Y;_i a7, + X; 1. Since the
waiting times for j = 2,3,... are zero, Y’ is the remaining
transmission delay needed for the next successful delivery.
Note that 3 is equal to the optimal objective value pop in
problem (12). Therefore, the waiting time Z; 1(5) in (15) is
chosen such that the expected age penalty upon delivery is no
smaller than pop. Second, by (16), the source sends the packet
as soon as it receives negative feedback, i.e., the previous
transmission is not successful. This is quite different from most
of the previous works assuming reliable channels, e.g., [16]-
[19], where for all samples, the source may wait for some time
before transmitting a new sample.

We call a sampling policy to be stationary if each sampling
time is decided by the current age state and the previous
backward delay. We call a sampling policy to be deterministic
if each sampling time chooses a value with probability 1
(w.p. 1). We remind that the optimal policy we proposed in
Theorem 1 is stationary and deterministic. This stationary and
deterministic policy depends only on the current age state and
the previous backward delay, not on the sample index j. For
example, when j = 1, the previous backward delay is X 1,
and the current age state is Y;_1 a7, , +X; 1. For general value
of j, the previous backward delay is X; ;, and we suppose that

SIn this paper, we set the summation operator Z?‘:a to be 0 if b < a for
any given integers a, b.



Algorithm 1: Bisection method for solving (17)

1 Given function f(8) = f1(8) — Bf2(8). k1 close to p,
ko close to p, k1 < ko, and tolerance e small. B

2 repeat

3 B = 5(ki+ky)

4 if f(B) <0:ky=0.else ky =0

5

6

until ks — k1 <€
return (3

the current age state is A; ; + X; ;. Then, the stationary and
deterministic policy, which has an equivalent form of (15),(16)
in Theorem 1, is as follows:

Ey/ [p(Ai,j + Xiyj + 2z + Y;) | Ai,jaXi,j} Z ﬁ}
(18)

Here, Y/ = Y;; + Zzﬁjﬂ(xi,k + Y, 1), conditioned that
M; > j. Since M; is geometrically distributed, M; conditioned
that M; > j has the same distribution as M;+ j—1. Therefore,
Yj’ has the same distribution as Y’ defined in Theorem 1,
which guarantees that the optimal decision Z; ; is stationary.

The root of 3 in (17) can be solved efficiently. According to
(17), we can use a low complexity algorithm such as bisection
search and fixed-point iterations to obtain the optimal objective
value pop. The bisection search approach to solving pop is
illustrated in Algorithm 1. For simplicity, we set

Yicim; +Xi1+Zi1(B)+Y’
Mm:Eﬁ’ p(t)dt|, (19
f(B)=E[Xi1+ Zi1(B) +Y']. (20)

Then, the function f(3) = fi(8) — Bf2(B) satisfies the
following mathematical property:

Lemma 1. (1) f(53) is concave, and strictly decreasing in
B € [p,p) NR, where p = p(0) and p = lim;s_, p(0).

(2) There exists a unique root 3 € [p,p) N R such that
f(B)=o.

Proof. See Appendix L in our supplementary material. O

Therefore, the solution to Algorithm 1 is unique.

One common sampling policy is the zero-wait policy, which
samples the packet once it receives the feedback, i.e., Z; ; = 0
for all (i, ) [10]. The zero-wait policy maximizes the through-
put and minimizes the delay. However, by Theorem 1, the
zero-wait policy may be suboptimal on age. The following
result provides the necessary and sufficient condition when
the zero-wait policy is optimal.

Corollary 2. If fiux = oo, p(-) is non-decreasing, the Y; ;’s
are i.i.d. with finite mean E[Y; ;] < oo, the X, ;’s are ii.d.
with finite mean E[X; ;| < oo, the Y; ;’s and the X, ;’s are

vi

mutually independent, and Assumption 1 holds, then the zero-
wait policy is optimal if and only if

Y+X+Y'
E { Iy p(t)dt}

EX+Y]
(21

essinf By [p(Y + X +Y') | Y, X] >

where Y' = Y1 + 3305 (Xiy +Yiy), Y = Yiou,, X =
X 1, and we denote essinf E = inf {e : P(E < e) > 0} for
any random variable E.

Proof. See Appendix M in our supplementary material. [

When the channel delays are constant, we can get from
Corollary 2 that

Corollary 3. If f,.c = oo, p(-) is non-decreasing and satisfies
Assumption 1, and the Y; ;’s, X; ;’s are constants, then the
zero-wait policy is the solution to problem (12).

Proof. See Appendix N in our supplementary material. [

Theorem 1 is an extension to [17], [18]. When the forward
channel is reliable, i.e., M; = 1 for all 7 or « = 0, Theorem 1
can be reduced to the result in [18]. Further, we extend [18] in
two ways: (i) The age penalty p(-) is allowed to be negative or
discontinuous. (ii) The channel delays Y; 1, X; 1 have a finite
expectation and do not need to be bounded. Note that when
M; =1, Assumption 1 is negligible. When M; = 1, and there
is no backward delay (X;; = 0), our result reduces to [17,
Theorem 1].

The study in [20, Theorem 2] proves the optimality of
the zero-wait policy among the deterministic policies under
an unreliable forward channel. This result corresponds to
Corollary 3, a special case of Theorem 1. Our paper extends
[20] in two folds: (i) We allow the policy space II to be ran-
domized. Among randomized policies, due to the disturbances
on the previous sampling times, the current sampling time
is dependent on the previous ones, which is different from
[20]. (i1) We consider random two-way delays, extending the
constant one-way delay in [20].

B. Optimal Sampling Policy with Sampling Rate Constraint

For general values of fi.x, we propose the following result
that extends Theorem 1:

Theorem 2. If p(-) is non-decreasing, the Y; ;’s are i.i.d.
with finite mean E[Y; ;] < oo, the X; ;’s are i.i.d. with finite
mean E[X; ;] < oo, the Y, ;’s and the X, ;’s are mutually
independent, and Assumption 1 holds, then (15)-(17) is the
optimal solution to (12), if the following condition holds:

, 1
E[Xi1+ Zia(B) +Y'] > Fra(l— )’

where Y =Y; 1+ ZJJVLQ (X;; +Yi ;). Otherwise, an optimal
solution is as follows:

(22)

Zi1(B) = { Zmax(B)  wp. 1= 23)
Zi; =0, 3=2,3,..., M, 24)



Zmin(B) and Z,.:(B) are described as follows:

Zmin(B) = inf {z >0:

z

By [p(Yicim oy + Xin+2+Y') | Yici s Xin] > ﬂ},

(25)

z

By [p(Yici,my + Xin +2+Y') | Yicim_y, Xin] > 5}-

(26)
B is determined by
1
E[Xi1 + Zuin(B) +Y'] < Tl —a)
SE [Xi,l + Zmax(ﬁ) + Y ] . (27)
The probability X is given by
)\ . E [Xi,l + Zmax(ﬂ) + Y’] - m (28)
E [Zmax(ﬂ) - me(ﬁ)] .
Proof. See Section V. [

According to Theorem 2, the proposed optimal policy may
be randomized or deterministic. When p(-) is strictly increas-
ing, we have Zpin(8) = Zmax(5). Similar to Theorem 1, the
optimal policy is stationary and deterministic in current age
and previous backward delay. When p(-) is not strictly increas-
ing, Zmin(B) and Zn. () may be different, so the optimal
policy at 7 = 1 is a random mixture of two deterministic
sampling times. Note that when Z;;,(5) and Z.x(5) may be
different, the random optimal policy may be nonstationary.
In addition, we can solve (27) via low complexity algorithms
such as bisection search.

When M; =1 (or e = 0) and X; ; = 0, Theorem 2 reduces
0 [17, Theorem2]. Combined with the discussions in Section
IV-A, we conclude that our paper is an extension to some
recent studies on sampling for optimizing age, e.g., [15]-[18],
[20], [21].

V. PROOF OF THE MAIN RESULT

In this section, we provide the proof of our main results:
Theorem 1 and Theorem 2. In Section V-A, we utilize the
Lagrangian dual problem of the original long-term average
problem and reformulate the Lagrangian dual problem into a
per-epoch MDP problem. In Section V-B, we solve the per-
epoch MDP problem by formulating an exact optimal value
function to the Bellman Equation, which is the key challenge
to this paper. In Section V-C, we established zero duality gap
to the Lagrangian problem, which ends our proof. Finally, in
Section V-D, we summarize our technical contribution and
compare it with some related works.

A. Reformulation of Problem (12)

In this subsection, we decompose the original problem to a
per-epoch problem. The idea is motivated by recent studies that
reformulate the average problem into a per-sample problem
[11], [12], [16]-[18].

Since {S; a, }i follows a regenerative process, by renewal
theory, [30, Section 6.1], [34],

1 T
limsup —E [/ p(Ay)dt (29)
T— o0 T 0
B[ pland "
Tnteo E[Dpar] 30)
SIAE[fpn p(Agd]
— lim =2 i1 . 6D
n—o0 Zi:l E l:D’LMz - Di—l,]\/fi_l]
In addition,
: 1 B, M
limsup —E[C(T)] = lim —=d=1—"% 32
im sup 7 [C(T)] = lim E (S, 1 ] (32)
= lim " (33)

" oo (1— )E[Dar, ]

From (29)-(33), the original problem (12) is equivalent to

£l i Efpt Y, pA0d 34
w—%&@;Ew Do)
' 1
R P =P 2

(35)

We consider the following MDP with a parameter ¢ € R:

Di—1,m;

—1

O = 1t Ji 13

—c(Dinm, — Dic1m,_y) ] , (36)
s.t. li L ZH:IE [D D ] > !
Ao lim — v, — Diipg | > ———.
R e A )
(37)
By Dinkelbach’s method [35], we have
Lemma 2. [17, lemma 2]
(i) h(c) § 0 if and only if pop § C.
(ii) The solution to (34) and (36) are equivalent.
We define the Lagrangian with ¢ = pop:
1 i Di
L(m;y) = lim — » E / p(Ay)dt (38)
n—oon i—=1 Di—1,m;_,
v
— (Popt + ) (Dz',Mf, - Di—l,Mf,_l) R a—
fmax(lfa)
(39)
where v > 0 is the dual variable. The primal problem is
AN .
{(y) = inf L(m; 7). (40)
The dual problem is
41
d= glgé{l( 7). (41)



Weak duality theorem [36], [37] implies that d < h(pep). We
will later show that the duality gap is 0, i.e., d = h(pop). Note
that

M;
Din; = Dicanri oy = Z(Xm +Zij+Yij), (42)
Jj=1
Di,m;
E / p(Ar)dt (43)
Di—1,m;_4
Yio1,m,;_ 1+Zy:il(Xi,j+Zi1j+Yi'j)
=E / p(t)dt| . (44)
Yio1,m;_4

Recall that the age decreases to Y;_1 ps, , at time D;_q a7, ,
Note that Y;_1 ps, , is independent of the history information
by the sampling time S;_1 a7, ,. Thus, the age evolution at
the i*" epoch is independent of the sampling decisions from
the previous epochs 0, 1,2, ...,4 — 1. Therefore, to solve (40),
minimizing each epoch separately is sufficient. We define
the policy space II; as the collection of sampling decisions
(Zi1,Z;2,...) at epoch i such that the stochastic kernel

Zi (A2 j1Yim 1, My Ti1s Zi1s Vil -+ s Zij—15 Yij—15 Tij)

is Borel measurable. The difference between II; and II is that
the sampling decisions in II; do not depend on the history
information from previous epochs (except Y;_1 a7, ,). Hence,
it is easy to find that II; C II.

Then, by the analysis of the previous paragraph, we have
the following result:

Lemma 3. An optimal solution to (40) satisfies
}/i—l,lvf,i71+Z_?21(Xi,j+zi,j+)/i,j)
inf E /

mell; p(t) dt

Yio1,m;_4

i

— (Popt +7) Xij+Zij+Yij) | Yieim_y, Xi,1‘| .
j:l
(45)
Thus, for any epoch 7, we will solve Z; 1, Z; o, ... according

to (45).

B. Solution to the Per-epoch Problem (45)

We will solve problem (45) given that Y;_q ps, , = 0 and
X;1 =z, where § > 0 and = > 0. Since the epoch number
i does not affect problem (45), in this subsection, we will
remove the subscription ¢ from M;, X; ;,Y; 5, Z; ; and replace
them by M, X;,Y;, Z,; for the ease of descriptions. In addition,
since we want to find out a solution to (34), we need to avoid
that () = —oo. Thus, we assume that + satisfies inf,>o{z :
p(2) > pop + 7} < 00

Different from [11], [12], [16], [17], the per-epoch problem
(45) is an MDP with multiple samples and cannot be reduced
to the per-sample problem in the sense that the age is not
refreshed under failed transmissions. According to (45), we
define the value function J  under a policy m € II; with an

"Ifinf,>0{z : p(2) > Popt+} = oo, this subsection implies that waiting
for arbitrary large time can optimize (40). If such a policy optimizes (36), we
have popt = P, which contradicts to our assumption that popr < p.

viii

initial age state 6 > 0 (at delivery time) and backward delay
x > 0:

/5+2M1(X it+Zi+Y5)

Jr~(6,2) =E p(t)dt

)

M
— (Pop +7) Y (X + Z; +Y5) ‘ Xl_ff]
j=1

(46)
M
=E ng(Ajij,Zj) ’ Aq :57X1 =z,

(47)

where the instant cost function g, (4, z, z) with state (J, ) and
action z is defined as

g’Y (57 l', Z)
S+xz+z+Y
/ P(O)dt — (pop +7) (& + 2 +Y)
é

=Ey NG

where Y has the same delay distribution as the Y;’s and the
age state evolution is described as

Njp1 =0+ X;+Z;+Y;, j=1,2,.M~1, (49

with initial age state A; = § and initial backward delay .
Also, the policy m € II; has a Borel measurable stochastic
kernel Z;(dz;|01,%1,#1,...,0;,x;), and thus J. (0, ) is
Borel measurable [29, Chapter 9]. The above settings imply
that problem (45) is equivalent to a shortest path MDP
problem. Solving (45) is equivalent to solving

Jy(8,x) = wiélrf[i Jr~(6, ). (50)

When the channel state is reliable, i.e., « = 0 or M =1,
problem (45) (or equivalently, (50)) becomes a single-sample
problem, and there is no bound restriction to the instant cost
function g. (4, z,z). However, in the unreliable transmission
case where o > 0, problem (45) contains multiple samples. In
the case of multiple samples, most of the literature of dynamic
programming e.g., [29], [32], [33], [38]-[42] requires that the
instant cost function g, (d,x, z) is bounded from below. We
have such a requirement.

Lemma 4. There exists a value 1 such that g,(0,z,2) > —n
and Jr ~(6,2) > —n/(1 — a) for all (§,z,z) and any policy
w € II,.

Proof. See Appendix E in our supplementary material. O

Using Lemma 4 and Appendix F in our supplementary
material, J ~(d, ) defined in (47) also equals to a discounted
sum with discount factor a:

Ty (8, 2) Zaj 1E[g,y N, X, Z5) A1:5,X1=$}~

(S1)

Note that (51) is motivated by [38, Chapter 5], illustrating
that the discounted problem is equivalent to a special case of
shortest path problem.



Recall that uncountable infimum of Borel measurable func-
tions is not necessary Borel measurable. Problem (45) has
an uncountable state space. Thus, the optimal value function
J (8, z) defined in (50) may not be Borel measurable®, despite
that J - (9, z) is Borel measurable for all = € II,. Then, some
well known theories may not satisfy, such as the optimality
of the Bellman equation among II;. One of the methods to
overcome this challenge is to enlarge the policy spaces. We
define a collection of policies II; such that the stochastic
kernel Z;(dZ;|01,x1, 21, ..,0;, ;) is universally measurable
[29]. Note that every Borel measurable stochastic kernel is a
universally measurable stochastic kernel, so we have II; C H;

Note that if = € II}, we also denote J,(d,z) as the
discounted cost of 7 given in (51). For all given age state
0 and delay x, we define

J(0,x) = niéll'fl’, I (0, 2). (52)
It is easy to see that J. (d,2) < J,(0,). In this subsection,
we will finally show that J (6, z) = J,(J, z).

By Lemma 4, it is easy to show that J, , > —n/(1 — )
for all 7 € II'. Using J, > —n/(1 — «) and [29, Corollary
9.4.1], J' (4, x) is lower semianalytic [29]. Note that any real-
valued Borel measurable function is lower semianalytic. This
allows us to consider the Bellman operator based on a general
lower semianalytic function u(d, x). For any deterministic and
stationary policy m € II; with Borel measurable decisions
7(6, ), we define an operator T’ , on a function u:

T7T7’Yu(57 ;L‘)

=9+(0,,m(0,2)) + aBy x [u(é + = + (0, z) + Y, X)],
(53)

where Y and X have the same distribution as the i.i.d. forward
delay Y;’s and backward delay X;’s, respectively. We also
define the Bellman operator T, on the function u:

Tou(d,x) = zeh[%)fz] 9(0,z,2) + By x u(d+x+2+Y,X)].

(54
As is described in Assumption 1, the bound Zz is taken
sufficiently large. Note that if the function w(d, ) is Borel
measurable, T, u(d, ) is not necessary Borel measurable in the
sense that uncountable infimum of Borel measurable functions
is not necessary Borel measurable. However, if we extend
u(d, ) to be lower semianalytic, then T",u(d, x) is also lower
semianalytic [29, Proposition 7.47], i.e., T, is well-defined
under lower semianalytic functions. Note that the expectation
on a lower semianalytic function has the same definition with
the expectation on a Borel measurable function. In all, we have

Lemma 5. If u(6, x) is lower semianalytic, then Ty ~u(0, )
and T, u(6, z) are both lower semianalytic.

Proof. See Appendix G in our supplementary material. [

We denote u; = usg if uy(d,2) = uz(d,x) for all 6,z €
[0,00). Using the definition of T} - and T, the discounted
problem (52) has the following properties [29, Chapter 9.4]:

8see [29], [32] for counterexamples. In discrete-time system where the
system time is slotted, we do not have this challenge.

Lemma 6. If p(-) is non-decreasing, the Y;’s are i.i.d. with
finite mean E[Y;] < oo, the X;’s are i.i.d. with finite mean
E[X,] < oo, the Y;’s and the X;’s are mutually indepen-
dent, then the optimal value function J. (5, z) defined in (52)
satisfies the Bellman equation:

I =TJ, (55)

i.e., the optimal value function J:{ is a fixed point of T,.

To derive an optimal policy, we first provide two stationary
and deterministic policies called pimin,y and fimax,~. Then we
will show that both finin~ and pmax, are the solution to
problem (45).

Definition 1. The stationary and deterministic policies [imin ~
and [iyax, are defined as

//Lmin,"/((sv 37) = max{bmin,’y —0— €, O}a (56)

Eomax,y (0, ) = max{bpuer,y — 0 — x,0}, (57)

bminy = 10f {¢ > 0:E[plc+Y")] > po +7}, (58

bmaM = irclf {C >0:E [p(c + Y/)] > Popt + ’Y} ) (59)
M

YAV +) (X +Y)). (60)
=2

A randomized policy fin, = {Z1,Zs,...} with X € [0,1]
satisfies

Pmin (0, ) wp. A,
Z, = ; 61
' { Komax,~ (6, Jf) w.p. 11—\ 61

Using the definition of II;, we have pmin , Umax,y € IL;, and
fix~ € 1I; for all A € [0, 1] [29, Chapter 7].

Upon delivery of the first sample, age of fimin, and fimax,y
increase to Ay = 0 + T + fimin~(d,2) + Y1 and 0 + = +
Hmax, (0, ) + Y1, which are larger than max{d + , bmin  },
max{d+x, bmax ~ }, respectively. Then, the waiting time for the
second sample iS fimin (A2, Xo) = 0 and fimax 4 (A2, Xo) =
0, respectively. Thus, the waiting time at stage 2,... is 0 under
Hminy aNd fimax~. Therefore, we have pmin, = floy and
fmax,y = fi1,y- Note that when we do not consider sampling
rate constraint, then v = 0, and the policy fimin, 4 is equivalent
to (15) and (16) in Theorem 1. It remains to show that (i, -
and [imax,, are indeed optimal to problem (45).

Recall that we denote J (6, ) to be the value function
with initial state §,z under a policy 7. Then, we have the
following key result:

Lemma 7. If p(-) is non-decreasing, the Y;’s are i.i.d. with
finite mean E[Y;] < oo, the X;’s are i.i.d. with finite mean
E[X;] < oo, the Y;’s and the X;’s are mutually independent,
then the value functions J,,,, (6,z) and J (0, ) satisfy

min, Hama,
Ttinins = Ty T vy = Tpmarr = Tyt - (63)
Moreover, for any A € [0,1], we have Js, = = Jy,.. =
Himax,*
Proof. We provide the proof sketch of J,, . =T,J, .  here

and replace fimin, by p for simplicity. We relegate the detailed
proof to Appendix H in our supplementary material.



We define the g-function @, (0, z, z) as the cost of starting
at state (0, x), waiting for time z for the first sample, and then
following policy p for the remaining samples [38, Section 6]
[43, Chapter 3]. It is easy to find that

Qué,z,2) =g,00,z,2)+aE[J, (6 +x+2+Y,X)]. (64)

From (64) and (54), showing J, = T,J, is equivalent to
showing that Q,(0,z,z) > J,(d,x) for all the waiting time
z > 0, age 6 and x. We have stated that p has a nice
structure: for any initial state, the waiting times of stage
2,3... are 0. Thus, we can derive the closed form expression
of J,(6,z) according to (46) (where Z; = 0 for j > 2).
Also, given the definition of @Q,(6,x,z), we can derive the
expression of @, (9, x,z) with the similar form of (46). By
comparing @, (9, x,z) and J,(J,x), we can finally show that
Qu(d,,2) > Ju(d,x) for all (0,z,2). O

Lemma 7 tells that J,, ,  (or equivalently, J, . ) is a fixed
point of T’,. From Lemma 6, the optimal value function Jiy
is also a fixed point of 7. To show that J = J,, ., it
remains to show that the fixed point of T, is unique. If the age
penalty p(-) is bounded, J (0, z) is bounded for any policy
m € TI.. Then, according to the contraction mapping theorem,
the bellman equation (55) has a unique bounded solution [32],
[34], [42], i.e., Sy, = ny. Note that there may be unbounded
solutions to (55) [40], [41]. If p(-) is unbounded, we will
utilize Assumption 1 to show the uniqueness.

Let us denote A = [0, 00) x [0, Z], where Z is the bound of
X; mentioned in Assumption 1. In Assumption 1, we have
defined an increasing function v(d) : [0,00) — RT (also
called the weighted function). The weighted sup-norm ||lu|| of
a function u : A — R is defined as

= e 120.2)
(szyen  v(9)

(65)

Let B(A) denote the set of all lower semianalytic functions
u : A — R such that ||u|| < oo. Note that any real-valued
Borel measurable function is lower semianalytic. From [32, p.
471, [29, Lemma 7.30.2], B(A) is complete under the weighted
sup-norm.

Lemma 8. If p(-) is non-decreasing, the Y;’s are i.i.d. with
finite mean E[Y;] < oo, the X;’s are i.i.d. with finite mean
E[X;] < oo, the Y;’s and the X;’s are mutually independent,
and Assumption 1 holds, then for all = € 11;, J. , € B(A).

Proof. See Appendix I in our supplementary material. O

Then, the following result shows the uniqueness of the
Bellman equation T’ u = u.

Lemma 9. If p(-) is non-decreasing, the Y;’s are i.i.d. with
finite mean E[Y;] < oo, the X;’s are i.i.d. with finite mean
E[X;] < oo, the Y;’s and the X;’s are mutually independent,
and Assumption 1 holds, the following conditions hold:

(a) For any lower semianalytic function v : A — R, if u €
B(A), then Ty yu € B(A) for all deterministic and stationary
policy m € II;, and Tyu € B(A).

(b) The Bellman operator T, has an m-stage contraction
mapping with modulus p, ie., for all ui,us € B(A),

175 ur — T usl| < pllur — uel, (66)

where constants p € (0,1) and m are mentioned in Assump-
tion 1, and the weighted sup-norm || - || is defined in (65).

(¢) There exists a unique function u € B(A) such that
Tyu = u.

Proof. See Appendix J in our supplementary material. O

From Lemma 8, J, . € B(A). From Lemma 9(c),
Lemma 7 and J,,,, . € B(A), J,,,, . (or equivalently, J,,,,. )
is the unique solution to Tu = u. From Lemma 6, J,, . ==
J;. Since fimin,y, max,y € I and II; C 1T}, fimin~ and fimax,y
are the optimal policies in II;. Note that fimin~ = flo,y and
Mmax,y = f41,y- Using Lemma 7, we immediately get the final

result:

Lemma 10. A collection of optimal policies to problem (45)
is {fixy : X € [0,1]} described in Definition 1.

C. Optimal Solution to (36) When ¢ = pop;

Section V-B provides the optimal solution to (45) given the
initial states Y;_q a7, , = 0 and X;; = x. Using Lemma 10
and strong duality, we have the following result.

Theorem 3. If p(-) is non-decreasing, the Y; ;’s are i.i.d.
with finite mean E[Y; ;] < oo, the X; ;’s are i.i.d. with finite
mean E[X; ;| < oo, the Y; ;’s and the X, ;’s are mutually
independent, and Assumption 1 holds, then [u,n0 described
in Definition 1 is an optimal solution to (36) with ¢ = pop;, if
the following condition holds:
1
frnar(1 — @)’
(67)
where Y =Y;1 + Ej\iz(X” +Y; ;). Otherwise, [iy ~ is an
optimal solution to (36) with ¢ = p,p;, where vy is determined
by

E [Xin + timino(Yie1,00,_ 0, Xi) + Y] >

1
< - -
- fmax(l - Oé)
S]E [Xi,l + Nmax,'y(yvifl,Mi,laXi,l) + Y/] ) (68)

E [Xi,l + ,umin,'y(}/i—l,Mi_uXi,l) + Y/]

and the probability \ is given by
E [Xi,l + tomaxy (Yic1,m, 1, Xi1) + Y’] - m

B E [/Jmax,'y(ytifl,lﬂi,l ) Xi,l) - Mmin,'y(yéfl,Mi,UXi,l()gg')

Proof. See Appendix K in our supplementary material. O

By taking 8 = pop + v, Theorem 2 is directly shown by
Theorem 3.

In addition, note that Theorem 1 is directly shown by
Lemma 10, by taking § = poy and v = 0. In other words,
[min,0 1S an optimal solution to (12) when fiax = oo.

D. Discussion

Many existing studies on Aol sampling assume that the
transmission channel is error-free, i.e., M; = 1 for all 4, e.g.,
[11]-[13], [15]-[18]. Due to the renewal property, their origi-
nal problems are reduced to a per-sample problem. Similarly,
our result is equivalent to the per-epoch problem illustrated
in (45). If M; = 1, problem (45) reduces to a per-sample
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Figure 3: Average Aol versus the parameter o of the forward
channel, where 0o = 1.5 and o« = 0.8.
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Figure 4: Average Aol versus the parameter oy of the back-
ward channel, where 07 = 1.5 and o« = 0.8.

problem, where there is only one decision Z;; and is solved
using convex optimization. However, when M; # 1, problem
(45) is an MDP that contains multiple samples. This MDP
cannot be solved by convex optimization (e.g., [15]-[18]) or
optimal stopping rules (e.g., [11]-[13]).

Therefore, one of the technical contributions in this paper
is to accurately solve the MDP in (45). We summarize the
high-level idea of solving (45): First, in Lemma 6, among
the extended policy space II; with universally measurable
stochastic kernel [29, Chapter 7], the optimal policy satisfies
the Bellman equation (55). Then, in Lemma 7, we provide
the exact value function that is the solution to the Bellman
Equation. Finally, under Assumption 1 and Lemma 9, the
uniqueness of the Bellman equation is guaranteed.

In addition, although we focus on continuous-time systems
in this paper, our results can be easily reduced to the discrete-
time systems by removing the content of measure theory.

VI. NUMERICAL RESULTS

In this section, we compare our optimal sampling policy
with the following sampling policies:

1. Zero-wait: Let the waiting time Z; ; = 0, i.e., the source
transmits a sample once it receives the feedback.

2. One-way (1-way): It falsely assumes that the backward
delay X;; = O despite that X; ; may not be zero. In other
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Figure 5: Average Aol versus 1/(1 — «), where o7 = 2.3 and
09 = 1.5.
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Figure 6: Average Aol versus 1/(1 — «), where o7 = 1.5 and
09 = 2.3.

words, it derives Z; ; by solving (15)—(17) and letting X ; =
0.

3. Two-way Error-free (2-wayEF) [18]: It assumes that the
forward channel’s probability of failure o = 0 despite that «
may not be zero. In other words, it derives Z; ; by solving
(15)—(17) and letting M; = 1.

4. One-way Error-free (1-wayEF) [17]: It assumes that
X;;=0and a = 0.

Note that all of the four policies have a stationary thresh-
old structure. Therefore, similar to our optimal policy, each
policy may have a nonzero waiting time only if the previous
transmission was successful.

In this section, we consider linear age penalty p(d) = 26
and lognormal distributions on both forward and backward
delay with scale parameters o1, o9, respectively. Note that the
lognormal random variable with scale parameter o is expressed
as e”®, where R is the standard normal random variable. The
numerical results below show that our proposed policy always
achieves the lowest average age.

Fig. 3 and Fig. 4 illustrate the relationship between age
and 01,09, respectively. In Fig. 3, we plot the evolution of
average age in o; given that o9 = 1.5 and a@ = 0.8. As 03
increases, the lognormal distribution of the forward channel
becomes more heavy tailed. We observe that Zero-wait policy



evolves much quicker than other policies in ;. In addition,
2-wayEF and 1-wayEF policies grow faster than the optimal
policy in o;. Note that our optimal policy differs from the
other policies even if the average Aol is close. For example,
when o1 = 2.0, the average Aol of 2-wayEF is close to that of
our optimal policy. However, we observe that the waiting time
of our optimal policy and 2-wayEF are 78 and 49, respectively,
if the current age state and the last backward delay are 2 and
1, respectively. In Fig. 4, we fix o7 = 1.5 and plot the average
age of the listed policies in o5. Unlike Fig. 3, 1-way and 1-
wayEF policies perform poorly since they fail to take highly
random backward delay into account.

Fig. 5 and Fig. 6 depict the evolution of average age
in 1/(1 — «), where (01,02) = (2.3,1.5) and (01,02) =
(1.5,2.3), respectively. Note that 1/(1 — «) is the average
number of samples attempted for a successful transmission. In
Fig. 5 and Fig. 6, when 1/(1 — «) increases, the gap between
2-wayEF policy and our optimal policy increases. In Fig. 6,
since o9 > o1, the tail of backward delay is heavier than that
of forward delay. Thus, 1-way and 1-wayEF, which neglect
the knowledge of backward delay, fail to improve the age
performance.

In summary, when either one of the channels is highly
random, (i) Zero-wait policy is far from optimal, (ii) the age
performance of 1-wayEF or 2-wayEF policy gets worse if the
forward channel is more unreliable, (iii) 1-way and 1-wayEF
polices are far from optimal if the backward channel is highly
random.

VII. CONCLUSION

In this paper, we design a sampling policy to optimize data
freshness, where the source generates the samples and sends
to the remote destination via a fading forward channel, and the
acknowledgements are sent back via a backward channel. We
overcome the curse of dimensionality that arises from the time-
varying forward channel conditions and the randomness of the
channel delays in both directions. We reveal that the optimal
sampling policy has a simple threshold based structure, and
the optimal threshold is computed efficiently.
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