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Sequential Change-point Detection for
High-dimensional and non-Euclidean Data

Lynna Chu and Hao Chen

Abstract—In many applications, it is often of practical and
scientific interest to detect anomaly events in a streaming se-
quence of high-dimensional or non-Euclidean observations. We
study a non-parametric framework that utilizes nearest neighbor
information among the observations to detect changes in an
online setting. It can be applied to data in arbitrary dimension
and non-Euclidean data as long as a similarity measure on the
sample space can be defined. We consider new test statistics under
this framework that can detect anomaly events more effectively
than the existing test while keeping the false discovery rate
controlled at a fixed level. Analytic formulas approximating the
average run lengths of the new approaches are derived to make
them fast applicable to modern datasets. Simulation studies are
provided to support theoretical results. The proposed approach
is illustrated with an analysis of the NYC taxi dataset.

Index Terms—Anomaly detection; Online change-point;
Streaming data; Graph-based tests; Non-parametric.

I. INTRODUCTION

EQUENTIAL change-point detection aims to detect
S abrupt anomalies, observations that deviate from regular
behavior, in a streaming sequence of observations as quickly as
possible, while controlling the number of false alarms. In many
modern applications, the sequence of observations may consist
of high-dimensional observations (where the dimensional of
each observation is larger than the sample size) or non-
Euclidean objects (for example, sequences of networks or
images). Examples include fraud detection involving large
amounts of customer transactions [1]; disease surveillance or
medical monitoring using sequences of images or multiple
diagnostic measures [2], [3]; and consumer-based data streams
such as wearable and smart device monitoring, internet of
things sensors, network security systems, cybersecurity, and
other web applications [4]-[6]. In all these examples, the goal
is to detect a change (if a change is present) as quickly as
possible once it occurs, while also limiting the risk of false
discovery.

The sequential change-point setting can be formulated as
follows: let the observation at ¢ be denoted as Y;, t =
1,2,...,n,.... Here, t could be the time index or some other
meaningful indices, Y; could be a vector, image, or network,
and n is the index for the observation currently being observed.
When there is no change-point, Y;’s are identically distributed
from an unknown distribution, denoted as Fy. If there is a
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change-point at 7, the observation after 7 are from a different
(unknown) distribution:

YtNFO, tzl,...77'—1,
Y, ~F,t=71,7+1,...,

where Fy and F} are two different probability measures.

This formulation is very general. Fjy and F} are unknown
and not specified. We do not impose any constraints on how
the change happens here. For example, if the observation is a
high-dimensional vector, the change may occur in a subset of
(unknown) data streams and the subset may be of size one.

Our aim is to construct a stopping rule (denoted as T
that will alert us to a change as quickly as possible, once it
occurs, but keep the number of false discoveries at a fixed
level. Moreover, in keeping with the spirit of the problem
formulation, the stopping rule should be able to handle modern
data types and should be relatively fast and easy to implement.
To be precise, this means we would like to define 7" such that
the detection delay, FE.(T — 7|T > 1), is small, subject to
a fixed average run length (formally F.,(T) > ¢, where ¢
is a pre-specified large value) without making assumptions
on the underlying sequence of observations. Here ., denotes
the expectation under the hypothesis that the true change-
point happens at 7 and F., denotes the expectation under
the hypothesis of no change.

A. Related Works

When the data is univariate (or scalar), the sequential
change-point detection has been studied extensively (see [7]
and [8] for a review). For low-dimensional data, likelihood
based methods have been explored which require knowledge
or parameter estimates of the probability density functions
(see for example: [9]-[12]). For high-dimensional data, the
available methods are somewhat limited and may impose
strict assumptions on the data. As an example, many existing
methods have the assumption that the different data streams
are independent [13]-[17]. Other works allow for more flex-
ible application; for example kernel-based methods [18] and
a modified sliding window algorithm [19]. Computationally
efficient methods have also been proposed which combine
summary statistics based on geometric entropy minimization
(GEM) with the cumulative sum (CUSUM) algorithm [20],
[21]. For network data, [22] proposed a sequential approach
that acts by embedding each graph into a vector domain, where
a conventional multivariate change-point detection procedure
can be then applied. In general, for non-parametric methods
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applicable to high-dimensional and non-Euclidean data, the-
oretical analysis establishing false discovery control is very
difficult to carry out.

Recently, [23] proposed a new non-parametric framework
that utilizes nearest neighbor information to detect changes
in an online setting. They also provided a general, analytical
formula for false discovery control. This method can be
applied to data in arbitrary dimensions (with no assumption
that the different data streams are independent) and to non-
Euclidean data. The author proposed to use the following
stopping rule:

max
n—ni<t<n—ng

Tz(bz) = inf {n — NO : ZL|y(t,77,) > bz} s

ey
where ng, n1, and L are pre-specified values, N is the number
of historical observations with no change-point, n > Ny, and
Zp)y(t,n) is a two-sample test statistic that tests whether
{Yo—r+41,.-., Y} and {Yii1,...,Y,} are from the same
distribution. We refer to Zp|y,(t,n) as the edge-count two-
sample test based on k-nearest neighbor (k-NN) in the fol-
lowing for simplicity. For more details of this test, please see
Section II. The author also provided an analytic formula to
compute by such that the average run length E(T%(bz))
is controlled at a pre-determined value. Simulation studies
show that this method beats likelihood-based methods when
the dimension is high.

Despite these nice properties, we find that the edge-count
two-sample test on k-NN can have low power for some
common types of changes when dimension is moderate to
high, causing the stopping rule (1) to behave unexpectedly.
To illustrate, consider a simple scenario where data are from
a d-dimensional Gaussian distribution and there is a change at
T =201:

N, 0”%)

iid
Yl,...,YQOO NNd(O,E), Y2017"~

with (i, j) = 0.3/"=7!. We consider two types of changes:

e Scenario 1 (only mean differs): ||u|]2 = A.
o Scenario 2 (both mean and variance differ): ||ulls = A
and o.

Tables I presents the performance of T (bz) for both sce-
narios based on 1,000 simulation runs. Here £ = 5, L = 200,
ng = 25, and ny = 175. The table reports the fraction of
trials (out of 1,000) to successfully detect the change within
30 (or 50) observations after the change occurs. The average
detection delay (EDD) is estimated as the average elapsed time
between when the change occurs (7 = 201) and when T (bz)
detects a change. False alarms are not counted here. In each
scenario, the threshold bz is computed by formulas given in
[23] such that E.(Tz(bz)) = 2000.

In Table I, we see that the method performs worse in
Scenario 2 than Scenario 1 under two different comparison
criteria: the fraction of trials that can be detected given a fixed
time is smaller under Scenario 2 and the average detection
delay (EDD) is larger under Scenario 2. However, common
sense tells us that the additional change in variance should
make the two distributions more different and the change in
Scenario 2 easier to detect. This phenomenon is due to the

TABLE I
PERFORMANCE OF T’z (bz) FOR SCENARIOS 1 AND 2, A = 2.6, 0 = 0.78,
d =100
Scenario 1~ Scenario 2
< 30 0.15 0.06
< 50 0.67 0.48
44.29 50.21
EDD | 17 4+ 13.96

curse-of-dimensionality (a more detailed explanation can be
found in Section II-B) and results in the existing method
having diminished power to detect general changes.

B. Our contributions

To address the problem of the stopping rule Tz (bz), we
propose three new stopping rules:

Ts(bg) = inf {n—NO : Sriy(t,n) > bs},

max
n—nmi1<t<n—ng
2
Tw (bw) = inf {n — Ny : max Wiy (t,n) > bw} ,
n—ni<t<n—ng
3)
T]u(bM) = inf {n—No : max ML|y(t,’ﬂ) >bM}
n—ni<t<n—ng
“)

The definitions of Sgy(t,n), Wrjy(t,n), and My (t,n)
are provided in Sections II-C, II-D and II-E, respectively.
Under the same setup detailed in Table I, Table II shows that
these new stopping rules are more successful in detecting the
change quickly after it has occurred. They also have shorter
detection delays than 7 (bz) under both above scenarios
and all have shorter detection delays in Scenario 2 than that
in Scenario 1. Further comparisons between the stopping
rules can be found in Section IV; these demonstrate that
the new stopping rule have improved power and detection
delay compared to existing methods over a range of general
scenarios.

TABLE II
PERFORMANCE OF NEW STOPPING RULES UNDER SCENARIO 1 (TOP) AND
SCENARIO 2 (BOTTOM), A = 2.6, 0 = 0.78,d = 100

Z w S M

<30 0.15 0.51 0.41 0.49

< 50 0.67 0.91 0.86 0.89
EDD 44.29 32.27 35.14 32.61
+14.17 £12.90 +£15.48 +£13.62

Z w S M

< 30 0.06 0.85 0.81 0.82

< 50 0.48 0.98 0.98 0.98
EDD 50.21 23.21 24.16 23.74
+ 1396 £801 +848 +£7.82

To construct these new stopping rules, we propose new two-

sample tests on k-NN. Specifically, we extend the generalized
(S) Iweighted (W) /max-type (M) edge-count test defined on
an undirected similarity graph [24], [25] to the directed k-NN
graph. The generalized edge-count and max-type tests on k-
NN are well defined except for a particular construction of a
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k-NN graph (see Theorem 1). The detailed definitions of these
stopping rules are given in Section II.

To make the new stopping rules useful for real-data ap-
plications, we provide analytical formulas to compute the
stopping thresholds, bg, by, and by, such that the average
run length (ARL) for each new stopping rule is controlled
at a pre-determined value. This involves studying how the k-
NN graph updates and obtaining expressions that explicitly
characterize these dynamics, which lead to the development
of new theoretical treatments. Specifically, for all the stopping
rules, more accurate expressions of the graph updates are
derived and the techniques used are an improvement over the
approach utilized in [23]. We demonstrate that the analytical
formulas for the stopping thresholds are reasonable to use
and we further improve upon their accuracy for finite sample
sizes by implementing a skewness correction technique on the
thresholds.

In general, each test statistic has its own niche where it
dominates. When interested in general change (for example,
both mean and variance change), the stopping rules Ts(bg)
and T (bps) are recommended. The stopping rule T (bas)
has an advantage over Ts(bg) in that we can obtain more
accurate analytical expression for the ARL for false discovery
control. If the change of interest is in mean only, the stopping
rule based on Ty (by ) is recommended. See Section IV for
a comparison of their performance. In this paper, the types
of changes we explore are confined to mean and/or variance
change. However, the approach can be used to detect other
changes in distribution, such as changes in covariance. For
illustration, Table III shows the performance of the stopping
rules under covariance change only. The data are again gen-
erated from d-dimensional Gaussian with d = 100, k = 5,
L = 200, ng = 25, n; = 175, and there is change at 7 = 201:

iid

Y1, Yooo “N(0,%0),  Yoor,... Y N(0,5),

with X (i, ) = 0.3°=7 and ¥ (4, j) = 0.68/°~71.

TABLE III
PERFORMANCE OF STOPPING RULES UNDER COVARIANCE CHANGE.
Z W S M
<30 0.026 0.263 0.336 0.334
< 50 0.069 0.603 0.677 0.663
EDD 92.17 65.65 43.90 45.27
+27.69 £30.77 £25.85 £26.50

We see here again that the new stopping rules based on W,
S, and M perform better than the stopping rule based on Z.

These new approaches are implemented in an R package
gStream.

The organization of the rest of the paper is as follows.
Section II discusses the new stopping rules in details. Section
IIT studies the asymptotic properties of the proposed stopping
rules and analytic ways to determine the thresholds. The
performance of the new methods are further explored in
Section IV and the new methods are illustrated on a real data
set in Section V.

II. NEW TESTS

The test statistics in the stopping rules (2) - (4) trace from
the offline version of the problem studied in [25] where the
statistics were defined on an undirected similarity graph. For
online detection, observations keep arriving and the similarity
graph updates as a new observation arrives. Therefore one
needs to understand the dynamics of the series of similarity
graphs. [23] studied the directed nearest neighbor graphs as the
dynamics of nearest neighbor graphs can be well understood.
In this work, we continue to use the directed nearest neighbor
graphs to construct improved statistics. The extension to other
types of graphs is saved for future work.

A. Notation

First we define a random variable which indicates whether
or not an observation Y; is among the rth nearest neighbor to
another observation Y ; among the observations in nr. Specif-
ically, for any n > Ng and 7,5 € np, = {n—L+1,...,n},
. = I(Y; is the rth NN of Y,; among
Yo ri1,--- ,Yn), where 1(-) is the indicator function that
takes value 1 if the event is true and O otherwise. In terms
of graph construction, each observatlon points to its k£ nearest
neighbors. For example, if A = 1, then Y; is the rth
nearest neighbor of Y; and there is a directed edge from Y
pointing to Y; (if r < k). We define An = Zf,l AELTL)M
to be the mdlcator function that Y is one of the first k& NNs
of Y; among the observations in nL We use y;’s to denote
the realizations of Y;’s and let anL i = ZT 1 EZL) ;; With

;TL) i; =1(y; isthe rth NNof y; among y,_r41,...,¥n)-
For any n, each t € {n — L + 1,...,n} divides the data
sequence into two groups: one group being the observations
before ¢ : {Y,—r41,.-., Yt} (Group 1) and the other group
being the observations after ¢ : {Y¢y1,..., Y} (Group 2).
Define,

bo,ij(t,n,;) :I(n—L+1 <i<tandt< j<nor
t<i<nandn-—-L+1<j<1),

biiij(t,ng) =Iln—L+1<i<tandn—-L+1<j<t),

bg,i]‘(t,nL) ZI(t <i<nandt< 7 < TL)

Then by ;; is the indicator function that Y; and Y; belong to

different groups, by ;; is the indicator function that Y; and Y ;

both belong to Group 1, and b3 ;; is the indicator function that

Y; and Y; both belong to Group 2.
We define our test statistics as follows:

n n
Ro,(t,n) = Z Z A+ AL )Bo(tng),
i=n—L+1 j=n—L+1
n n
Rip(tn)= > (AL + AL )BLs(tng),
i=n—L+1 j=n—L=1
n
Ry (t,n) = Z AY AL )Baj(tn).
i=n—L+1 j=n—L=1

Bo,ij(t,nL), BLij(t,nL), and Bg,i]‘(t,n[,) are the random
variable versions of by ;;(t,nr), b1,;;(t,nr), and b ,;;(t, nr)
such that the distribution of these random variables is defined
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to be the permutation distribution. The permutation distribu-
tion is the distribution induced by all L! possible permutations
of observation indices among the observations in ny. The
null hypothesis and independence assumption imply that the
observation indices are exchangeable, and therefore under the
permutation distribution, the true (unknown) distribution of the
observations remains unchanged when the null hypothesis is
true.

It is clear that Ry 1(t,n) is twice the number of edges
in the k-NN graph connecting observations before ¢ and
after ¢, Ry (t,n) is twice the number of edges connecting
observations prior to ¢, and Ry, 1(t,n) is twice the number
of edges that connect observations after ¢. The notation of
the graph-based test quantities emphasizes their dependency
on the graph which is constructed on the L most recent
observations, with the most recent observation indexed at n.
Figure 1 illustrates these test statistics constructed for different
times ¢ and n. In the top row of Figure 1, n = 30 and we
construct the graph on the L = 20 most recent observations:
Y11, Y12, - - - » Y30. The edge-counts are calculated for different
values of ¢t € {11,...,30}. Ro (t,n) is twice the number
of directed black edges, Ri 1 (t,n) is twice the number of
directed red edges, and Rp r(t,n) is twice the number of
directed blue edges. It is clear for a fixed n, the graph does not
change: each graph in the first row of Figure 1 is the same.
But as new observations continually arrive, the graph itself
will update. For example when n = 40, we now construct the
graph on observations yo1, Y22, - .., Y40 (see the second row
of Figure 1). For n = 40, the edge-counts are then calculated
for different values of ¢ € {21,...,40}.

t=12, Ro.(t,n) =8, Ry (t,n) =0, Ry (t,n) =32 t=20, Rou(t,n) =14, Ry (t,n) =14, Ry (tn) =12

1i 1i
Bxsto Bxto

t=22, Rgy(t,n) =10, Ry (t,n) =0, Ry (t,n) =30 t=30, Roy(t,n) =22, Ryy(t,n) =8, Ry (tn) =10

32 26 32 26

34, 34,
37 72' 37 f}'
2 28, 2 28,
24 3 24 2

40
2, \ ED
3

Fig. 1. The construction of graph-based test quantities Rg r,(¢,n) (black
edges), Ri,r(t,n) (red edges), and Ry 1,(t,n) (blue edges) for different
values of ¢ on a directed k-NN graph. Each observation points to its k nearest
neighbors. Here k& = 1. In the first row, n = 30 and the k-NN graph is
constructed on the L = 20 most recent observations: y11,¥12,-..,¥Y30. In
the second row, n = 40 and the k-NN graph is constructed on the L = 20
most recent observations: y21, Y22, - - - , Y40-

B. Limitations of the method based on the edge-count test (Z)

The stopping rule Tz (bz) (1) is based on the edge-count
two-sample test statistic Zp,|, (¢, n) [23]. To obtain Zp,(t,n),
first a directed k-NN graph is constructed based on a similarity
measure (for example, Euclidean distance). Then the number
of edges in the k-NN graph that connect observations before ¢
Yp—r+1,---, Yy) and after ¢ (Yyy1,..., Yy,) is counted (we
refer to this as the between-sample edge-count). Please see
Figure 1 for an illustration of how Ry 1,(t,n) is computed. To
make Ry 1,(t,n) comparable across different ¢, we define its

standardized version as Zp,(t,n) = —R"‘L\y\’/")(;E(}j‘i‘L;’")).
ar 0,L(T,n

Analytical expressions of E(Ry 1(t,n)) and Var(Ry 1(t,n))
can be obtained under the permutation distribution, which is
defined as all L! possible rearrangements of the observation
indices among ny, and are omitted here for brevity. A rela-
tively low between-sample edge-count (or a large Zp,(t,n))
indicates the observations before and after ¢ are less mixed and
this is evidence against the null hypothesis of no change. The
intuition is that observations before ¢ tend to find their nearest
neighbor among other observations before ¢ (and similarly for
observations after ¢), which implies a distributional difference
between the two groups of observations.

The rationale of a relatively small between sample edge-
count (Ro 1 (t,n))) holds particularly well under the scenario
of mean change only and/or low-dimensional data. However,
when the dimension of the data is moderate/high and the
change in distribution is not only in mean, for example an
additional variance change is present, this rationale breaks
down. This is because in the high-dimensional setting obser-
vations that are similar (i.e. from the same distribution) are
not necessarily close in distance. Consider two distributions
that differ in both mean and variance and the dimension of
the data is d = 100. The observations would be separated
into two layers: observations with the smaller variance in
the inner layer and observations with the larger variance in
the outer layer. Since the volume of a d-dimensional space
increases exponentially in d, for practical sample sizes it is
not uncommon for observations in the outer layer to find
themselves to be closer to observations in the inner layer
compared to other observations in the outer layer. In this
scenario the between-sample edge-count would be relatively
large under the alternative, rendering Z,,(t,n) ineffective.
The new two-sample test statistics Sz, (t,n) and M, (t,n)
address this curse-of-dimensionality problem.

Moreover, even for mean change only the stopping rule
based on Zp,(t,n) can still suffer from increased detection
delay. This limitation of Zp,(t,n) is due to a variance
boosting problem under unequal sample sizes in the two-
sample test setting. For more details on the variance boosting
issue in the two-sample test setting see [26]. In the sequential
setting, this means that using Zp,,(t,n) can lead to increased
detection delay since it may only be able to detect the change
when it is near the middle of the sequence. To resolve this, we
propose the weighted edge-count two-sample test Wy, (£, n).
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C. The method based on the generalized edge-count test (S)

The generalized edge-count two-sample test at ¢ € {n— L+
1,...,n} under k-NN can be defined as
f:fLL
Ry 1(t,

Rio(tn)\"
SLly(t7n) = <R27L(t,n))>
) — E(R1L(t, )) Ry (1, )—

where Ry 1 (t,n) = Ry (t,n
t n)) and X, (¢, )
|

Ror(t,n) — E(Ro(t

Var((Ry 1(t,n), Ra..(t,n))T|y) such that E(-) and Var()
denote the expectation and variance taken under the
permutation distribution.

If a change-point 7 > Ny occurs in the sequence, we
would expect Sy, (t,n) to be large when n > 7 and ¢ close
to 7. The test statistic is defined in this way so that either
direction of deviations in the number of within-sample edges
from its null expectation would contribute to the test statistic.
For example, under the location alternatives, we would expect
both Ry 1(t,n) and Ry 1 (t,n) to be larger than their null
expectations, which would lead to a large Sp|y(t,7). Under
the scale alternatives, the group with the smaller variance
would have a within-edge count larger than its null expectation
and the group with a larger variance would have a within-edge
count smaller than its null expectation (due to the curse-of-
dimensionality), which would also lead to a large Sgy(t,n).
Therefore, this test is powerful for both location and scale
alternatives.

Under the permutation distribution, the analytical expres-
sions for E(R1,1(t,n)|y), E(Rz,.(t,n)|y), and Xy (t,n) =
(3;,(t,n)|y)i j=1,2 can be calculated through combinatorial
analysis. Note that E(Ry r(¢t,n)ly) = E(Rir(t,n)) and
E(Re.r(z,n)ly) = E(R2,(t,n)). Let z =t — (n — L).

E(Ry.1(z,n)) = M7

-1
E(Ro,1(t,n)) = 2k(L—z)(L—z—1)

(L-1) ’

4dx(z—1)(L—=x
Sy u(z,n) = - i)(L )(2)(L )3) ((L —x—1)x
QI
(k+% Z a;';a;; (x—2)+ Z a au k(L(Ll)‘S)),

,jENL ,JENL
4x(L—x)(L—x—1
Sy 2(w,m) = G (0 - D+ £ Y afaf)
,JENL
(L—2)(L—3
+( 7'%72 Z a]zalz #)7
1jl€nL
dz(z—1)(L—z)(L—x—1) k2 (L—3
Ey12(z,n) =Xy 21 (z,n) = ((L 1))((L 2))((L 3) LR

th++ > afali -1 > alah).
,JENL ,JENL

The generalized edge-count two-sample test statistic is well
defined when Xy (¢, n) is invertible.

The following theorem ensures that the statistic is well
defined except in very rare scenarios. These scenarios can be
checked by calculating the node in-degree of each observation
in the k-NN graph. A node’s in-degree is the number of other
observations that find that node to be its nearest neighbors.

Theorem 1. For L > 5, the generalized edge-count two-
sample test statistic under k-NN is well defined except for

when all nodes have an in-degree of exactly k, i.e. d; = k Vi,
where d; =Y. al.

Jjeny “J

Based on Theorem 1, as long as each node in the graph does
not have an in-degree of k and the graph is constructed on at
least 5 observations, then Xy (¢,n) is invertible and Sy, (¢, n)
is well-defined. A proof of the above theorem is in Supplement
A.

This leads us to the stopping rule based on the generalized
edge-count test under k-NN (2):

max
n—mni<t<n—ng

Ts(bs) = inf {n — Ny : SL|y(t,n) > bg} .

D. The method based on the weighted edge-count test (W)

Following the same notations in Section II-C, for each ¢ €
{n—L+1,...,n}, the weighted edge-count two-sample test
statistic under £-NN can be defined as

Rw,L(ta n) = Q(ta n)Rl,L(t7 Tl) + p(tv n)RQ,L(t; n)v
where p(t,n) = % and ¢(t,n) = 1 — p(t,n). Since
it is more difficult for the sample with a smaller sample
size to form an edge within the same sample, Ry 1(¢,n) and
Ry 1.(t,n) are weighted by the inverse of their corresponding
sample sizes. The test statistic defined in this way resolves
the variance boosting problem described in Section II-B.
Relatively large values of R,, 1,(t,n) are evidence against the
null hypothesis of no change. Let

Rw L(t TL) —

\/Var w,

Under the permutation distribution, analytical formulas for
E(Rw,r(t,n)) and var(R,, 1(t,n)|y) can be calculated based
on E(Ri (t,n)), E(R2,r(t,n)), and Xy (¢,n) provided in
Section II-C:

E(Ru.1 1))

Wil = PO

(6)

E(Rw,L(t,n)) = 2kL(L—n+t—1)(n—t—1)

(L-1)(L-2) ’
Var(Ry, (¢, n)|y)
_ A(L—ntt)(L—n+t—1)(n—t)(n—t—1)

(L-1)(L—2)(L—3) x
Sigeny 959 Tijien, G0 k2(L—3)
(k + =S LL - ]LZ(ELLz) - - (Lfl)(L72))‘

The variance of Ryy|z(t,n) is well defined if the inequal-
ity (7) holds. Since El jens a;';aﬂ > 0 by definition and
I diideny ﬂah < k(L —1)? + k?, we need:

D> ahaf; >

i,JENTL

~ B(L=2k+Lk-1)
(ZT=D(L-2)

k k2
= @-2 + -1 (7

The stopping rule based on the weighted edge-count test
under k-NN is (3):

max
n—mi1<t<n—ng

w(bw) Zinf{n—No : Wiy (t,n) > bW}.
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E. The method based on the max-type edge-count test (M)

We can define the max-type test statistic under k£-NN based
on the following lemma:

Lemma 1. The generalized edge-count two-sample test under
k-NN can be expressed as

Spiy(t,n) = Wi, (t,n) + DF, (t,n),
where Wy (t,n) is defined in (6), and
R, (t,n) — E(Rag,(t,n))
VVar(Ragr(t,n)ly)
with Ryy.1,(t,n) = R1,1,(t,n) — Ra (¢, n).

DLly(tv n) =

®)

The proof of this lemma is in Supplement B. The analytical
expressions for the expectation and variance of Rgis, 1,(¢,n)
under the permutation null are:

E(Ruair, 1. (t,n)) = 2k(L — 2n + 2t),

Var(Rqirr, 1. (t, n)|y) = M??ijiyl_t)(%

Z ajt-a; —k?).
iJENL

The variance of Rugis,1,(¢,n)|y is well-defined as long as
d; # kY i, in other words as long as each node does not have
an in-degree of k.

From the above lemma, Sy, (t,n) is the sum of squares of
two uncorrelated quantities (these two quantities are further
asymptotically independent; details given in Section III). Here,
Wiy (t,n) is sensitive to location changes: when the change
is in mean, Wy, (t,n) tends to be large. On the other hand,
Dpy(t,n) is more sensitive to scale changes: when the
change is in variance, | Dy, (t,n)| tends to be large. The sign
of Dy, (t,n) depends on whether the distribution after the
change has a larger spread or not. This leads to the following
max-type edge-count two-sample test statistic under k-NN:

ML‘y(t,n) = max(|DL|y(t,n)\,WL|y(t,n)). )

When there is a change in location and/or scale, depending
on the signal of interest, it is useful to consider an extended
version of the max-type edge-count two-sample test:

M 11y (t,n) = max(|Dpy (t,n)], Wy (t,n),  (10)

where ¢ > 0. Different choices of & lead to different focuses
of the alternatives. For example, if we are more interested
in locational changes, we could choose a large £. On the
other hand, setting & to be small would favor detecting scale
changes. When £ = 1, the test reduces to the plain max-type
edge-count test. For more detailed discussion on how to select
&, see Supplement H in [25] (under the offline change-point
detection setting, but similar arguments apply to the online
setting).

The stopping rule based on the max-type edge-count test
under k-NN is as follows :

T, (bar,) = inf {n —No: max M, (t,n) > ng} ,
n} <t<ny
(11)

where nj = n —n; and n{, = n — ng. This reduces to (4)
when & = 1.

ITI. AVERAGE RUN LENGTH

Given the new stopping rules presented in Section II, we
would like to determine the thresholds bg, by, and b M in an
analytic way such that the false discovery rate is controlled
at a pre-specified value. A common way to measure the
false discovery rate under the online change-point detection
is the average run length, i.e., the expected time to stop when
there is no change-point, which we denote as E.,(Ts(bs)),
Eoo(Tw(bw)), and Eoo(TIMg (b[\/fg)).

In the comparisons in Section I-B (Table II), the thresholds
were chosen such that the average run lengths are 2,000
based on simulation runs. This is doable when the underlying
distribution of the sequence is known. However, in many
applications, the distribution of the sequence is unknown.
Furthermore, since new observations keep arriving, resampling
based methods, such as permutation and bootstrap, are not
appropriate here and even if they were, directly resampling
could be very time consuming. Therefore, to make the method
fast applicable, we seek to derive analytical expressions for
the average run lengths. Given the non-parametric nature of
the proposed method, we would not be able to get exact
analytic formulas for the average run lengths under finite L.
In the following, we first approach the problem asymptotically
(Section III-A), and then make adjustments for finite samples
(Section III-B).

A. Asymptotic results

To derive analytical expressions for the average run length,
we must study the asymptotic distribution of the stopping
rules. Since these stopping rules are composed of the ran-
dom fields {Spy(t,nr)}, {Wiriy(t,n)}, and {M¢ |y (t, 1)},
we study their asymptotic properties. To obtain the limiting
distribution of these random fields, we only need to focus
on {Dry(t,n)} and {Wp(t,n)}. We show that the limiting
distribution of the random fields converge to independent two-
dimensional Gaussian random fields (Theorem 2). This proof
utilizes Stein’s method [27]. To fully specify the Gaussian
processes, we must derive the covariance functions of the new
processes (Theorem 3). Since the k-NN graph updates each
time new observations arrive, we must study the dynamics
of the k-NN series for the new test statistics. While [23]
laid a framework for graph-based sequential detection, the
techniques developed in [23] were not directly applicable to
the stopping rules proposed in this manuscript and needed to
be adapted. Integration of techniques from [25] were useful in
this development. However, since the new stopping rules can
cover more types of change, we found that a direct extension of
these previous works were not sufficient in developing accurate
analytical formulas approximating ARL. To push forward the
theory, we carefully studied the dynamics of directed k-NN
graphs and considered additional ways the graph can update.
A more in-depth understanding of the graph updates led us
to derive analytical expressions for these updates and incor-
porate them into our analytical formulas for the thresholds.
A comparison of the improvement over a direct extension of
previous works can be found in Supplement F. Putting together
Theorems 2 and 3 with results from [28], allow us to obtain
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analytical expressions for the average run lengths of the new
stopping rules.

In the following, we provide a sketch of the key steps to
obtain each result. We defer readers to the Supplement C for
a more technical treatment. The subsequent results are derived
under the following condition:

Condition 1. There is a positive constant C, 1 < C < oo,
depending only on k, such that

sup (Z Af ”>

1<j<n \ =

n € N.

In k-NN, each observation points to its first k¥ NNs, so the
out-degree of each observation is k. However the in-degree of
each observation can vary. This condition states that the in-
degree of each observation is bounded. It is satisfied almost
surely for multivariate data [29], [30].

Let
Dy (tn) = Raitr, . (t,n) — E(Rdiff’L(tm)%
Var (R, 1, (t, n))
W (tn) = () — B(Ru 1 (tn))

Var(Ry, 1,(t,n))

which replaces the conditional variances of the test statistics
with the unconditional variances. See Supplement C for more
details.

Our proof that the limiting distributions converge to inde-
pendent two-dimensional random fields depends on utilizing
Stein’s method [27]. The general idea of Stein’s method is to
show for a random variable W and a standard normal random
variable Z, that for some family of functions h € Lip(1), the
following bound holds:

sup
heLip(1)

[ER(W) — ER(2)| < 4,
where 0 depends on the structure of W. The specific form of
Stein’s method used here requires A,LL ;; to be locally depen-
dent. However, even for different 4, j, [, r, AnL ij and AnL Ir

+ -
are dependent due to the <.:0nstra1nt that 37, Ay =k
for all ¢ € np. Following [23], we relax these depen-
dencies by considering a similar set of Bernoulli random
variables {A:{L’i ;Yijen, - We keep the following probabilities

unchanged:

PA, ;=1 = P ;=1),
PA} =LA . =1) P(AS ., =1AY ., =1),
PAAY, ;i =LAL, i=1 = PAL =147, =1)
but relax the other dependenc1es such that An L] is inde-
pendent of {A AL bz, and Ar 4 and AF | are
independent when i, j, [, r are all different. Then A;L ;j are

only locally dependent and can be analyzed through the Stein’s
method [27].
We are now ready to present the main results.

Theorem 2. Under Condition 1, as L — oo, the finite
dimensional distributions of {Dy([uL],[vL]) : 0 < v —1<
u<v<ooyand {Wr([uL],[vL]): 0 < v—1<u <v < oo}

converge to independent two-dimensional Gaussian random
fields, which we denote as {D*(u,v):0<v—1<u<wv<
oo} and {W*(u,v) : 0 <v—1<u<v< oo}, respectively.
Here [x] denotes the largest integer smaller than or equal to
x for any real number x.

The detailed proof for Theorem 2 is in Supplement C.

Based on Theorem 2, we can approximate E..(Ts(bs)),
Eco (Tw (bw)), and Eoo (T, (bas, ) by examining the asymp-
totic behavior of our stopping rules:

T5(bg) = inf {n — Np: max S*(% 7)) > bs} (12)

nj <t<ny

Tr (by) = inf{n — Np: max W*(% ) > bw} , (13)
TXQ (bjuﬁ) = inf {n — NO
(14)

where nf = n — ny and nj = n — nj. Our approximations
involve the function v(z) defined as

v(x) = 2272 exp{—2 Z m1® ( a:ml/Q)} x> 0.
This function is closely related to the Laplace transform

of the overshoot over the boundary of a random walk. A
simple approximation given in [31] is sufficient for numerical

purposes:
o) ~ (2/x)(®(x/2) - 0.5)
(z/2)2(x/2) + d(x/2)’

where ®(-) is the cumulative distribution function of the
standard normal distribution and ¢(-) the density function of
the standard normal distribution.

According to [28], TZ(bs), Ty, (bw), and T (bp) are
asymptotically exponentially distributed T (bs) ~ exp(As),
T3 (bw) ~ exp(Aw), T5(bp) ~ exp(Ap), with means:

1 wexp(bs/2)

EoolT5(bs)) = 350~ cobsH(co, i, o) (1
1 V27 exp(biy /2)
E (Tt (b ~ 16
oo (i (bw)) = As  EbwG(ca, gwi, gwa) (16)
) 1 VIrep(th/2)
E(T5(b = — = 17
(T5(bp)) Ap  2¢3bpG(ca,9p 1. 9p,2) {17
Eoo (T, (bar,)) = (18)
Eoo (T (bare ) Eoo (T (b2 /€))
h > 0,
Exe (T (bary) + BTy (0t /) 0
EEoo (T (bar, ) when & = 0,
with
27
H(e, hy, hs) / / {h1(z,w)ha(z,w)x
v(\/2chy(z,w))v(v/2¢ho x,w))}dxdw,
Gleoang2) = [ ar@gaoiviey/2n@)ley2a(a))ds
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09— piy (81,0) — _ 94pw (31,0
QW,I( ) 901 510 901
1=
9-pp(81,0) — _ 94pp(81,0)
gp.(z) = S=Lpiont) = —Sppid)
( ) 961 61=0 961 51:0,
_ _ 94piy(92,0)
gwe(z) = —=55 ,
51=0
94pp (92,0)
9p.a(x) = — 25l

hyi(x,w) = gwi(z)sin®(w) + gp.1(x) cos?(w),
ho(x,w) = gwa(z)sin®(w) + gp a(z) cos? (w).

We now have approximations of the average run lengths
for the new stopping rules. The only remaining unspecified
quantities are the directional partial derivatives of the covari-
ance functions of the Gaussian random fields. Their analytical
expressions are derived in the following theorem.

Theorem 3. For two-dimensional fields {W*(u,v) : 0 < v —
l<u<wv<oo}and {D*(u,v):0<v—1<u<v<oo}
the directional partial derivatives are

(2) = —
IWLE) = 2x(1 —x)’
2 9k (k)
(x)_l'_x“‘l_ pk-‘rLOO
M0 R e
1
gpa(r) = (1 —2)’
10gk 00 — 4kqy") o — (6k> — 10k) 1
galr) = 2(qk,00 — K + k) C (1 —x)
where
k
k
pk+1oo Zpoork+1 q,iﬁloo qu(r,k—i—l).
r=1

Here, pj oo is the limiting expected number of mutual
NNs a node has in k-NN, g¢i o is the limiting expected
number of nodes that share a NN with another node in
k-NN, poo(r,s) is the limiting expected number of mu-
tual NNs shared between the rth and sth NNs, and sim-
ilarly goo(r,s) is the limiting expected number of nodes
shared between the rth and sth NNs. Explicitly, pi.oc =
Dot Xama Pos(r), and goc = Yoy Fuy 0ol ).
with peo(r,s) = limL_mo%Zm@L AJL)J‘jAn‘?Ji and
Qoo (7, 8) = limz, o0 %Zi,j,lGnL,j;ﬁl AgL),ji SL),li‘

To derive these partial derivatives, we studied the dynamics
of the k-NN series as new observations are added. It turns
out that a few key quantities are enough to characterize the
dynamics in the asymptotic domain. The proof of this theorem
is in Supplement D.

B. Finite L
We now consider the practical scenario where L is
finite. Based on results in Section III-A, E. (Ts(bs)),
Eco (Tw (bw)), and Eoo (T, (bar)) can be approximated by
Lrexp(bs/2)
b2 Hp (bs, by, ha)
L/2m exp(b¥,/2)
Eoo (Tw (b ~ W ,
oo (Tw (bw ) b3, Gr(bw, gw,1, gw,2)

Eoo(Ts5(bs)) =~ (19)

(20)

Eoo(TMg (sz))
barg
Eoo (T (bare))Eoo (Tw ( £ ) when ¢ > 0,
Ewo(Tp(bar,)) when £ =0,

Lv/27 exp(b?,)/2)

where E(Tp(bp)) ~
(Tp(bp)) Qb?bGL(bD,gD,l»gDﬁ)

; 2n

with Hp() and Gp() are finite sample versions of HY()
and G(), respectively. In practice, when L is finite we use
gw,2(L,z) and gp 2(L, z) in place of gwo(x) and gp 2(x) in
the above formulas, respectively, where

(k)
_ox?—at1 2k
gW,Z(va)_ m(lfa:) - ktpe.r °
10qx, 00 —4kq"), | —(6K2—10k) 1

gDyg(L,.'II) = 2(qr.L —k2+k) - 2z(1—z) "

Here, py L. pfﬁﬁl » Gk,L» and q,(cli)l 5, are the finite sample ver-

sions of pi oo, p,(fgl 001 Qk,00» and q,(c]i)l - and can be estimated
in a data-driven way.

C. Skewness correction

Analytical approximations provided in Section III-B become
less precise for finite L when ng is relatively small. This is
mainly because the convergence of Wy, (t,n) and Dy (t,n) to
normal is slow if (n —t)/L is close to 0 or 1. This problem
becomes more severe when dimension is high. To improve
upon the analytic approximations for finite sample sizes, we
perform skewness correction. We adopt a skewness correction
approach discussed in [32] that does the correction up to
different extents based on the amount of skewness at each
value of ¢. In particular, we provide better approximations to
the marginal probabilities P(W*(u — z,w) € b+ du) and
P(D*(u — z,w) € b+ du). Following the method based on
cumulant-generating functions and change of measure (details
refer to [32]), we can approximate the marginal probability by

1

—— exp(—0, — uby/b+ 02 (1 +~0,/3)/2),
L 0 p(—0 b/ b (1 +76,/3)/2)

where 6, is chosen such that 7,/; (6y) = b. By a thlrd Taylor
approximation, we get 0, ~ (—1++/1 + 271 (¢, n)b) /vL(t, n)
where ., (t,n) := Ep(Z L(t n)3) and explicit expressions are
derived using combinatorial analysis.

Skewness corrected thresholds are only obtained for
Wiiy(t,n) and Dpy(t,n), but not Sp |y (£, n). This is because
for Sy (t,n) the integrand can easily be non-finite and the
approach depends heavily on extrapolation. Therefore, the
stopping rule based on M, (t,n) is often recommended
because it can detect general changes but we can obtain more
accurate stopping thresholds.

D. Checking accuracy of analytic formulas for the average
run lengths

Here, we check the accuracy of the analytic formulas for
the average run lengths. For all three new tests, we have
analytic formulas based on asymptotic results (19), (20) and
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(21), and for the tests based on the weighted/max-type edge-
count tests, we have analytic formulas after skewness correc-
tion, (Supplement E-7), (Supplement E-8). We compare the
empirical ARL obtained from these analytic formulas (with
skewness correction with applicable) to those obtained from
1,000 Monte Carlo simulations. The analytical thresholds are
obtained so that the average run length is 2, 000. We generated
data from three different settings: multivariate normal with
d = 10 (denoted by C'1), multivariate ¢5 with d = 100
(denoted by C2), and multivariate log-normal with d = 1000
(denoted by C3).

Results for different choices of ng are shown in Tables IV
- VIII. We set ny = L — ng and k = 5. The asymptotic
analytic results are denoted by ‘A1’ and the skewness corrected
approximations are denoted by ‘A2’. We see in general that the
empirical ARLs obtained from the asymptotic approximations
(‘A1’) are not very close, illustrating the need for skewness
correction here. After skewness correction, the empirical ARLSs
are much closer to 2,000. It is clear that the accuracy of the
skewness corrected approximations depends on ng: in general,
when ng = 40, the skewness corrected approximations do well
across most dimensions.

We also investigate how the analytical threshold approxima-
tions perform compare to the Monte Carlo thresholds in the
presence of change. In Tables V, VII, and IX we report the
power, defined as the fraction of trials able to detect the change
within 50 observations after the change occurs, and the aver-
age detection delay (reported in parenthesis) obtained using
analytical formulas ("A1’), analytical formulas with skewness
correction (A2’) and Monte Carlo thresholds (‘MC’) . The
thresholds are obtained so that the ARL is set to be 2, 000. The
amount of signal used correspond to the power setup described
for Tables X, XII, and XI in Section IV, respectively. It is clear
that in the presence of change, the analytical formulas (with
skewness correction) and Monte Carlo thresholds all lead to
similar results in power and detection delay.

TABLE IV
EMPIRICAL ARL OBTAINED FROM ANALYTICAL bg SUCH THAT
Ew(Ts(bs)) = 2,000, L = 200.

ng =35 | ng =40
C1 2286.56 2314.81
C2 2330.53 2517.39
C3 1855.41 2396.45

IV. POWER ASSESSMENT
A. Multivariate data

To examine the performance of the three new test statis-
tics, we compare them to the existing approach in [23]
(max; Zr)y(t,n)) and two parametric likelihood-based ap-
proaches: Hotelling’s T2 test when there is change in mean
and the generalized likelihood ratio test when there is variance
change (both these two-sample tests are adapted to the scan
statistic setting). The simulation setup is as follows: there are
Ny = 200 historical observations and a change occurs at
t = 400 (200 new observations after the start of the test).
The observations are independent and follow a d-dimensional

TABLE V
POWER AND DETECTION DELAY (REPORTED IN PARENTHESIS) FOR
Ts(bs) OBTAINED USING ANALYTICAL THRESHOLDS (‘A1’) AND MONTE
CARLO THRESHOLDS (‘MC”).

no = 35 no = 40
Al MC Al MC
c1 0.22 0.23 0.24 0.22
(67.72 (67.46 (66.71 (70.72)
+33.03) £32.92) | £33.17) +£34.88)
c2 0.50 0.51 0.51 0.54
(48.62 (48.29 (48.29 (47.82
+£19.01) +19.00) | +£18.99) +19.35)
3 0.65 0.64 0.66 0.67
(45.84 (46.64 (45.58 (45.16
+24.71) £25.06) | £24.61) £24.76)
TABLE VI

EMPIRICAL ARL OBTAINED FROM ANALYTICAL by SUCH THAT
Eoo (Tw (b)) = 2,000, L = 200.

ng = 35 ng = 40
Al A2 Al A2
C1| 1081.55 2216.99 | 1247.97 2363.42
C2| 1430.04 2075.81 | 1619.72  2079.41
C3] 1380.30 2086.30 | 1679.95 1904.12

distribution. When there is a change in mean, the observations
are shifted from 0 by amount A in Euclidean distance.
When the covariance matrix changes, to make the change
less significant, only the first d/5 of the diagonal elements
change with a multiple of o, and the rest are unchanged. The
amount of change is chosen so that the tests have moderate
power to be comparable. For fair comparison, we use Monte
Carlo simulations to determine the threshold for each of the
test so that their average run lengths are all 2,000. Power is
reported as the fraction of trials for which the change-point
is detected within 50 observations after the change occurred.
In the following, we use ‘HT’ to refer to the scan statistic
over the Hotelling’s T2 statistic and use ‘GLR’ to refer to the
scan statistic over the generalized likelihood ratio statistic. For
d > 100, in order for HT and GLR to be applicable in higher
dimensions, we treat each data stream as if it is independent
so that the covariance matrix’s inverse and determinant are
well-defined.

When there is both mean and variance change, Table X
shows the results under the Gaussian setting. When d < 500,
the GLR dominates in power. However, when the dimension
increases, GLR is no longer able to retain competitive power
compared to S and M. On the other hand, this setting is not
well-suited for W which is meant to capture mean change
only and its performance is the worst here.

To consider other distributions, we also compared the tests
for multivariate log-normal data and multivariate ¢5; data.
The results for the log-normal data are shown in Table XI.
Here there is a change in mean parameter only and A is
chosen such that the location change dominates. In this setting,
W’s performance dominates. We see that all the new tests
outperform Z and the parametric tests for d > 10.

The result for the multivariate t5 data are shown in Table
XII. When there is a change in both mean and variance, Z
is unable to outperform the new test statistics. Among the
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TABLE VII
POWER AND DETECTION DELAY FOR Ty (byy) OBTAINED USING
ANALYTICAL THRESHOLDS (‘A1’), SKEWNESS CORRECTED THRESHOLDS
(‘A2’), AND MONTE CARLO THRESHOLDS (‘MC’).

TABLE IX
POWER AND DETECTION DELAY FOR Tz, (bas, ) OBTAINED USING
ANALYTICAL THRESHOLDS (‘A1’), SKEWNESS CORRECTED THRESHOLDS
(‘A2’), AND MONTE CARLO THRESHOLDS (‘MC”’).

710:35 71(]:40 n0:35 n0:40
Al A2 MC Al A2 MC Al A2 MC Al A2 MC
c1 0.21 0.13 0.13 0.21 0.13 0.12 C1 0.28 0.19 0.17 0.26 0.21 0.22
(70.68 (71.90 (72.46 (69.97 (74.06 (74.20 (66.55 (72.48 (72.51 (68.67 (70.89 (70.04
+39.21) +35.87) =+36.03)| +£39.51) =436.77) =+38.05) +36.01) +£36.08) +34.72)| +36.26) +35.61) =+35.31)
c92 0.48 0.46 0.46 0.49 0.47 0.46 c2 0.61 0.55 0.50 0.63 0.58 0.56
(46.25 (47.18 (47.85 (45.77 (47.01 (47.13 (46.49 (47.68 (48.27 (46.32 (46.83 (47.54
+19.06) +18.92) +19.41)| £18.69) =+19.10) =+18.98) +19.29) +19.67) +19.41)| +£19.25) =+19.40) =+19.67)
c3 0.77 0.75 0.74 0.78 0.77 0.76 o3 0.75 0.73 0.71 0.75 0.75 0.74
(39.47 (40.53 (41.53 (38.80 (39.63 (40.61 (40.76 (41.83 (43.11 (40.46 (41.41 (41.86
4+22.05) +22.63) +22.76)| +21.44) +22.23) -=+22.61) +922.67) +22.87) +23.10)| +22.54) +23.01) -+£22.86)
TABLE VIII TABLE X

EMPIRICAL ARL OBTAINED FROM ANALYTICAL sz SUCH THAT
EOO(TME (ng)) = 2,000, L = 200.

ng = 35 ng = 40
Al A2 Al A2
C1| 1050.28 1980.73 | 1189.45 1997.47
C2| 1390.37 1859.99 | 1507.60 2110.34
C3| 124526 2053.76 | 1633.61 1935.36

new test statistics, their performance depends on whether the
mean or variance signal dominates. When the mean change is
stronger (for example, when d = 100), W performs compara-
bly well. However, when the variance change is stronger (for
example, when d > 1000), M and S dominate.

Based on the results of these tables, we see that the new
graph-based methods perform well under various scenarios and
have improved detection delay over the existing method in
[23]. In general, if one is certain that the change is locational,
the test based on W is recommended; while for more general
changes, the tests based on S and M are recommended.

B. Network data

Non-Euclidean data, also referred to as object data, is simply
data that does not lie in the Euclidean space. Examples include
networks, images, shapes, and trees. Fundamental statistical
tools involving vector space analysis are no longer applicable
for object data, making it challenging to directly analyze these
data types. To demonstrate the new test statistics’ power on
non-Euclidean data, we evaluate the proposed methods on a
sequence of networks. We generate random networks using the
configuration model, which is a specific method that allows us
to generate random networks with a specified degree sequence
(please see [33], [34] for an overview). For every node with
degree k;, we create k half-edges (referred to as ‘stubs’). The
network is created by iteratively selecting two stubs uniformly
at random and connecting them to form an edge. This is done
until no stubs remain and will result in a network with a pre-
defined degree sequence. For the graph-based results, we show
the results for graphs constructed using two different similarity
measures. Specifically, for a network at time ¢, we encode the
network using an adjacency matrix A; with 1 for element (4, 5)
if node ¢ and j are connected, and O otherwise. The similarity
measures are:

1) Similarity 1: ||4; — Agl|F ,

MULTIVARIATE GAUSSIAN DATA, MEAN AND VARIANCE CHANGE.

[ Power
d 10 100 500 1000 2000
A 0.35 0.5 0.9 1 0.85
o 0.55 0.65 0.8 0.9 0.9
HT 0.02 0 0.003 0.008 0.005
(125.76) - (128.87) (119.04) (120.64)
(£45.92) - - - -
GLR 0.34 1 1 0.17 0.42
(59.81 (26.66 (29.99 (73.21 (57.13
+23.77) +3.79) +4.23) +30.34) +23.29)
Z 0.034 0.09 0.12 0.07 0.10
(101.70) (89.82) (81.23) (92.61) (83.69)
(£32.32)  (£30.25) (£28.08) (£33.36)  (£31.31)
w 0.13 0.17 0.14 0.08 0.08
(72.46) (60.34) (57.20) (65.67) (62.81)
(£36.03)  (£40.25)  (£36.58) (£43.13)  (£42.16)
S 0.23 0.83 0.98 0.78 0.98
(67.46) (34.75) (22.95) (35.44) (22.22)
(£32.92)  (£20.00) (£9.82)  (£19.88)  (+9.53)
M 0.17 0.81 0.98 0.79 0.98
(72.51) (35.07) (22.25) (35.22) (21.25)
(£34.72)  (£20.14) (£10.23) (£19.97) (+9.31)
2) Similarity 2: —AlA=Aelle
VAL p*]Asll

Under this setting, we compare the graph-based approach
to another method designed specifically to detect changes in
a stream of networks/graphs [22]. The approach proposed in
[22] is quite general: it does not make explicit assumptions on
the network/graph and can be applied to a stream of graphs of
varying sizes. Their approach consists of two steps: (1) each
graph G is mapped to a vector y; through a prototype-based
embedding, and (2) a change is then detected in the stream
of vectors y; using any conventional multivariate change-
detection procedure. Specifically, embedding is carried out by
assessing the dissimilarity between graphs and a selection of
prototypes. In the paper, they rely on the graph edit distance
(GED), which count and weights the edit operations that
are needed in order to make two input graphs equal and is
applicable to graphs where the nodes are unidentified. To carry
out their approach, we follow the implementation proposed in
[22]; specific details can be found in Section IV of [22].

Since computing the GED is quite computationally expen-
sive, we allow each network to have only 6 nodes. We set
a change at 7 = 101. Before and after the change, the total
node degree remains the same, but the sequence of node degree
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MULTIVARIATE LOG-NORMAL DATA, DIFFER IN THE MEAN PARAMETER.

TABLE XI

delay (EDD) and its standard deviation when applicable. We
note that the approach in [22] depends on the choice of
embedding and its hyper-parameters, which should be chosen

P, . . . . .
[ —= carefully. A thorough discussion is provided in [22]. We carry
d 10 100 500 1000 2000 . . . .
A 0.95 1.6 1.9 2 21 out simulations under a variety of settings for the number of
0T 0.82 032 024 0.13 0.10 dimensions to embed (d) and the number of prototypes to
(33.17 (50.79 (40.22 (45.92 (60.28 select (nproto).
oIR i2046;5) i:(s)5£8) i}f(ﬁo) i%%;g) i‘(l)o(ﬁ?) Table XIII show the power performance of the graph-based
(9359 (60.75 (71.51 (18.72 (68.55) methods compared to the approach in [22]. We can see that
+53.90)  +43.58)  £56.15)  £55.72)  +57.57) all of the graph-based statistics do better in terms of power
Z 0.43 0.37 0.25 0.21 0.17 and detection delay compared to [22].
(55.66 (55.32 (60.60 (64.99 (68.96
+29.73) +19.77) +19.96) +22.31) +22.85)
w 0.43 0.86 0.84 0.74 0.62 TABLE XIII
(56.46) (35.29) 36.67 (41.53) (45.87) POWER COMPARISON FOR CONFIGURATION NETWORK MODEL.
+31.97) +15.97) +16.64) +22.76) +£25.19)
S 0.39 0.81 0.74 0.64 0.51 Power EDD
(57.97 (38.96 (41.63 (46.64 (50.88 Zambon et. al [22] (d=5, nproto = 5)
+32.76)  +18.14)  +19.78)  425.06) +28.22) GED 2 51.00 + NA
M 0.41 0.85 0.81 0.71 0.59 Similarity 1 4 26 £ 25
(57.34) (36.10) (38.01) 43.11) (47.75) Zambon et. al [22] (d=10, nproto = 10)
+32.36) +16.49) +17.32) +23.10) +27.25) GED 12 17.67 £ 23.57
Similarity 1 4 26 £+ 25
Zambon et. al [22] (d=15, nproto = 15)
TABLE XII GED 26 24.08 £ 24.93
MULTIVARIATE ¢ DATA WITH 5 DEGREES OF FREEDOM, MEAN AND Similarity 1 20 46 + 15
VARIANCE DIFFERENCE. Z
Similarity 1 92 20.12 +5.03
Power W
d 10 100 300 1000 2000 Similarity 1 92 21.45 £5.28
A 0.20 1.9 22 1.6 33 s
HT 0.10 0 0.23 0.005 0.33 PP
(67.63) - 68.95)  (123.67)  (58.32) Similarity 1 82 21.09£7.42
+19.59) - +26.05) - +21.57)
GLR| 0.16 0.027 0.087 0.091 0.10 For further exploration of the graph-based approach, we
(71.30 (87.67 (74.37 (71.52 (76.21
19179)  £3092)  42230) 421922)  £21.07) generate a sequence of n§tworks such that each network has
A 007 017 0.06 0.16 0.19 20 nodes with a pre-specified degree sequence (see below for
(73.23) (73.05) (74.67) (70.31) (69.95) details). A change in the sequence of networks happens at
£2297) £17.69) £19.97) £23.39) +20.65) 7 = 101. The first 50 networks in the sequence are treated
w 0.10 0.46 0.36 0.13 0.34 hi ical . . he f .
(55.32) (47.85) (44.94) (44.41) (44.17) as historical observations. Power is I‘epOI’ted as the fraction
+22.91) +£19.41) +£18.79) 422.01) £17.97) of trials for which the change-point is detected within 50
s (gélgl (2;219 (2i531 (346;9 (2{56;9 observations after the change occurred. Among those trials
123..06) i19:00) i18t96) 116:74) i15'.80) where the change i§ detected witl.lin the first 50 Qbserva.ltions,
M 0.09 0.50 0.47 0.67 0.59 the expected detection delay and its standard deviation is also
(58.32 (48.27 (42.97 (33.49 (38.30 reported (EDD).
+22.55) +19.41) +19.99) +16.26) +17.47)

changes. Before the change, each network is constructed such
that nodes 1 and 4 have node degree of 1 and the remaining
nodes have node degree 2. After the change, nodes 3 and 6
have node degree of 1 and the remaining nodes have node
degree 2. Observe that in this setting Similarity 1 and 2 are
equivalent and so we only report results for Similarity 1. The
first 50 observations are treated as training observations for
[22]. We set L = 50 for the graph-based approach. For fair
comparison with the method in [22], we set the window size
to be 50 and we implement their method using both GED and
the Forbenius norm (Similarity 1) as the similarity measure
between networks. The ARL is set to be 2,000. Power is
defined as the number of trials (out of 100) where the change
is detected within 50 observations. Among those trials where
the change is detected, we also report the expected detection

The networks are generated under two different settings:

1) A fixed degree change in the network: before the change,
half of the nodes have out-degree and in-degree 1 and
half the nodes have out-degree and in-degree 3. After the
change, 5 nodes have out-degree and in-degree k; and 5
nodes have out-degree and in-degree k2. The remaining
nodes remain unchanged.

2) A random degree change in the network: before the
change, half of the nodes have out-degree and in-degree 1
and half the nodes have out-degree and in-degree 3. After
the change, half of the nodes have out-degree and in-
degree randomly selected from k3 to k4 and the remaining
half of the nodes have out-degree and in-degree 3.

Tables XIV and XV report the power and expected detection
delay of the graph-based test statistics for similarity measure 1
and 2, respectively. For similarity measure 1, the performance
of S and M dominate in almost all settings, with the exception
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of when ky = 2,k = 2 ; in general S and M do well
with respect to both power and expected detection delay. For
similarity measure 2, the performance of W and Z improve
substantially, while the performance of .S and M remain stable.

TABLE XIV
POWER COMPARISON OF GRAPH-BASED METHODS FOR CONFIGURATION
NETWORK MODEL WITH 20 NODES UNDER SIMILARITY MEASURE 1.

Fixed degree

k1 =2, ko =2 ki =4,ka=5

Power EDD Power EDD
Z 74 16.32 £ 4.40 14 23.71 + 8.00
w 80 25.41 + 6.58 57 36.42 +4.32
S 72 10.65 £ 3.42 71 8.97 £ 2.50
M 60 9.08 £ 4.06 55 7.94 +2.38

Random degree

ks =1,ks =3 ks=1,ks =7

Power EDD Power EDD
Z 0 NA 41 18.26 £+ 5.83
w 1 45 + — 55 31.41 +4.40
S 78 13.42 £ 3.12 65 9.32 +£2.72
M 59 12.05 £ 2.98 48 8.83 £ 3.03

TABLE XV
POWER COMPARISON OF GRAPH-BASED METHODS FOR CONFIGURATION
NETWORK MODEL WITH 20 NODES UNDER SIMILARITY MEASURE 2.

Fixed degree

k1 =2, ko=2 ki =4,ka=5
Power EDD Power EDD
Z 74 16.32 £ 4.40 2 42.5 + —
w 80 25.41 +6.58 4 25.75 + —
S 72 10.65 £ 3.42 65 7.66 £ 1.06
M 60 9.08 £+ 4.06 51 7.98 £2.45
Random degree
ks =1,ks =3 ks=1,ks =7
Power EDD Power EDD
Z 23 22 +8.10 1 46 + —
w 64 13.38 £ 3.39 12 13.30 £ 5.69
S 65 10.45 £+ 2.07 63 9.15 £ 2.75
M 58 12.03 £2.73 48 12.17 £ 2.39

V. A REAL DATA APPLICATION

We compare the new approaches to the method in [23]
using the yellow taxi trip records data. The data set is publicly
available on the NYC Taxi & Limousine Commission (TLC)
website. It provides information on the taxi pickup and drop-
off date/times, longitude and latitude coordinates of pickup and
drop-off locations, trip distances, fares, rate types, payments
types, and driver-reported passenger counts.

Based on this data set, a natural question to ask is: Can we
detect a change in traffic patterns during peak travel seasons?
Here, we focus on those trips that began at John F. Kennedy
International Airport and we look at two different time periods:
the months of June through August and November through
December in 2015. The dataset has been completely collected
at the time of analysis. However, we treat it as if the data were
being observed in order to illustrate how the proposed method

L, Distance Matrix

L Distance Matrix
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i 3000
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1000
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Fig. 2. Left panel: Heatmap of L norm distance matrix of vector v; for
i = 1,...93, corresponding to dates June 1, 2015 - Aug. 31, 2015. Right
panel: Heatmap of L; norm distance matrix of vector v; for ¢ = 1,...72,
corresponding to dates Oct. 21, 2015 - Dec. 31, 2015.

works. For simplicity, the boundary of JFK airport was set to
be 40.63 to 40.66 latitude and —73.80 to —73.77 longitude.

For those trips that began with a pickup at JFK, we
extract information on their longitude and latitude drop-off
coordinates. Using longitude/latitude coordinates, we create a
30 by 30 grid of New York City and count the number of taxi
drop-offs that fall within each cell, where each cell represents
a longitude, latitude coordinate range. Then for each day, we
have a 30 by 30 matrix such that each element represents the
number of taxi drop-offs in each location.

TABLE XVI
DETECTED STOPPING TIMES FOR NYC TAXI PICKUPS FROM JFK FOR
JUNE 1, 2015 - AuGusT 31, 2015.

Reported stopping times | Estimated change-point

07/03 - 07/04 06/29 (Day 30)
07/03 - 07/04 06/29 (Day 30)
07/03 - 07/05 06/29 (Day 30)

ESESIN

We apply the new approaches, as well as Z, to detect
changes in the months of June through August 2015. We use
data from the month of May as historical data. Applying the
offline change-point detection method in [32] and [25] on the
observations in May, we find there is no change-point in the
first 30 days, so we set L = 30, ng = 5, and ny = L — ng.

TABLE XVII
DETECTED STOPPING TIMES FOR NYC TAXI PICKUPS FROM JFK FOR
OCTOBER 21, 2015 - DECEMBER 31, 2015.

Reported stopping times
11727 - 11/31

Estimated change-point
11721 (Day 32)

Z 12/23 - 12/25 12/10 (Day 51)
12/30 - 12/31 12/26 (Day 67)

11728 11721 (Day 32)

W 12/23 - 12/26 12/19 (Day 60)
12/29 - 12/31 12/26 (Day 67)

11728 11721 (Day 32)

M 12/23 - 12/26 12/19 (Day 60)

12/29 - 12/31
11727 - 11/30
S 12/23 - 12/26
12/29 - 12/31

12/26 (Day 67)

11/21 (Day 32), 11/23 (Day 34)
12/19 (Day 60)
12/26 (Day 67)




JOURNAL OF KX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021

We denote A; to be the 30 by 30 matrix on day ¢ and v; to be
the vector form of A;, which is now 900 by 1. The L; norm
is used to construct the k-NN graph representing similarity
between days. Here, the new test statistics (W, M, and ) all
report a stopping time of July 3 and July 4 whereas Z is unable
to detect any anomaly event (Table XVI). The change-point
triggering these stopping times is estimated to be June 29. To
perform a sanity check, we plot a heatmap of the L; distance
matrix used to the construct the k-NN graph (see Figure 2,
left panel). Based on the heatmap, we can see there is a clear
signal happening around Day 30, which corresponds with the
results from the new test statistics.

To detect changes in November and December 2015, we
use data from the months of September and October 2015
as historical data. Applying the offline change-point detection
method in [32] and [25] on the observations in September
and October, we find there is no change-point in the first 50
days. Therefore, we treat the first 50 observations from Sept.
1 - Oct. 20 as historical observations and we begin the test
at Oct. 21. We set L. = 50, ng = 8, and n; = L — ng.
The stopping times based on the new test statistics report
back dates that seem to be quite reasonable (see Table XVII).
We see that multiple stopping times are caused by the same
anomaly event. When the signal is large enough, the new test
statistics (W, M, and .S) and Z perform similarly: all are able
to detect a change in travel pattern close to Thanksgiving and
the Christmas holidays. Again to check our results, we plot a
heatmap of the L; distance matrix used to the construct the
k-NN graph. We can see that there is a clear signal starting
roughly around Day 30 and again around Day 60 and Day 67,
which matches the results reported from the test statistics. In
comparison with the heatmap from the months of June through
August, the signal from the summer months is much weaker
and in that case Z is unable to detect any anomaly event.

VI. CONCLUSION

We propose new graph-based test statistics under k-NN for
detecting change-points sequentially as data are generated. We
study the asymptotic properties of the stopping rules based
on the new test statistics, and derived the analytic formulas
to approximate the average run lengths of the new stopping
rules. To accommodate finite samples, skewness corrected
approximations were also derived for the weighted and max-
type edge-count statistic under k-NN. The skewness-corrected
versions give much more accurate approximations to the
average run lengths and can be used reliably in practice.
The performance of the proposed test statistics are examined
under various common scenarios. Simulation studies reveal
that the new test statistics have shorter detection delays for
a wider range of alternatives and exhibit power gains for
scale change when compared to parametric tests and the test
statistic proposed in [23]. Specifically, simulation results show
that the weighted-edge count statistic (W) is useful at quickly
detecting mean changes. When a change in variance is also
of interest, the generalized edge-count statistic (S) and max-
type edge-count statistic (M) are more effective in detecting
changes and obtain faster detection. Together with the fact that

skewness corrected average run length approximations can be
obtained for the max-type edge-count statistic, the stopping
rule T}y, is recommended for sequential detection of general
changes.
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