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Abstract

This perspective reviews Connectivity-Based Hierarchy (CBH), a systematic hierarchy of error-
cancellation schemes developed in our group with the goal of achieving chemical accuracy using
inexpensive computational techniques (“‘coupled cluster accuracy with DFT”). The hierarchy is a
generalization of Pople’s isodesmic bond separation scheme that is based only on the structure and
connectivity and is applicable to any organic and biomolecule consisting of covalent bonds. It is
formulated as a series of rungs involving increasing levels of error cancellation on progressively
larger fragments of the parent molecule. The description of the method and our implementation
are discussed briefly. Examples are given for the applications of CBH involving (1) energies of
complex organic rearrangement reactions, (2) bond energies of biofuel molecules, (3) redox
potentials in solution, (4) pK. predictions in aqueous medium, and (5) theoretical thermochemistry
combining CBH with machine learning. They clearly show that near-chemical accuracy (1-2
kcal/mol) is achieved for a variety of applications with DFT methods, irrespective of the
underlying density functional used. They demonstrate conclusively that seemingly disparate
results, often seen with different density functionals in many chemical applications, are due to an
accumulation of systematic errors in the smaller local molecular fragments that can be easily
corrected with higher-level calculations on those small units. This enables the method to achieve
the accuracy of the high level of theory (e.g., coupled cluster) while the cost remains that of DFT.
The advantages and limitations of the method are discussed along with areas of ongoing

developments.
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1. Introduction

There is a constant battle between “accuracy” and “applicability” in computational
quantum chemistry. While methods based on sophisticated electron correlation techniques such as
coupled cluster theory,! e.g., the “gold-standard” CCSD(T),? can yield relative energies to within
chemical accuracy (x1 kcal/mol),> the steep computational scaling of such methods (N”) makes
them intractable for medium to large molecules. On the other hand, widely popular, cheaper
methods such as DFT (density functional theory),'? allow studies on substantially larger systems,
though often with significant errors (5 kcal/mol or more for many problems) and show
disconcerting variations with choice of underlying exchange-correlation functional.!! While
developments of newer functionals in DFT have yielded better performance for some chemical
applications,!® the consistent achievement of CCSD(T)-level accuracy with DFT remains
unattained. There is a critical need for methods that are chemically accurate as well as broadly
applicable. This can potentially be achieved in two ways: by making accurate (coupled cluster)
methods more applicable or making applicable (DFT) methods more accurate.

Various groups are in pursuit of two major strategies to make coupled-cluster methods
faster and more applicable. The first is based on local-orbital treatments such as PNO- or DLPNO-
based CCSD(T),!>!*!* and the second is based on fragmentation-based methods.!>>* Both
approaches can potentially achieve asymptotic linear scaling and are in different stages of
development. In this perspective, we describe an alternate strategy that we have developed where
systematic error-cancellation is used to correct for the deficiencies of DFT to approach chemical
accuracy.’* An important side benefit is that our strategy renders the results largely independent
of the underlying density functional used.”> The overarching goal of our approach labelled
“Connectivity-Based Hierarchy” can be summarized as “coupled cluster accuracy at DFT cost”.
In this perspective, we outline our approach and demonstrate its performance for several different
chemical applications and discuss its successes as well as limitations and discuss areas for future
developments.

This perspective is organized as follows. Sections 2 and 3 discuss the method and our
implementation. Section 4 discusses different applications using this approach from our group and
a demonstration of its performance in different areas of chemistry. Conclusions and outlook are
discussed in Section 5.

2. Connectivity-Based Hierarchy (CBH)



Error-cancellation has remained an inherently intuitive and ubiquitous concept in
computational quantum chemistry. Techniques in error-cancellation were particularly important
before the advent of modern era computers, when accurate calculation of thermochemical data
even for modest systems with just a few heavy (non-hydrogen) atoms was nearly impossible.
While various ideas were used for individual systems under investigation, the first systematic
approach to error-cancellation, the isodesmic bond separation scheme, was proposed by John
Pople and coworkers in 1970.26 In this widely used scheme, a select “large” molecule is
“separated” into small fragments, each consisting of individual valence-satisfied (i.e., hydrogen-
terminated) heavy-atom bonds, preserving formal bond types. A chemical reaction, analogous to

that shown in Figure 1, is then created using the full molecule and its fragments.
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Figure 1. Isodesmic bond separation reaction scheme

The product fragments contain the individual heavy-atom bonds while the small reactant
fragments represent the molecules needed to balance the reactions to account for any overcounting.
The heat of such reactions may be calculated with reasonable accuracy using relatively inexpensive
levels of theory (such as Hartree-Fock theory with a modest basis set in the early 1970s), since
errors particular to local chemical units (heavy-atom bonds) are well-balanced in the products and
reactants and are thus cancelled to a large extent. The calculated reaction energy could then be
used along with the experimentally known heats of formation of the smaller fragments to derive
the heat of formation of the parent molecule with reasonable accuracy. Overall, the isodesmic
scheme capitalizes on fundamental ideas of error cancellation to determine corrections to low-
level methods.

While the isodesmic protocol provided reasonable error-cancellation, it was clear that more
sophisticated approaches would be needed for chemical accuracy. Since the early 1970s, several
groups have worked to apply similar principles more generally using larger structural units to
achieve better error-cancellation. One notable early contribution was the hybridization-based
homodesmotic method by George and co-workers.?” Over the years, other assorted schemes based
on matching bond-types and hybridizations of larger units were brought forward to achieve better
error cancellation, for example the hyperhomodesmotic, semihomodesmotic, quasihomodesmotic,

and homomolecular homodesmotic methods.?® However, many of these schemes involved explicit
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tabulations of the bond types and hybridizations of all the component molecules in the reaction
schemes and were formulated to be applicable mostly for hydrocarbons.

In 2011, the Connectivity-Based Hierarchy (CBH) protocol was developed in our group as
a generalized way to bring order to the various hybridization-based error cancellation methods
detailed above.?* CBH, as its name implies, is a thermochemical hierarchy based entirely on the
connectivity of the atoms in a molecule and the underlying valence bond structure (vide infra).
The CBH scheme is systematic, well-defined, and is applicable for any organic or biomolecule
without complex notations. It provides an intuitive and meaningful approach to correcting
deficiencies in low-level methods, based entirely on connectivity and chemical bonding principles.
A careful analysis shows that the first three rungs of the hierarchy (CBH-1, CBH-2, CBH-3) can
be associated with the isodesmic, hypohomodesmotic and hyperhomodesmotic schemes
considered in previous literature, though CBH reaction schemes are generated much more readily
for a general, larger, organic molecule. For the sake of completeness, we also include the CBH-0
reaction scheme, often called the isogyric scheme, that separates the large molecule into the
corresponding isolated single heavy-atom molecules. Overall, CBH provides a chemically sensible
hierarchy of correction schemes (“rungs” of the hierarchy), employing the most basic components
of molecular structure. The protocol has been used to calculate various thermochemical properties
with high accuracy, including heats of formation,?*2® bond dissociation energies,’! acid
dissociation constants (pK,),*? and redox potentials.>?

At the center of CBH is a series of chemical reactions, whose successive levels include
larger molecular fragments, affording better error cancellation and thus higher accuracy.?*** An
example of CBH-0 to CBH-3 reaction schemes is shown below (Scheme 1) for the amino acid,
methionine (Figure 2), containing the heteroatoms N, O and S, to illustrate the generality of the

schemes.?’

Figure 2: Ball and stick representation of methionine, used to illustrate the construction of CBH. Reproduced
with permission from ref 35. Copyright 2013, American Chemical Society.
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Scheme 1 — CBH reaction schemes for amino acid methionine, shown in Figure 2.

The following observations can be made about the reaction schemes shown above. Each
reaction has a set of product fragments and a set of overlapping smaller reactant fragments to
balance the reactions. Fragment size grows systematically while progressing through the hierarchy,
with CBH-0 products formed by a single heavy atom, CBH-1 products formed by one heavy-atom
bond, CBH-2 products formed by one heavy atom along with all heavy atoms in its immediate
bonding environment, etc. Because they capture greater portions of the molecular environment,
larger fragments grant better error cancellation between products and reactants. While the CBH-1
scheme is identical to Pople’s isodesmic bond separation scheme, we have clearly demonstrated
over the years that much better performance is achieved at the CBH-2 level (vide infra). Since
CBH-2 maintains the environment of each heavy atom in the parent molecule, we have labeled it
“isoatomic”. It may also be noted that many of the products on one rung appear as reaction

fragments on the next rung. Such a recursive relationship arises naturally from the systematic
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nature of the growth of the fragments. Similar ideas in a different context have also been developed
by Deev and Collins*® and by Lee and Bettens.>’

The rungs alternate being between “atom-centric” and “bond-centric”. Thus CBH-1 and
CBH-3 are bond-centric where the latter involves fragments for each heavy-atom-bond along with
their bonded heavy atoms. CBH-2 and CBH-4 are atom-centric where the latter (not shown)
involves fragments for each heavy atom along with its first and second neighbor heavy atoms.
Furthermore, it is very easy to construct the hierarchy — either by hand for smaller molecules, or
via an automated computer program (vide infra), thereby making CBH very user-friendly to
accurately predict the enthalpies of formations of organic molecules. Most of our studies have been
carried out using CBH-2 or CBH-3, and they appear adequate to achieve chemical accuracy.

In the original isodesmic formalism, experimental heats of formation on the smaller
fragments were needed to get accurate results on the parent molecule. However, we have modified
the procedure using two levels of theory (low and high) so that no experimental data are necessary
to get the CBH-corrected results.* Instead, accurate high-level computations (typically G4) on the
relatively small fragment units are used to generate a correction term to the low-level total energy

(typically DFT). The CBH correction and approximate high-level energy is calculated as:

Ehigh(fun) - Elow(fuu) ~ Z Ehigh(i) - z Elow(i) = ACBHcorrection (5)
i i

Epign (full) & Ep oy (full) + ACBHoprection = ECBH 6)

where Ep;gp (full) is the (extrapolated) energy of the full molecule calculated at the high-level of

theory, Eow(full) is the energy of the full molecule calculated at the low-level of theory,
Enign (1) is the energy of the ith fragment calculated at the high-level of theory, Ejqy (i) is the

energy of the ith fragment calculated at the low-level of theory, and ACBH g rection 1S the total
CBH correction to the full low-level energy. The summation in Eq. (5) is performed over all
product fragments (with a positive coefficient) and the reaction fragments (with a negative
coefficient). Hydrogens are added as appropriate to maintain the original hybridization of each
atom. Similar ideas, viz. using two levels of theory to improve the accuracy, are commonly used
in fragmentation-based methods such as Molecules-in-Molecules (MIM),*® and the relationship

between CBH and MIM have been discussed in one of our previous publications.*



Overall, the method requires a full calculation at the low level of theory (DFT) and
fragment calculations at the low and high levels of theory. While high-level calculations are
required on the fragments, it should be noted that the size of the fragments (at any rung of CBH)
is independent of the size of the parent molecule. Thus, as the parent molecule gets larger, the
computational cost of the high-level calculations grows only linearly with the size of the system.
In addition, all the fragment calculations are carried out at their equilibrium geometries (vide infra).
Since the same fragments frequently appear for many different parent molecules, their energies
can often be obtained from a lookup table where the energies can be stored. Overall, the cost of

the extrapolated Egjgn (full) is dominated by the cost of Epy,(full). In the applications shown

below, we will show that the performance of CBH approaches that of the high level of theory while
the cost of CBH is that of the low level of theory, hence the term “coupled cluster accuracy at DFT
cost”. For the remainder of this perspective, the term “coupled cluster accuracy” will be defined
to be 1-2 kcal/mol. We also use the terms “mean absolute deviation” (MAD) and “mean absolute
error” (MAE) interchangeably (as used in the original publications), obtained as the mean absolute

difference between a calculated quantity and its reference value (coupled cluster or experiment).

3. Generalized graph-theoretic approach for CBH generation and implementation

Molecular systems are defined by their constituent atoms along with the bonds between
them. Likewise, graphs are defined by a set of nodes connected by edges representing relationships
between nodes. In chemical graph theory, regions of a molecule are coarse-grained into nodes and
connected to form edges based on a defined interaction threshold. Standard CBH fragmentation
utilizes the most basic coarse-grained graph, which is formed by taking into consideration only the
heavy (non-hydrogen) atoms as nodes, treating the hydrogens implicitly, and connecting nodes to
form edges. This procedure provides a hydrogen-suppressed chemical graph, which is a simplified
version of the typical Kekulé style molecular structure drawings universally used in organic
chemistry.*® A set of nodes and edges define a graph G with a well-defined structure and
connectivity.

Since the fragments of the Connectivity-Based Hierarchy are constructed from connectivity
information alone, each rung of CBH can be defined as a graph neighborhood from Graph
Theory—more specifically based on the geodesic distance.*’ In graph theory, the geodesic or graph
distance d(u,v) between two nodes u and v is defined to be the length of the shortest path along



edges connecting the nodes, where each edge has a length of 1. In this work, we define a graph
neighborhood Ny as a subgraph of G containing all nodes within a distance & of a certain point.
The smallest neighborhood Ny corresponds to the base entity with no neighbors. Within this
definition, graph neighborhoods can be centered on either a node or edge, denoted as Ni(n) or
Ni(e) respectively. Node-centered graph neighborhoods Ni(n) include the base node along with all
other nodes in which d < k. On the other hand, edge-centered graph neighborhoods Ni(e) measure
the graph distance from the center of an edge, with the nearest nodes at a graph distance of 0.5,
and all nodes in which d < k are collected as Ni(e). As an illustration, the molecular graph of
methyl 3-butenoate is shown in Figure 3a with the first three node- and edge-centric
neighborhoods (Figure 3b), where neighborhoods are centered on the entity closest to the dot and

subgraphs are highlighted in black.
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Figure 3. Graph neighborhoods in chemical graph theory, (a) molecular graph representation from the skeletal
formula of a molecule with heavy (non-hydrogen) atoms as nodes and bonds as edges, (b) node- (blue) and
edge-centric (green) graph neighborhoods (Ni) of increasing size, where £ is the maximum graph distance
included in the subgraph

The Connectivity-Based Hierarchy of reaction schemes can be visualized as the rungs of a
ladder (Figure 4), such that ascending the rungs of the hierarchy increasingly preserves the local
chemical environments of the parent molecule, achieving a better matching of the bond and
hybridization types. CBH-n rungs alternate between atom- and bond-centric reactions, with even
numbered rungs preserving the chemical environments of atoms and odd numbered rungs

preserving the environments of bonds. The fundamental definition of CBH allows for the




automated generation of the reaction schemes since the reactant side fragments of a given reaction

can be derived from the product side fragments of the previous rung.
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Figure 4. Primary and overlap fragment generation of various rungs of the Connectivity-Based

Hierarchy ladder as they relate to atom- and bond-centric graph neighborhoods

Here, we outline the generalization of the CBH fragmentation protocol in the graph
neighborhood definition (Figure 5). First, the full molecular graph is formed and divided into
primary subgraphs to form the product side fragments of the selected (CBH-n) reaction scheme
using neighborhood Nx(n) for atom-centric rungs or Ni(e) for edge-centric rungs (see Figure 4).
Second, to cancel the overcounting of atoms in the overall reaction, the overlapping regions are
calculated from the corresponding graph neighborhood of the previous CBH-(n—1) rung. Finally,
each subgraph is expanded back into their full molecular form along with sufficient hydrogens to
account for the atomic features of the full molecule. To form the full CBH reaction, identical
fragments are collected to give the reaction coefficients where each primary-type subgraph has a

coefficient of +1 and each overlap-type subgraph has a coefficient of —1.
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Figure 5. Graph-based construction of CBH-2 for methyl 3-butenoate (CsHsO>)

Using the ideas mentioned above, an automated python package to generate the CBH
reaction schemes (pyCBH) has been developed in our group by one of the authors (EMC). The
pyCBH  package is  open-source and  freely available on  Github at
https://github.com/colliner/pyCBH. The development of pyCBH was motivated by the inherent
systematic structure of the rungs of fragmentation in CBH as well as the need to quickly calculate
thousands of CBH corrections in an automated manner. pyCBH follows the exact procedure
outlined in the previous section and Figure 3. Fragments are formed from a parent molecule given
in either cartesian coordinates or from the SMILES representation for any user-requested CBH
rung. Typically, in other fragmentation-based methods, the calculation of all two- to n-body
overlaps between fragments is required in order to satisfy the inclusion-exclusion principle.!*%
For CBH, however, the total number of fragments (including overlaps) is equal to the number of
nodes and edges in the molecular graph, and no higher-order overlaps need to be calculated,
making the algorithm highly efficient. In this context, we note that a few other groups have also
taken notice of CBH’s ease of automation, usually employing a graph-based algorithm in their

implementation of the protocol.*!*?

Included with pyCBH is a lookup table of many of the common fragments formed with

CBH-0 to CBH-3 along with a database of energies calculated at various levels of theory. If all
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fragments of a generated CBH reaction are present in the database, the ACBH correction (vide
infra) can be computed automatically from the lookup table without the need for further electronic

structure calculations.

4. Chemical Applications with CBH

As mentioned earlier, the initial applications with CBH were carried out using experimental
heats of formation for the reference molecules to obtain accurate enthalpies of formation for neutral
organic molecules,?* organic radicals,?® carbocations,*” and biomolecules** such as amino acids.*
The focus in these early studies was on applications using CBH-2 and CBH-3 to demonstrate
significant improvement over the conventional isodesmic (CBH-1) formalism. In most of these
studies, CBH-2 as well as CBH-3 yielded results within 0-2 kcal/mol of experiment while the
CBH-1 errors were much larger. For example, in the initial paper on the study of 20 neutral organic
molecules containing 6-13 heavy atoms, the mean absolute deviations from experiment, averaged
between seven different density functionals, were 5.2, 1.4 and 1.1 kcal/mol for CBH-1, CBH-2
and CBH-3, respectively.?*

The strategy of combining two levels of theory (high and low) to derive the CBH-
corrections without the need for any experimental data on the component systems was developed
in 2013 and used to extrapolate to CCSD(T) energies using MP2 as the low level.* For a slightly
larger test set of 30 neutral organic molecules containing 6-13 heavy atoms, CBH-2 and CBH-3
showed remarkably low mean absolute deviations of 0.3 and 0.2 kcal/mol from the directly
evaluated CCSD(T)/aug-cc-pVDZ energies. For a smaller subset of 14 molecules containing 6-8
heavy atoms, the deviations were slightly larger 0.8 and 0.6 kcal/mol with the 6-311++G(3df,2p)
basis set, but well within chemical accuracy. For these test sets, the corresponding errors for CBH-
1 were well outside the chemical accuracy range. Overall, these results showed an excellent
compatibility between MP2 as the low level and CCSD(T) as the high level of theory.

In all our more recent studies, we have focused our attention on our stated goal at the beginning
of this manuscript — assessing the performance of DFT methods and trying to approach coupled
cluster accuracy starting from DFT. We list a few examples below to illustrate the success of this

approach.
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4.1. Enthalpies of Complex Organic Reactions.

An illustrative study demonstrating the power of CBH, carried out in 2017, involves a careful
comparison of the performance of more than 15 different density functionals (along with some
MP2 variants) on a carefully assembled set of complex organic rearrangement reactions.?’
Reaction energies were computed with different DFT-based methods for a set of 25 organic
reactions (named as CBH-R25 test set) to assess the systematic error-cancellation for the different
methods using the CBH reaction schemes. CBH-R25 set contains molecules with 6-26 heavy
atoms, including a variety of common organic reactions like Diels-Alder (R1-R6), aldol
condensation (R7-R8), Pausson-Khand reaction (R13), aminoxylation (R14), and isomerization
reactions (R17-R25). It includes a broad range of functional groups to provide a rigorous
calibration of CBH performance. A few illustrative examples are shown in Figure 6, and the full
set of reactions can be found in the original publication.”> G4 energies for the reactions were used

as the reference “experimental” values to assess the performance of DFT methods.

o

Figure 6. A few illustrative examples from the CBH-R25 set of 25 organic reactions. Adapted with permission
from reference 25. Copyright 2017, American Chemical Society.

This work incorporates an additional important idea to improve the efficiency of CBH
computations. This can be seen via an example (Figure 7) from the original publication.? It
illustrates how CBH fragments (on which higher level calculations are needed to obtain the
corrections) are well-balanced on the product and reactant sides while obtaining reaction energies,
even for a seemingly complicated reaction like the ring opening rearrangement shown below. For

each rung of CBH-n (n=1,2 in this study), the CBH reaction schemes are set up for the reactant
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and the product to identify the net change in the elementary model reactions (Figure 7). Fragment
molecules common to both the reactant and product side cancel each other, and the resultant CBH-
1 and CBH-2 schemes (ACBH-1 and ACBH-2) are then used to provide error correction. As seen
in the illustration, the resultant (or net) CBH-1 and CBH-2 reactions involve only a modest number
of small molecules, making it very easy to obtain the corrections. The energies of the resultant
reactions, labeled as ACBH-1 and ACBH-2, are calculated using high and low levels of theory,

yielding the corrections to the DFT reaction energies.
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On adding CBH-1 scheme of product and subtracting CBH-1 scheme of reactant from PR:

[Resultant CBH-1 (ACBH-])] 4| —— 4cH, + 2|

On adding CBH-2 scheme of product and subtracting CBH-2 scheme of reactant from PR:

{Resultant CBH-2 {ACBH-Z)J 4)\+2|| 4 4]

Dev-0 = PR(G4) — PR(DFT)
Dev-1 = Dev-0 — [ACBH-1(G4) — ACBH-1(DFT)]
Dev-2 = Dev-0 — [ACBH-2(G4) — ACBH-2(DFT)]
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Figure 7. Derivation of ACBH-1 and ACBH-2 schemes with an illustrative example to define Dev-0, Dev-1,

Dev-2. Reproduced with permission from reference 25. Copyright 2017, American Chemical Society.

The following systematic procedure can be used to derive the CBH-corrected energies.

(1) Compute the reaction energy with standard DFT method and the performance is evaluated vs.
the accurate energies from G4 theory, and the deviation is denoted as “Dev-0". Dev-0 varies

across a wide range of 0-45 kcal/mol, depending on the method used and the reaction.
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(2) For each rung of CBH-n (n = 1, 2 illustrated above), calculations are carried out on the
“resultant” reactions with both the current method (DFT) and the reference method (G4 theory)
to calculate the associated corrections. The energy deviations at rung 1 (isodesmic) and rung 2

(isoatomic) are denoted as Dev-1 and Dev-2.

Averaged over the 25 reactions, the raw DFT mean absolute deviations range from a value
as low as 2-3 kcal/mol (WB97X-D* and M06-2X*) to as high as 12.9 kcal/mol (B3LYP**%). In
this context, it is interesting to note that the most popular density functional, B3LYP, shows the
largest errors for this test set. Thus, to illustrate its usefulness, we first examine the performance
of the ACBH schemes in conjunction with the B3LYP functional. As pointed out in previous
studies,* B3LYP underestimates the reaction enthalpies of the six Diels-Alder reactions in the test
set due to an inadequate description of ¢ — m bond transformations (delocalization),
hyperconjugation, and dispersion interactions present in the cyclic and bicyclic products.
Application of the ACBH-1 (isodesmic) scheme give marginal improvement, but dramatic
improvement is observed with ACBH-2 (isoatomic). The mean absolute deviations of Dev-0, Dev-
1 and Dev-2 for these 6 reactions are 15.2, 10.8 and 0.9 kcal/mol, respectively. The small value of
Dev-2 suggests that similar 1,3 alkyl-alkyl interactions and hyperconjugation effects are present
in both the CBH-2 fragments and the parent molecules.’® Similar substantial improvements are
seen for most other reactions in the test set. Considering the full test set, the large B3LYP mean
absolute deviations (MAD-0 = 12.9 kcal/mol) in reaction enthalpies decrease only slightly with
the popular isodesmic (ACBH-1) schemes (MAD-1= 9.6 kcal/mol) but improve dramatically using
ACBH-2 schemes (MAD-2 = 1.7 kcal/mol).

HDev-0 MDev-1 HDev-2 EDev-0 ®Dev-1 B Dev-2
45.0
5.0
0.0 30,0
5.0
-10.0 13.0 4
00 00 -
" R1 RZ R3 R4 R5 R6 R17 R19 R20 R22
(a) (b)

Figure 8. B3LYP calculated Dev-0 and CBH corrected deviations (Dev-1 and Dev-2 at ACBH-1 and ACBH-2,
respectively) in the reaction energies of (a) R1-R6 and (b) R17, R19, R20 and R22. Reproduced with permission
from reference 25. Copyright 2017, American Chemical Society.
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The substantial improvement at CBH-2 (isoatomic) over CBH-1 (isodesmic) for the B3LYP
functional is illustrated in Figure 8. 8(a) shows the deviations for six Diels-Alder reactions while
8(b) shows the deviations for four larger isomerization reactions with significant deviations. The
raw B3LYP deviations are shown in blue, the CBH-1-corrected values in red, and the CBH-2-
corrected values in green. In all cases, the isodesmic correction is modest while the isoatomic

correction is dramatic.

Similar improvements are seen for all DFT (and MP2) methods.? Figure 9 represents the mean
absolute deviations (MAD-0, red) in the reaction energies of reactions R1-R25, and corrected
deviations through ACBH-2 schemes (MAD-2, green). The dramatic decrease of the deviations
from the MAD-0 to MAD-2 across the various DFT and WFT based methods demonstrates the
consistently excellent performance of the ACBH-2 schemes. Only the local density functional
(SVWNS5) has a MAD-2 of greater than 3 kcal/mol (3.6 kcal/mol) after error-cancellation.

Interestingly, even Hartree-Fock theory shows a deviation of under 3 kcal/mol.
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Figure 9. Calculated mean absolute deviations (MAD-0) and CBH corrected MAD-2 in the reaction energies of
R1-R25 reactions at selected levels of theory. Reproduced with permission from reference 13. Copyright 2017,
American Chemical Society.

The conclusions from this study are extremely important for understanding the deficiencies
of DFT. Our results clearly demonstrate that the disparate results from different functionals stem
from the systematic errors in the underlying elementary reactions that represent the changes in
the bonding environment between reactants and products. Our rigorous CBH-protocol corrects for
the systematic errors of DFT methods to yield accurate enthalpies of complex organic reactions.
Most notably, the performance differences between different density functionals decrease

dramatically. In conjunction with ACBH-2 schemes, most functionals yield deviations of 1-2
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kcal/mol, and the best functionals such as the double-hybrid B2PLYP-D3BJ yield a MAD of only
1.0 kcal/mol.

A careful analysis of the relative performance of all the DFT methods reveals that many of
the previously known performance trends'® for families of DFT functionals still hold after ACBH-
2 corrections, but the range of errors is compressed. For example, hybrid functionals work better
than gradient corrected (GGA) functionals. Thus, PBE has a MAD-2 of 1.9 kcal/mol while the
hybrid PBE-0°! functional performs better (1.4 kcal/mol). Inclusion of D3 dispersion corrections>>
improves the performance for these organic reactions. Thus, B3LYP has a MAD-2 of 1.7 kcal/mol
while B3LYP-D3BJ has a smaller error of 1.3 kcal/mol. Double hybrid DFT functionals include a
component of MP2 electron correlation and are known to perform better than hybrid functionals.
B2PLYP,>® a double-hybrid derivative of B3LYP resulted in significant improvement over
B3LYP. Thus, after the CBH-2 corrections, B2PLYP and B2PLYP-D3BJ yield MAD-2 of 1.1 and
1.0, respectively. With only 2 deviations greater than 2 kcal/mol and a MAD of 1.0 kcal/mol,
B2PLYP-D3BJ shows consistent performance irrespective of the size of the molecules in the
reactions, making it the most accurate functional tested.

Our broad conclusions from this study?’ are that traditional isodesmic corrections, though
useful, are far from achieving chemical accuracy. Most importantly, the simplest next level
correction from the CBH hierarchy (CBH-2) can achieve dramatically improved results, reaching
near chemical accuracy (1-2 kcal/mol). An even more striking observation is that the performance
differences between the different density functionals mostly evaporate after the application of the
CBH-2 corrections. Thus, any functional can be used with CBH-2 corrections to achieve high
accuracy. In the next sections, we demonstrate that similar results are likewise obtained in other
examples, though CBH-3 corrections may be needed in some cases to obtain further error

cancellation.
4.2 Bond dissociation energies in biofuel molecules

As illustrated thus far, the CBH protocol offers a route to derive accurate thermochemical
properties of organic molecules using computationally inexpensive methods such as density
functional theory. However, all the organic reactions considered in the previous section were
closed shell systems. In a 2019 study, we explored the performance of CBH to obtain accurate

bond-dissociation energies (BDEs) of various biodiesel esters,*' exploring two new aspects for

16



CBH. First, bond dissociation leads to radicals, and thus the performance of CBH for open shell
systems can be explored. Second, since the unpaired electron is contained in one of the product
fragments, the stronger tendency of radical systems to delocalize can be explored at higher rungs
of CBH. To this end, we explored CBH-2 and CBH-3 schemes in this work, and the excellent
performance at CBH-3 suggested that further rungs are not needed for this system.

BDEs of several C—C, C-0, and C—H bonds, comprising a total of 21 reactions involving
smaller to medium-sized biodiesel esters were chosen for initial calibration. The ACBH procedures

adopted are illustrated in Figure 10.
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Figure 10. Derivation of ACBH-2 and ACBH-3 schemes for the bond dissociation reaction for methyl butanoate.
Reproduced with permission from Reference 31. Copyright 2019, American Chemical Society.

The performances of five different popular DFT methods (B3LYP, B97, M06-2X, wB97X-
D, and B2PLYP), with and without empirical dispersion correction, in conjunction with CBH
protocol, were compared with MRACPF2 (a multireference treatment using a modified coupled
pair functional approach) values reported by Carter and coworkers.>* Overall, DFT results after
application of ACBH corrections are comparable with those from the multireference methods.

Accuracy improves for all DFT functionals, yielding similar overall deviations. In particular,
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MAD:s, especially for dispersion corrected functionals, fall within a narrow range of 0.2 kcal/mol.
Among the different density functionals, ®B97X-D and B97-D3 show the best performance with
a MAD of 1.3 kcal/mol from MRACPF2. Moreover, further improvement is achieved by applying
ACBH-3 corrections, yielding a MAD within 1 kcal/mol (0.9 kcal/mol).

a) b)
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B3LYP  BY7 Mgt[l'l](fgz( oB97X  BIPLYP B3LYP-D3 B97-D3 MO062X-D3 (B97X D B2PLYP-D3
Methods
Figure 11. Graphical representations of the calculated mean absolute deviations (MAD) in BDEs of all the
reactions with and without including G4 correction (ACBH-2 scheme) using (a) DFT and (b) DFT-D methods.

Reproduced with permission from Reference 31. Copyright 2019, American Chemical Society.
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The ACBH-2 and ACBH-3 correction schemes have also been applied to a larger biofuel

component, methyl linolenate (Figure 12).
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Figure 12. BDEs of eight different bonds in methyl linolenate calculated using ®B97X-D including ACBH-2

and ACBH-3 corrections. Reproduced with permission from Reference 31. Copyright 2019, American Chemical
Society.

For a set of eight different bond dissociation reactions in methyl linolenate, the MAD for
both CBH-2 and CBH-3 schemes are within 1-2 kcal/mol of the MRACPF2 results. The computed
®B97X-D BDEs with ACBH-2 and ACBH-3 corrections yielded a MAD of 1.8 kcal/mol and 1.1

kcal/mol, respectively, again illustrating the excellent performance of CBH.
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4.3 Calculation of Redox Potentials with CBH

The redox potential gives the free energy cost of electron loss/gain and is a useful
thermodynamic and kinetic tool. While extremely important, obtaining accurate and reliable redox
potentials remains a steep challenge.>>*’ In particular, solid computational protocols that focus on
high accuracy and reproducibility are critical for cases where consistent experimental
measurement is difficult. We have applied our ACBH protocol for the calculation of accurate redox
properties of organic molecules.** Redox calculations consider, in addition to the presence of open
shell radicals in both oxidized and reduced species, effects from solvation. Thus, solvation models
are an additional component for redox potential evaluations. A dependable protocol for redox
property prediction that eliminates systematic errors in DFT, while remaining computationally
feasible, holds tremendous value.

In 2020, our group introduced such a protocol, called CBH-Redox, a method for calculating
accurate redox potentials using implicit solvent models.*® This protocol is an extension of CBH
and is appropriate for chemical processes involving an electron transfer. An example of the CBH-
Redox fragmentation scheme is given in Figure 13. As in the case of the previous two applications,
for a chemical reaction involving the loss or gain of a single electron, similarities in reactant and
product structures results in a cancellation of fragments on either side of the reaction, and only a
few high-level calculations of fragment molecules must be performed. Thus, the CBH protocol
provides substantial computational speedups for reaction energies. It must be noted that to attain
effective error cancellation, the main atomic site of oxidation should be known with some
certainty. Incorrect identification of the oxidation site can lead to insufficient error cancellation.
Nonetheless, many of the effects of electron delocalization are captured by the low level of theory,
and low-level population calculations for the reduced and oxidized species may be useful to

determine the most likely site of oxidation.
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Figure 13. CBH-2 fragmentation scheme for 3-(2-methoxyphenolxy)-1,2-propanediol redox couple.
Reproduced with permission from Reference 33. Copyright 2020, Royal Society of Chemistry.

We applied CBH-Redox to a test set of 46 C, O, N, Cl, F, and S-containing molecules in
SMD implicit solvation and achieved impressive accuracy.>® The test set for CBH-Redox features
a range of functional groups, namely alcohols, aldehydes, alkyl-halides, amines, ethers, ketones,
nitriles, nitro compounds, phenyls, thioethers. A proton-coupled electron transfer (PCET)
formalism was used to compute the redox potentials for the phenolic compounds and the tyrosine
derivatives. To test the strength and robustness of the protocol, CBH-Redox calculated potentials
were evaluated with four popular density functionals. B3LYP, CAM-B3LYP, wB97X and M06-
2X were tested, with and without dispersion corrections. Figure 14 shows the comparison of the
calculated results with the corresponding G4 values. Comparisons with experimental values are

very similar.
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Figure 14. MAE of low level and CBH-2 redox potentials versus G4. Reproduced with
permission from Reference 33. Copyright 2020, Royal Society of Chemistry.

We note that the raw performance of DFT methods in this case is quite reasonable with the
MAESs ranging from 0.04-0.16 eV. Overall, the CBH-Redox protocol achieves a significant
improvement in accuracy, yielding a MAE of 0.05 V or below versus G4 for six of the eight density
functionals tested (B3LYP, B3LYP-D3BJ, CAM-B3LYP, CAM-B3LYP-D3BJ, ®B97X, and
®B97X-D). It is interesting to note that the M06-2X functional, achieves an overall MAE on par
with G4 even before application of the CBH correction for this test set. Therefore, trying to
improve upon this method using G4 fragments perhaps is inappropriate. That may explain the
seemingly worse performance of M06-2X with the CBH correction. Nevertheless, considering the

entire test set, the protocol’s MAE falls well within the benchmark threshold for CBH.
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4.4 Calculation of Accurate Acid Dissociation Constants (pKa) with CBH

We have also developed a standard protocol for accurately calculating pKa.’s of a wide range
of bio-organic molecules in the aqueous medium. This involves the evaluation of the free energy
changes for protonation/deprotonation reactions.’®*° While the spin state of the system does not
change upon protonation, the solvation requirements for the calculation of accurate pK, s are more
stringent.%® In particular, inclusion of a few explicit water molecules directly hydrogen-bonded to
the functional group of interest is key to the determination of accurate values.®! Thus, we have
used an explicit-implicit solvation model (also called a microsolvation model) by including a few
(1-3) explicit solvent molecules along with implicit solvation effects from the SMD model.%* For
a calibration set of 224 small bio-organic molecules containing a variety of functional groups, by
using the explicit-implicit solvation model at the CBS-QB3 level (a variant of the complete basis
set extrapolation model CBS-Q using B3LYP geometries),*® an impressive accuracy of MAE =
0.45 pK, units was achieved compared to experimental pK, values in the range of —1 to 20. For the
larger molecules, where CBS-QB3-based approach is computationally unaffordable, we have
developed an efficient pKa calculation protocol based on the CBH error-cancelation scheme. Full
details can be found in the original publication, but two new factors from the protocol used in this
work should be noted. The full molecule calculations are done with DFT with implicit solvation
while ACBH-2 corrections are determined for the CBH fragments using the CBS-QB3 method
with an explicit-implicit solvation model. If the group undergoing deprotonation is directly bonded
to an aromatic ring, the full aromatic ring was considered as a single group to maintain the

delocalization across the aromatic ring.

The CBH protocol was assessed on a set of 28 relatively complex drug molecules (Figure
15) and the results are shown in Figure 16. This is a challenging set of molecules with some of
them containing multiple ionizable groups or tautomeric forms (e.g., structures 2, 3, 9 in Figure

15), and provides a critical test of the performance of computational models for pK, predictions.
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Figure 15. Structures of 28 drug molecules for testing the CBH-pKa protocol. Reproduced with

permission from reference 32. Copyright 2019, American Chemical Society.
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(ApK,-2) for various DFT methods for the 28 molecule test set of drug molecules from Figure 15.

Reproduced with permission from reference 32. Copyright 2019, American Chemical Society.

The raw errors are shown in red and the ACBH-2 corrected values are shown in blue for
seven different density functionals. Using the ACBH-2 scheme, our protocol eliminates the
systematic errors in different DFT methods to yield accurate pKa, values (MAE of 0.40-0.54 pK,
units) for these relatively complex molecular systems. In particular, our results show that by
treating the elementary deprotonation reactions at the CBS-QB3 level with explicit-implicit
solvation, the calculated pKa’s are nearly independent of the underlying DFT method used. The
pKa calculation protocol based on CBH scheme also works if a molecule possesses multiple
ionizable groups or tautomeric forms. For such molecules, separate CBH schemes can be
constructed for each of the deprotonating functional groups to derive the separate elementary
deprotonation reactions. In such cases, the explicit water molecules are placed only near the
deprotonating functional group under consideration. In this way, each of the functional groups can
be microsolvated locally and separately, without having to include explicit solvent molecules
around all of the functional groups at once. This also avoids the complication that may arise while
placing explicit water molecules around all of the functional groups at the same time. For example,
for the molecule II1.3 which has two phenolic OH groups and one aliphatic amine group, three
separate CBH reactions are constructed for each of the functional groups, and the corresponding

pKa values are then obtained.
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Overall, the ACBH-2 model yields pKa values with an impressive accuracy of ~ 0.5 pKa
units. In more complicated cases, the accuracy can potentially be further improved by using higher
rungs of the CBH schemes (e.g., ACBH-3). Nonetheless, we note that the current protocol covers
most of the common functional groups present in organic and biomolecular systems and should be

useful for widespread application.

4.5. Thermochemistry for a Large Dataset: Combining CBH with Machine Learning

Finally, we show some results using our latest models combining the CBH approach with
machine learning (ML). Since CBH is a strategy for error cancellation, this is a natural extension
since ML deals with automated pattern recognition that could be used for further error
cancellation.®*%” In our work, we have focused explicitly on A(ML) models®®%® that learn the
difference between DFT and CCSD(T) for theoretical thermochemistry.”® Full details are beyond
the scope of the current review. Briefly, we used ideas based on CBH-type fragmentation to
introduce a new family of molecular descriptors for machine learning. CBH naturally offers a
hierarchy of simple, chemically intuitive grouping of atoms, tuned for progressive error-
cancellation across the rungs. In the simplest model, we used CBH to enumerate the substructures
in a given rung, and both product and reactant fragment coefficients were encoded to provide
structure-based fingerprints.”” This has two advantages relative to other structure-based
fingerprints. First, since hydrogens are implicitly included in CBH, the shorter resulting input
vector leads to more efficient encoding. Second, the use of both product and reactant coefficients
provides some balance, leading to better performance.” We have labeled this model as
DFT+AML(CBH) and have assessed its performance for the first three rungs (CBH-0, CBH-1 and
CBH-2) on a test set of G4 calculations on over 1000 molecules containing H, C, N, O, Cl and S
atoms (“1k-G4-C9” test set consisting of 1051 molecules with 9 or fewer carbon atoms).”® Just
like in the traditional ACBH corrections, the ML(CBH) molecular descriptors provide information
about local structures. The AML(CBH) models are not based on any fragment energy calculations,
but the trends in systematic errors can be directly learned instead. Our results are shown in Figure

17.
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Figure 17. Final out-of-sample performance for all DFT+AML(CBH) models across 30 DFT baselines.
Reproduced with permission from reference 70. Copyright 2020, American Chemical Society.

The results in Figure 17 are very impressive. For a wide variety of density functionals,
DFT+AML(CBH-2) models, trained on a set of small to medium-sized organic H, C, N, O, S, and
Cl-containing molecules, achieve an out-of-sample MAE within 0.5 kcal/mol (and 20 (95%)
confidence interval of <1.5 kcal/mol) compared to accurate G4 reference values at DFT cost. All
functionals tested, aside from BP86 and BP86-D3(BJ), achieve average errors within chemical
accuracy using AML(CBH-2), with six functionals achieving less than 0.5 kcal/mol. The best
performing functionals are ®B97XD, B3LYP-D3(BJ), and M06-2X ranging from 0.44 to 0.46
kcal/mol. In general, more sophisticated families of density functionals, i.e., double-hybrid and
long-range corrected hybrid density functionals, outperform GGA functionals. B2PLYP-D3(BJ)
and CAM-B3LYP-D3(BJ), for example, have mean absolute errors around 0.53 kcal/mol, while
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some of the GGA functionals, such as TPSS, and BLYP, range from 0.89 to 1.00 kcal/mol. As
expected, systematic errors are automatically cancelled out. Indeed, the MSEs of all three AML
models are close to zero.

More advanced techniques in molecular machine learning have appeared in more recent
times which utilize some of the deep learning models used in other fields.”'””® To this end, we
expanded our fragmentation-based ML approach to the FragGraph graph-network model” in
which a molecular graph is constructed and local information about each CBH-2 fragment is
embedded on the nodes of a graph.”® Then, a graph network uses message-passing’® to learn both
from the structure of the fragments in a molecule as well as their relationship between one another
through the graph structure. These methods have taken our ideas much further and achieved
outstanding performance,”® well within benchmark accuracy (kJ/mol), in predicting G4(MP2)
energies for the ~130k molecules in the GDBO test set.”” However, our ML models have only been
tested thus far on relatively small neutral molecules (nine heavy atoms or less) and it is not clear
if their excellent performance can be extended for systems beyond the class of molecules included
in the training set. In general, machine learning models are very good in interpolation but can fail
in extrapolation to new systems (or predicting new properties). Much more work is clearly needed

in this area, and machine learning is an active area of ongoing and future research in our group.

5. Other Applications and Future Prospects

In this perspective, we have only focused on works of our own. But more research groups
are now adopting concepts associated with CBH and carrying out new applications. While a
comprehensive discussion is beyond the scope of this perspective, we point out a few select papers.
In one particular study, CBH-type reactions were used to order the relative thermochemical
energies of 24 Cssisomers.’® In another noteworthy study, CBH was used in combination with fast
low-level computational methods (PBEh-3c, HF-3c, and HF/STO-3G), tight-binding DFT
methods (GFN-xTB, DFTB, and DFTB-D3), and semiempirical methods (AM1, PM3, PM6, PM6-
DH+, PM6-D2, PM6-D3H+, PM6-D3H4X, PM7, and OM2) on the set of 25 organic reactions
first studied by us, showing the value of CBH, even when coupled with less accurate theoretical
methods.*!

One particularly thoughtful study involving CBH introduces CBH-ANL, an approach
developed by Elliot and coworkers.” The method combines ANL1 energies for CBH-1 reference
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fragments with ANLO energies for CBH-2 reference fragments in a laddered scheme to improve
the energy predictions. In this way, reliable values for the heats of formation for CBH-2 reference
fragments may be achieved. The study also quantifies uncertainties of each reference fragment
species, as well as their propagation to the full species, the largest uncertainty being 0.28 kcal/mol.
The laddering approach in this study, which allows for the extension of CBH to larger molecules,
follows naturally from CBH’s systematic hierarchy and is a topic of research that we have
systematically explored within our own group.®°

Finally, we highlight some of the advantages and limitations of CBH and point out ongoing
and future research directions that may be beneficial. As mentioned earlier, CBH has its foundation
based on error-cancellation in theoretical thermochemistry. This has advantages and
disadvantages. The biggest advantage is that the fragments (reactants or products) in CBH are
calculated at their optimized equilibrium geometries.*® This is because the experimental enthalpies
of formations of these reference species (used to calculate the enthalpy of formation of the parent
molecule) are valid only at their equilibrium geometries. Overall, since many large molecules share
the same smaller optimized reference species, repetitive electronic structure computations are
avoided in a thermochemical hierarchy such as CBH. As mentioned earlier, the energies of the
recurring fragment species can easily be stored in a look-up table to avoid calculating them
altogether. Thus, the overall computational cost is determined by the cost of the underlying DFT
calculation, supporting the premise of “coupled cluster accuracy at DFT cost”.

The traditional approach to CBH discussed thus far is applicable only for equilibrium
structures. At any rung of CBH hierarchy, the reference molecules represent the optimal cutting
scheme to achieve maximum error cancellation at that level of fragmentation. The higher CBH
rungs then represent fragmentation schemes that yield smoothly increasing fragment size while
progressively augmenting the efficiency of error cancellation. The application of CBH to
nonequilibrium structures would unlock a vast domain of unexplored chemistry. In the original
scheme utilizing experimental values of the fragments, such an extension would not be possible.
But using our more recent efforts involving a second higher level of theory instead of experiment,*
these restrictions can be relaxed. Such ideas are regularly used in the generalized implementation
of fragmentation-based methods. A balanced approach merging the ideas from CBH with

fragmentation may lead to more powerful and more broadly applicable computational techniques.
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An important aspect of CBH is that the reaction schemes depend on the underlying valence
bond structure that is used for generating valence-satisfied fragments. Hence, CBH, as described
in this work, is not valid for delocalized systems (such as metals) or when hydrogen-terminated
reference fragments are not easily generated (such as dative bonded systems), though the method
could be adapted to make it applicable for the latter. In addition, all the applications thus far have
been on the first- and second-row main group molecules, though extensions to heavier main group
systems should be straightforward. CBH has not been applied to any transition metal systems.

A more serious concern for CBH is that if multiple resonance structures are possible for a
given species, more than one CBH reaction may be obtained at a given rung, making the scheme
non-unique. This would be true for some aromatic structures, at least for the higher CBH rungs.
Similar ambiguities may be present in some radical structures or charged species. Since CBH
restricts the unpaired electron or the charge to one of the fragment species, there may be multiple
CBH reactions if the spin (or charge) is delocalized. However, non-uniqueness does not necessarily
lead to poor performance. We have explored this to a limited extent in our study on carbocations>°
and shown that the results are quite insensitive to the choice of the CBH fragments. Nevertheless,
non-uniqueness in such cases is not a satisfactory situation, and our group is currently considering
strategies for tackling this issue in a rigorous manner.

It is well understood that the accuracy of a CBH reaction depends on the extent of error
cancellation between reactants and products. Error cancellation should, in principle, increase with
fragment size, since larger fragments capture greater portions of the molecular environment. In
some cases, CBH fragments generated via lower rungs may prove insufficient in capturing the true
molecular environment and may thus compromise accuracy. Conversely, higher rungs of CBH
may compromise computational efficiency. To address this problem, we have developed coarse-
grained models of CBH, which we have only briefly investigated thus far. For example, we pointed
out earlier that the aromatic units (e.g., phenyl groups) were left intact in our pK, studies.*® In a
more recent study, we have obtained slightly better performance from coarse-graining other
functional groups such as nitro groups, sulfoxides, nitriles, etc.®! This is an active topic of ongoing
research.

As mentioned above, if there is a large mismatch between a substructure and the parent
molecule, there could potentially be significant errors in the CBH approach. However, in many

cases, the starting DFT does reasonably well for strained structures or crowded structures and the
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issue is not major. However, when the mismatch is between electronic structures, e.g., delocalized
aromatic structure vs. a localized small CBH fragment, there may be more significant problems
and more caution is required in such cases. A signature of such a mismatch is that such systems
will show a much stronger dependence between different density functionals while such
differences disappear when there is a good match. To avoid such mismatches, coarse-grained CBH
could be used such that highly strained substructures are not broken during fragmentation.

The formulation that we have discussed in this manuscript does not address the application
of CBH schemes to conformers. If the same fragment conformations are used starting from two
different parent conformations, there is no higher order correction and the performance remains
the same as the low-level theory (i.e., DFT). This could partially be avoided by using fragment
conformations that most closely resemble the structure of that unit in the parent molecule. For
example, if a long-alkane chain in the fully extended conformation is compared with that of its
folded form, the fragment butane units from the former will be in the trans conformation while
some of them will have the gauche conformation in the latter, yielding a CBH contribution to the
energy difference.

In principle, CBH methods are applicable for much larger molecules than illustrated in this
work. However, as mentioned above, the CBH fragments are small and the resulting large number
of fragments for larger molecules will potentially lead to accumulation of errors, growing linearly
with the number of fragments. Thus, error accumulation will be less pronounced if larger
fragments are used. While coarse-grained CBH, briefly discussed in the final section, is a possible
strategy, a general fragmentation approach gives much more flexibility in the generation of
fragments of different sizes to optimize the accuracy and applicability of the calculations. Thus,
we have carried out calculations on biological systems containing well over a thousand atoms®*34
using our MIM?® fragmentation method.

Finally, as mentioned briefly in the last section of this perspective, we stress that CBH-
based descriptors can serve as useful candidates for the development of machine-learning
strategies for chemical discovery. While we have given preliminary insight into this topic, we plan
to investigate this avenue of chemical research more extensively to assess the performance of such

models for chemical investigations in a broader context.
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