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Abstract
This study presents a method to generate historical orthomosaics using 
Structure-from-Motion (SfM) photogrammetry, historical aerial photo-
graphs, and lidar data, and then analyzes the horizontal accuracy and 
factors that can affect the quality of historical orthoimagery products 
made with these approaches. Two sets of historical aerial photographs 
(1934 and 1951) were analyzed, focused on the town of Woodstock 
in Connecticut, U.S.A. Ground control points (GCPs) for georeferenc-
ing were obtained by overlaying multiple data sets, including lidar 
elevation data and derivative hillshades, and recent orthoimagery. 
Root-Mean-Square Error values of check points (CPs) for 1934 and 
1951 orthomosaics without extreme outliers are 0.83 m and 1.37 m, re-
spectively. Results indicate that orthomosaics can be used for standard 
mapping and geographic information systems (GIS) work according to 
the ASPRS 1990 accuracy standard. In addition, results emphasize that 
three main factors can affect the horizontal accuracy of orthomosa-
ics: (1) types of CPs, (2) the number of tied photos, and (3) terrain.

Introduction
Land use land cover (LULC) change plays a fundamental role in record-
ing the impact of human activities on earth surface processes and 
understanding these impacts is one of the grand challenges in envi-
ronmental science today (National Research Council 2001). Satellite-
based data such as Landsat have been widely used to understand LULC 
in the field of remote sensing (Leh et al. 2013; Verbesselt et al. 2012; 
Zhu et al. 2016, 2020; Zhu and Woodcock 2014), but are limited in 
terms of temporal scope (Landsat first launched in 1972) and spatial 
resolution (with the best available pixel resolution being 15–30 m 
between the 1970s and early 2000s). To understand historical LULC 
changes prior to the satellite era and at much higher spatial resolution, 
historical aerial photography has long been considered an important 
source of data, adding multiple new time intervals in the study of land 
use activity in forestry, ecology, urban planning, cultural resources, 
and geomorphology related studies (Kadmon and Harari-Kremer 1999; 
Llena et al. 2018; Mallinis et al. 2011; Nita et al. 2018; Rocchini et al. 
2006; Sevara 2013; Verhoeven et al. 2012; Zomeni et al. 2008).

Unlike modern remote sensing imagery derived from airplanes, 
unmanned aerial vehicles (UAV) or satellites, a number of issues need to 
be taken into account when using historical aerial photographs. These 
include: (1) low data accessibility, (2) no georeferencing, (3) time-con-
suming work for mosaicking fragmented aerial photograph campaigns 
and scaling up the spatial extent, (4) poor information for aligning or 
calibrating individual aerial photograph such as camera position, flight 
altitude, yaw, pitch, and roll (Fox and Cziferszky 2008; Frankl et al. 
2015), (5) no ground control points (GCPs), which are crucial in removing 

inherent radial distortion and tilt for georeferencing (Bolstad 1992; Wolf 
et al. 2014), and (6) low image quality due to digital scanning. These 
problems have generally restricted the application of modern photogram-
metric techniques when dealing with historical data (Lingua et al. 2009; 
Turner et al. 2012; Weng et al. 2013). In addition, they can attenuate 
errors associated with automated image processing in photogrammetric 
software such as Agisoft Metashape and Pix4Dmapper when it comes to 
the shortage of metadata or increasing the number of photos stitched.

Despite these challenges, a number of studies have been conducted 
to orthorectify historical aerial photographs and reconstruct historical 
digital elevation models (hDEM) based on photogrammetric techniques 
such as Structure-from-Motion (SfM). The historical aerial photography 
considered in these studies ranges from the 1930s (Fox and Cziferszky 
2008; Frankl et al. 2015; Geyman et al. 2022) to the 1990s (Arnaud 
et al. 2015) and most of the research has been concentrated on images 
from the 1950s onward (Comiti et al. 2011; Gennaretti et al. 2011; 
Gomez 2014; Kadmon and Harari-Kremer 1999; Llena et al. 2018; 
Marignani et al. 2008; Maurer and Rupper 2015; Nebiker et al. 2014; 
Rocchini et al. 2006). To overcome the lack of external information 
of historical data, creating GCPs from reference data such as DEMs is 
essential during SfM processing. Depending on the spatial resolution of 
reference data, the quality of output orthomosaics or DEMs varies. The 
quality of orthomosaics has been evaluated by root-mean-square error 
(RMSE) and the RMSE results with coarse reference data (e.g., ~10–40 
m) ranges from 5 m to 15 m (Baker et al. 1995; Gennaretti et al. 2011; 
Marignani et al. 2008; Rocchini et al. 2006).

The advent of Light Detection and Ranging (lidar) data and high-
resolution DEMs (e.g., 1 m) can lead to increasing the accuracy of 
historical orthomosaics and hDEMs given that lidar derivatives such as 
hillshades allow for visualizing of small-scale features and greater po-
tential for choosing GCP with accurate coordinates and elevation values. 
To date, however, the application of high-resolution topographic data 
from lidar in SfM photogrammetry processing has been focused on as-
sessing vertical accuracy of hDEM products (Child et al. 2021; Nebiker 
et al. 2014) rather than extracting GCPs for the orthomosaic. One of 
reasons for this is that high-resolution historical imagery needs high-
resolution topographic data as a reference to build orthomosaics with 
less horizontal error. Furthermore, there is a lack of research focused on 
expanding the spatial extent of orthophotos made from high-resolution 
historical aerial photos (i.e., less than 1:20 000 scale, less than 1m pixel 
resolution) and lidar data. This is because a large number of historical 
photos need to be aligned and orthomosaicked to cover larger spatial 
extent, in contrast to the aforementioned previous studies that use less 
than 40 photos. In other words, the paucity of such studies underlines 
the need for an improved methodological approach. Lidar data and its 
derivatives provide an opportunity to fill in the gap between the low 
resolution of reference topographic data (e.g., 30 m DEMs) and the reso-
lution of input from historical imagery (e.g., 1 m) (Llena et al. 2018).Ji Won Suh and William Ouimet are with the Department of 
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The goal of this paper is to present the generation of high-resolution 
historical orthomosaic over a broad area using SfM photogrammetry 
combined with GCPs from lidar derivatives. Our objectives are to (1) 
provide a method to build high-resolution historical orthomosaics by 
using 1934 and 1951 black and white aerial photographs focused on 
the town of Woodstock, Connecticut, United States; (2) evaluate the 
horizontal accuracy of orthomosaics based on RMSE values for overall 
assessment and residual error to understand spatial distribution of er-
rors, and (3) analyze factors that can affect the quality of these histori-
cal orthophotos by comparing orthomosaics from 1934 and 1951.

Data and Methods
Study Area
This study was conducted focusing on the town of Woodstock in north-
eastern Connecticut. In order to cover the entirety of Woodstock, our study 
area is a rectangle and includes adjacent towns described in Figure 1. To be 

specific, Figure 1B shows the DEM ranging from 64 m to 335 m and topog-
raphy in the west part comprised mainly of hilly uplands with mixed conif-
erous-deciduous forests and agricultural lands. On the other hand, the east 
part consists of lowland used for agricultural lands as well as mixed forests 
and muddy brook which flows south into Roseland lake. Distributed over 
the entire study area are stone walls, stacked around agricultural lands that 
indicate an anthropogenic legacy of English-style agriculture during the 
17th to 20th centuries (Cronon 1983; Thorson 2002) (Figure 1C and 1D). 
They are easily detected in a hillshade map derived from lidar in open area 
and deciduous forest (Johnson and Ouimet 2014, 2016).

Data
Collected data for this study can be divided into two sets in terms of 
usages: to produce historical orthomosaics and to create GCPs (Table 
1). In particular, the first data set includes high-resolution black and 
white air photos of 1934 and 1951 provided from the Connecticut 
State Library (1934, 1951). For 1934, 141 air photos (spatial scale 1:12 
000) were used for an orthomosaic covering about 264 Km² area. The 

Figure 1. Map of the study area. (A) study area with camera positions of 1934 and 1951 aerial photographs (ESRI, 2012). Lower case and upper 
case refer to 1934 and 1951 north-south flight paths, respectively; (B) Digital Elevation Model ranging from 64 m to 335 m; (C) an example of 
stone walls with 2012 leaf-off orthophoto (CT ECO 2012); (D) an example of stone walls with a hillshade map derived from lidar.

Table 1. List of maps and aerial photographs used for this study.
Data Usage Data Type Year Date Resolution/Map Scale # of Images (Covering Area) Source

Historical 
orthomosaics

A/BW 1934 April 1934 1:12 000 141 (264 Km2) Connecticut State Library1

A/BW 1951

5 September 1951

1:20 000 68 (380 Km2) Connecticut State Library2 
13 October 1951

25 November 1951
27 November 1951

Reference 
data 

A/O/C 2012 0.3 m CT ECO
A/O/C 2016 0.07 m CT ECO
DEM 2016 1 m CT ECO

Hillshade 2016 1 m 2016 DEM
A: aerial photographs; O: ortho-rectified aerial photographs; BW: black and white; C: color. CT ECO = Connecticut Environmental Conditions Online;  
DEM = digital elevation model.
1 Connecticut State Library, 1934 Aerial Surveys, Record Group 089:011, Department of Transportation, State Archives.
2 Connecticut State Library, 1951 Aerial Surveys, Record Group 089:011b, Department of Transportation, State Archives.
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vertical photography was taken in April 1934 (note that specific dates 
were not available) by Fairchild Aerial Survey Corporation using a K-3 
aerial survey camera with a 241.3 mm focal length. The survey flights 
were flown at an altitude of around 3500 m. The overlap rate between 
two images were approximately 50%. This historical photography was 
digital-scanned as a 1270 dots-per-inch in 2006. On the other hand, 68 
air photos of 1951 (spatial scale 1:20 000) were used covering about 
380 Km². Robinson Aerial Surveys took 1951 imagery on the following 
dates: 5 September 1951, 13 October 1951, 25 November 1951, and 27 
November 1951. Unlike 1934 photography, detailed information about 
survey and scanning process for 1951 was not available. Regarding the 
number of photos of 1934 and 1951, each 1934 photo covers small extent 
compared to 1951 photo so that the more photos of 1934 were collected.

As reference data to create GCPs, the second data set includes recent 
orthophotos (2012 and 2016), DEM derived from 2016 lidar, and a 
hillshade map produced from lidar DEM. First, 2012 and 2016 high-
resolution orthophotos were streamed from Connecticut Environmental 
Conditions Online (CT ECO) image services in ArcGIS Desktop 10.5 
(CRCoG 2016; CT ECO 2012). The spatial resolution of 2012 and 2016 
orthoimagery is 0.3 m and 0.07 m, respectively (Table 1). Next, high-res-
olution DEM from lidar is used to get elevation values of GCPs with fewer 
errors. Lastly, lidar DEM is also a source to produce a hillshade map 
that is able to detect surface features such as stone walls (Johnson and 
Ouimet 2014), which ensures the horizontal position of target locations.

A Workflow for Generating Historical Orthomosaics
In order to build 1934 and 1951 historical orthomosaics and conduct 
horizontal accuracy assessment, we provided a workflow from steps 1 
through 11 by using Agisoft Metashape 1.6 and ArcGIS Desktop 10.5, 

described in Figure 2. Agisoft LLC (2019) provides a general workflow to 
build an orthomosaic or DEMs and a number of studies have followed it 
(Ajayi et al. 2017; Midgley and Tonkin 2017; Nita et al. 2018; Riquelme 
et al. 2019). However, it needs to be improved for applications involv-
ing historical data in order to overcome a lack of photo information and 
build high-quality georeferenced orthophotos that can be used for map-
ping and GIS purposes. A workflow consists of three general stages, (1) 
preprocessing (steps 1 and 2), (2) georeferencing and orthomosaicking 
(steps 3 to 10), and (3) horizontal accuracy assessment (step 11). Details 
on each step will be addressed in the following sub-sections: “Pre-
Processing Stage (Steps 1 to 2)”, “Photo-Alignment/Orthomosaicking 
Stage (Steps 3 to 10)”, and “Horizontal Accuracy Assessment Stage 
(Step 11)”. The data were processed with Intel Xeon CPU E5-2687W v3 
at 3.10 GHz with 10-core, 128 GB RAM, 20 processors, AMD FirePro 
W7100 graphics card, and operating on Windows 10 64-bit.

Pre-Processing Stage (Steps 1 to 2)
As a preprocessing stage, input historical photos were masked (step 1) to 
eliminate unnecessary information such as frame and letters and then the 
image quality of these photos was estimated (step 2) based on the sharp-
ness value of images that Agisoft image quality tool provides (Agisoft 
LLC 2019). A blurry image can reduce an orthophoto quality at the final 
step so images below 0.5 sharpness value out of 1.0 were discarded dur-
ing the orthomosaicking process (step 10 in Figure 2). The quality test 
result of 1934 air photos ranges from 0.47 to 0.66 and two photos below 
the 0.5 quality threshold were disabled. Figure 3 represents an image 
quality comparison between 0.47 (A) and 0.66 (B) snapped in the same 
spatial extent. On the other hand, all 1951 air photos were used since 
they meet the requirement by ranging between 0.74 and 0.88.

Figure 2. A flowchart for generating orthomosaics of historical aerial photographs using Agisoft Metashape and ArcGIS desktop. DEM = digital 
elevation model; RMSE = root-mean-square error.

Figure 3. An image quality comparison between 0.50 (A) and 0.61 (B) snapped from 1934 air photos in the same spatial extent. 1934 Aerial 
Surveys, State Archives Record Group 089:011, State Archives, Connecticut State Library.
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Photo-Alignment/Orthomosaicking Stage (Steps 3 to 10)
In this stage, photo-alignment (step 3) was conducted with high ac-
curacy and the generic pair preselection option in Agisoft Metashape. 
The key point limit and tie point limit was set as 100 000 and 8000, 
respectively. Given that no information about camera position is used 
during the photo-alignment process, GCPs with northing, easting, and 
elevation values should be placed on photos to better alignment as well 
as georeferencing.

However, there are no GCPs available for historical data, so we 
defined GCPs (step 4) by selecting points that have not changed over 
time in a comparison of historical air photos, recent orthophotos, and 
lidar hillshade maps. Three aspects were taken into account when 
selecting GCPs. First, the priority of point selection was set considering 

frequency and stability of features through time. Therefore, stone 
walls were the first priority since they existed in the entire study area 
and were relatively stationary features pre-1934. Then it is followed 
by road crosses or edges, fixed structures (e.g., bridge, dam, etc.), 
and the attributes of natural landscape (e.g., creek crosses) (Figure 4). 
However, the attributes of natural landscape such as creek crosses can 
be relatively easily changed over time so it was only considered for 
GCP selection when the rest of potential features (e.g., stone walls, road 
crosses or edges, fixed structures) were unavailable.

The second aspect was the distribution of GCPs. Given that GCPs 
with three-dimensional (3D) coordinates strongly control error behav-
ior (Wolf et al. 2014), the optimal distribution of GCPs is a point on 
each corner and additional points uniformly and densely distributed 

Figure 4. Examples of ground control points (GCPs) on 1934 aerial photo, 2016 orthophoto, and lidar hillshade. 1934 images from 1934 Aerial 
Surveys, State Archives Record Group 089:011, State Archives, Connecticut State Library.
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throughout an image. We tried to place our GCPs as uniformly as possible 
but were limited by the fact that landscape changes between the images 
used are often not uniform. When using historical aerial photograph, 
with 50–90 years between original images and modern lidar and ortho-
photo data sets, this will likely also be a limitation contributing to error.

The last aspect was the number of photos that each GCP stitched. 
Each GCP should be located in the place where at least two photos were 
overlapped. Once GCPs are created at least 1:500 scale level through 
ArcGIS desktop, northing and easting values were extracted from cre-
ated GCPs, and elevation values were extracted from lidar DEM (Llena 
et al. 2018) and exported as CSV format, herein we used UTM 18N pro-
jection (EPSG: 6347) since measuring horizontal distances was required 
in accuracy assessment (step 11). After creating GCPs, these GCPs were 
imported in Agisoft and placed on photos (step 5).

Steps 6 to 9 were repeated until RMS reprojection error was less 
than 3.0 pixels (see step 7). Camera optimization (step 6) was under-
taken using Brown’s distortion model (Agisoft LLC 2019) to adjust 
photo-alignment considering lens distortion. In particular, the follow-
ing 11 variables were used; focal length (f), principal point offset (cx 
and cy), radial distortion coefficients (K1, K2, K3, and K4), affinity and 
skew transformation coefficients (B1 and B2), and tangential distor-
tion coefficients (P1 and P2). This was an alternative way to overcome 
a lack of camera calibration information for historical imagery. The 
quality of photo alignment step is evaluated by RMS reprojection error 
(in pixel) that is a geometric error associated to the distance between a 
reconstructed 3D point and an original 3D point detected on the photo. 
If RMS reprojection error was greater than 3.0 pixel, more GCPs were 
created and placed on photo. If RMS reprojection error was less than 
3.0 pixel, building an orthomosaic (step 10) was conducted. As stated 
in the description of step 2, images above 0.5 quality threshold were 
used during an orthomosaicking step and surface parameter was set as 
1 m resolution lidar DEM instead of hDEM derived in Metashape due to 
low resolution of hDEM (e.g., 40 m). Then the orthophoto product was 
exported and assessed for horizontal accuracy (step 11).

Horizontal Accuracy Assessment Stage (Step 11)
To assess horizontal accuracy of the 1934 and 1951 orthophotos, check 
points (CPs) were placed on the photo to calculate the residual error 
of each point and the standard deviation of all residual errors (RMSE). 
Like GCPs, CPs were typically one of four types: (1) stone walls (SW), 
(2) road crosses and edges (Rd), (3) natural landscape feature (NL) 
(e.g., creek crosses), and (4) fixed structures (FS) (e.g., bridge, dam, 
etc.). In general, RMSE values (i.e., RMSEx, RMSEy, and RMSExy) of 
CPs are widely used to evaluate the quality of an orthophoto product 
(American Society for Photogrammetry and Remote Sensing 1990, 
2014; Congalton and Green 2009; Tomaštík et al. 2019) since they 
are not used during photo-alignment process. In this study, they are 
calculated as:

	 	
(1)

	 	
(2) 

	 	 (3)

where:
xi is the easting value of CPs from a lidar hillshade map; x̂i is the 

estimated easting value of CPs in an orthomosaic product; yi is the 
northing value of CPs from a lidar hillshade map; and ŷi is the estimated 
northing value of CPs in an orthomosaic product.

The results of RMSE values were compared to American Society for 
Photogrammetry and Remote Sensing (ASPRS) 1990 standard shown 
in Table 2. Even though the 1990 standard is regarded as a legacy, we 
used this standard instead of the recent RMSE standard (e.g., less than 
1.4 cm * resolution of geospatial data) given that our inputs were 1934 
and 1951 historical data.

Table 2. ASPRS 1990 horizontal accuracy standard information 
including classes, RMSE values, and recommended uses for each class.

Class

1990 Standard RMSEx and 
RMSEy (m) based on pixel size

Recommended Use1934 1951 

1 0.6 m 2.0 m Highest accuracy work

2 1.2 m 4.0 m Standard mapping and GIS work

3 1.8 m 6.0 m Visualization

ASPRS = American Society for Photogrammetry and Remote Sensing;  
RMSE = root-mean-square error; GIS = geographic information systems.

Results
By following all steps provided in the orthomosaicking workflow 
(Figure 2), two sets of historical orthomosaics were produced. One is 
1934 orthoimage (ground resolution: 0.3 m/pixel) mosaicked with 141 
photos covering 264 km² and the other is 1951 orthomosaic (ground 
resolution: 0.9 m/pixel) stitched with 68 photos covering 380 km². To 
meet RMS reprojection error condition (<3.0 pixel), 237 of GCPs was 
used for 1934 and 234 of GCPs was used for 1951. During the photo-
alignment step, the total number of valid tie points for 1934 was 185 
293 out of 474 139 and the RMS reprojection error was 2.93 pixel. 
After bundle adjustment, the mean residual errors of X, Y, Z, and total 
three coordinates for 1934 were 1.15 m, 1.26 m, 5.56 m, and 5.82 m, 
respectively. For 1951, the total number of valid tie points was 221 475 
out of 464 127 and the RMS reprojection error of 1951 point cloud was 
1.1 pixel. After bundle adjustment, the mean residual errors of X, Y, Z, 
and total three coordinates were 1.59 m, 1.54, 9.2 m, and 9.46 m. The 
bundle adjustment result shows that a large residual error in vertical 
value (Z) occurred compared to horizontal value (X and Y). This result 
supports the use of high-resolution lidar DEM as a better resource for 
the orthomosaicking process instead of the hDEM reconstructed from 
the historical aerial photographs.

Table 3 and Table 4 shows estimated distance and overlap informa-
tion for the 1934 and 1951 results based on the estimated camera posi-
tion by Metashape. The range of side overlap slightly changes depending 
on the north-south flight path; overall, the survey was flown as regular.

Table 3. Distance and overlap information between camera flight paths 
of 1934 aerial photographs. The lower case refers to the north-south 
flight path IDs shown in Figure 1.
1934 Camera 
Paths a–b b–c c–d d–e e–f f–g g–h h–i i–j

Avg. overlap 
(km)

1.8 1.7 1.1 2.1 1.4 1.1 1.8 1.7 1.6

Max. overlap 
(km)

2 1.8 1.3 2.2 1.7 1.4 2.3 1.9 1.9

Min. overlap 
(km)

1.6 1.6 0.9 2 1 0.8 1.4 1.5 1.2

Side overlap 
(%) 35–47 35–40 54–67 27–35 41–62 51–73 24–55 45–37 41–60

Forward overlap 
(%) 45–60

Table 4. Distance and overlap information between camera flight paths 
of 1951 aerial photographs. The upper case refers to the north-south 
flight path IDs shown in Figure 1.
1951 Camera Paths A–B B–C C–D D–E E–F

Avg. overlap (km) 3.35 3.66 2.98 3.71 3.98

Min. overlap (km) 2.9 3.15 2.49 3.38 2.83

Max. overlap (km) 3.13 3.37 2.67 3.53 3.05

Side overlap (%) 28–33 21–25 39–40 19–25 29–36

Forward overlap (%) 60–80
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Horizontal accuracy assessment was then conducted to validate the 
quality of final orthophoto products by using RMSE values. To do this, 
a total of 287 CPs for the 1934 orthomosaic and 182 CPs for the 1951 
orthomosaic were established for the accuracy evaluation. More CPs for 
the 1934 orthomosaic were required compared to those for the 1951 
orthomosaic due to the number of CPs per image. In addition, the 1951 
aerial photographs were taken during leaf-on conditions, which led to 
additional challenges associated with identifying reference objects that 
have not changed over and were not forested.

RMSE Results of 1934 and 1951 Orthomosaics
Table 5 shows the RMSE results of the 1934 and 1951 orthomosaics. 
According to the 1990 ASPRS horizontal accuracy standard (Table 2), 
the 1934 orthomosaic can be used for standard mapping and GIS work 
in that the RMSE result without outliers is less than 1.2 m and 1951 
orthophoto products can be used for highest accuracy work considering 
the RMSE without outliers is less than 2.0 m (Table 5). It was found that 
high-resolution historical orthomosaics can be constructed to town-
scale with high accuracy and the orthomosaic procedure can be further 
applied to expand the spatial scale of study area (i.e., state-scale).

Spatial Pattern of Residual Errors
Figure 5 shows the spatial distribution of residual errors of CPs regard-
ing their location: inside and margin area. Figure 6 shows the residual 
error boxplots of each CPs for inside area and margin area in both 
1934 and 1951 orthophoto results. The results demonstrate that (1) the 
mean residual errors of 1951 orthophoto are larger than those of 1934 
orthoimage and this is caused by spatial resolution differences between 
two periods, (2) the residual errors from the margin area are larger than 
those from inside area, and (3) extreme outliers tend to be observed in 
edge part of the margin area. These results of (2) and (3) supported an 
edge effect reported in previous studies (Hung et al. 2019; Khan and 
Miklavcic 2019; Nogueira and Roberto 2017). It is partly due to the 

Table 5. RMSE results of 1934 and 1951 orthomosaics. n is the number 
of CPs.

1934 1951

n 287 182

RMSEx (m) 0.94 1.28

RMSEy (m) 1.08 1.28

RMSExy (m) 1.43 1.82

RMSExy (m) without 
extreme outliers (>3 m) 0.83 (n = 277) 1.37 (n = 173)

RMSE = root-mean-square error; CPs = check points.

Figure 5. Spatial distribution of residual error from orthomosaic results (A: 1934; B: 1951). CPs = check points; GCPs = ground control points. 
1934 Aerial Surveys, State Archives Record Group 089:011, and 1951 Aerial Surveys, State Archives Record Group 089:11b, State Archives, 
Connecticut State Library.

Figure 6. Boxplots of horizontal residual error (m) for inside area and margin area in 1934 (left), 1951 (right). (Ground resolution: 1934 
orthomosaic (0.3 m/pixel) and 1951 orthomosaic (0.9 m/pixel)).
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fact that the smaller number of key points were extracted and matched 
from limited images (e.g., two photos) in the margin area.

Discussion
As stated earlier, it was found that the accuracy of a historical ortho-
mosaic can be affected by the spatial resolution of input photos and 
reference data, and their location (i.e., inside/margin). In other words, 
the conditions for obtaining high quality of orthomosaics are (1) to use 
high-resolution input photos (American Society for Photogrammetry 
and Remote Sensing 2014), (2) to extract reference points from high-
resolution reference data such as lidar DEMs and hillshade, and (3) 
to use additional input photos by buffering a target area at least one 
flight strip surrounding it to minimize edge effect. However, the results 
(Figure 5) also demonstrate that a couple of major residual errors occur 
locally unlike an orthomosaics derived from modern UAV such as a 
drone. Therefore, we herein discussed additional factors influencing 
the quality of an orthomosaic from historical aerial photos over a broad 
area based on a spatial join between CPs’ residual errors and map of 
each factor.

Types of CPs
As aforementioned in section “Horizontal Accuracy Assessment Stage 
(Step 11)”, CPs fall into four types: SW, Rd, NL, and FS. The number of 
CPs categorized as SW or Rd accounts for ~80% since their locations 
are relatively easy to be identified between orthomosaic and lidar 
hillshade and are common landscape features that are static over time. 

The occurrence of each CP was the close to the same for each time 
frame: for the 1934 orthomosaic, the number of CPs categorized as SW 
accounts for 56%, Rd is 22%, NL is 17%, and FS is 5%; for the 1951 
orthomosaic, SW accounts for 53%, Rd is 24%, NL is 19% and FS is 4%. 
Figure 7 is a boxplot representing the distribution of residual error for 
each type of CP. CPs of SW and Rd are widely distributed throughout 
the orthomosaics and tend to show lower residual error compared to 
NL and FS—although it is difficult to generalize this result because the 
number of points for each type varies and the accuracy may depend 
on the location of points (e.g., inside/margin area). In addition, SW 
and Rd types were easily detectable and more easily delineated on the 
hillshade maps derived from high-resolution lidar DEM.

The Number of Tied Photos
The number of tied photos was considered as a second factor affect-
ing the quality of orthomosaic because, theoretically, the more photos 
tied to specific reference points, the higher the accuracy of projected 
point placement (Agisoft LLC 2019). Figure 8 shows boxplots of CPs’ 
residual errors according to the number of tied photos in 1934 and 
1951 orthomosaics. Our results do not completely support the theoreti-
cal assumption. In the 1934 orthomosaic, mean residual error tends to 
decrease as the number of tied photos goes from 1 to 5, but in the 1951 
orthomosaic, mean residual error does not decrease as the number of 
tied photos increases. This is likely due to the fact that it is difficult to 
place reference points in the exact same location in all photos because 
some photos have poor sharpness or bad conditions.

Figure 7. Residual error boxplots of four types of CPs in 1934 (left), 1951 (right). (SW = stone walls, Rd = road crosses or edges, NL = natural 
landscape features such as creek intersections, FS = fixed structures such as dams or bridges). (Ground resolution: 1934 orthomosaic (0.3 m/
pixel) and 1951 orthomosaic (0.9 m/pixel).)

Figure 8. Residual error boxplots as a function of the number of tied photos used in 1934 (left) and 1951 (right). (Ground resolution: 1934 
orthomosaic (0.3 m/pixel) and 1951 orthomosaic (0.9 m/pixel).)
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Terrain
As the last factor that affects the accuracy of an orthomosaic result, 
three terrain elements (elevation, relief, and slope) were taken into 
account (Figure 9). Relief indicates the topographic range in elevation 
that exists over a specified window; we used a window size of 100 m. 
Elevation in the study area ranges from 64 m to 335 m, relief ranges 
from 0 to 71 m, and slope ranges between 0 to 40 degrees. From the 
perspective of spatial variation, the northwest portion of the study area 
shows the highest elevation, relief, and slope values. To figure out 
the relationship between terrain elements and positional accuracy of 
orthomosaic, each terrain element was reclassified into three classes, 
which are low (1), medium (2), and high (3) based on natural break 
and residual error boxplots of terrain conditions were created for both 
the 1934 and 1951 orthomosaic (Figure 10).

Mean positional residual error of historical orthomosaics increases 
slightly in areas characterized by higher elevations and higher slope 
values (Figure 10). One factor contributing to this trend is that fewer 
GCPs were used in areas with higher elevations and slope values 

because these areas tend to have high forest cover in our study area, 
which poses a challenge to identifying GCPs in lidar hillshades and his-
torical aerial photographs. Therefore, it could be the coupling of terrain 
characteristics with vegetation differences, rather than strictly terrain, 
that prevents accurate matching of key points in the aerial photos and 
leads to larger residual errors.

Conclusion
This study presents a methodological procedure for generating high-
resolution historical orthomosaic over a broad area using SfM soft-
ware Agisoft Metashape and ArcGIS desktop, which allows for the 
incorporation of lidar data. Among 11 steps in the procedure, creating 
GCPs with lidar data is the most important step in order to align photos 
and build historical orthomosaics with high horizontal accuracy. We 
produced two town-scale high-resolution historical orhomosaics from 
different timeframes (1934 and 1951) that vary in terms of spatial 
resolution—1934 (0.3 m/pixel) and 1951 (0.9 m/pixel). In terms of 

Figure 9. Map of three terrain elements (elevation, relief, and slope) in the study area.(A) elevation map; (B) relief map; (C) slope map.

Figure 10. Residual error boxplots of three terrain elements (elevation, relief, and slope) reclassified into low, medium, and high classes 
based on a natural break. The top row shows the residual error results for the 1934 orthomosaic; the bottom row indicates that of the 1951 
orthomosaic.
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horizontal accuracy assessment, RMSE values without extreme outliers 
for both orthomosaics demonstrate they are highly accurate and can 
be used for standard mapping and GIS work according to 1990 ASPRS 
horizontal accuracy standard. In addition, the spatial distribution of CP 
residual errors indicates that an edge effect should be taken into ac-
count and enough photos should be included to cover at least one more 
edge layer larger than study area.

Moreover, we highlight that there are three factors influencing 
the quality of historical orthomosaics. First, it is important to use CPs 
not only extracted from high-resolution reference data such as lidar 
but also selected in terms of being stationary features through time 
and high frequency across the study area (e.g., stone walls and road 
crossings). Second, the number of tied photos can increase horizontal 
accuracy, but more tied photos do not always lead to higher accuracy 
because external causes such as image quality and stains on images 
prevent reference points being placed on the exact same locations. 
Lastly, it was found that the complexity of terrain can also affect the 
accuracy of orthomosaics.

Limitations to this study include the following: (1) the factors 
influencing the quality of historical orthomosaics were examined by a 
spatial join between the map of each factor and a map of CPs’ residual 
errors such that it is not possible to examine the relationships amongst 
individual factors; (2) there may have been errors associated with or-
thomosaicking or accuracy assessments results due to digitization and 
imprecise locations of reference points on both photos and the map; 
and (3) it can be challenging to apply this method to completely for-
ested areas where, in general, reference points are harder to come by.

Overall, despite these limitations, this contribution provides an 
important methodological procedure for making high-resolution, his-
torical orthomosaics and for suggesting factors to be considered when 
applying this method. The procedure presented here can be applied to 
any study areas where historical aerial photographs and lidar data are 
available. Future application of this methodology would be to extend 
beyond the town scale considered here (e.g., 50–200 km²) all to the 
way to state scale or larger (10 000–100 000 km²), such as the state 
of Connecticut or the northeastern US in general. In addition to this, 
the outputs of our procedure can be used in various studies based on 
time-series analysis since the early to mid-20th century when historical 
aerial photographs become widely available, like detecting environ-
mental disturbances, land use changes, and anthropogenic impacts. 
These products can also be used as input data for state-of-the-art deep 
learning algorithms to do image classification to reconstruct and ana-
lyze historical LULC.
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