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a b s t r a c t

We study mesoscopic fluctuations in the supercurrent of a
Josephson junction consisting of a topological insulator micro-
bridge between two conventional superconductors. In the model,
we account for the strong proximity effect when superconduc-
tors induce a gap in the spectrum of surface states as well as a
magnetic field piercing the junction area that causes depairing
and gap filling. The overall magnitude and functional form of the
Josephson current fluctuations are determined analytically, and
found to sensitively depend on the coupling strength to surface
states, Thouless energy, and pair-breaking energy scales in the
problem. We also study the density of states that can be mea-
sured by scanning probes. Technically, mesoscopic fluctuations
on top of the mean field description of the proximity effect in
the topological region are described by a field theory approach,
the replica nonlinear σ -model in the class-D of the extended
symmetry classification.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

The signature phenomenon of mesoscopic quantum transport is universality of conductance
luctuations (UCF) [1,2], see also [3,4] and references therein. The variance of the conductance,
ar G = ⟨G2

⟩ − ⟨G⟩2, where angular brackets denote ensemble average (or equivalently average
ver the impurity configurations) is found to be expressed universally through the quantum of
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onductance, var G ∼ (e2/h)2. The prefactor in this relation depends on the symmetries of the
ystem and the dimensionality, but not on the disorder strength or the sample size. For a wire
eometry, for example, the variance is found as

var G =
2

15β
G2
0, G0 =

2e2

h
, β = 1, 2, 4, (1.1)

where the values of parameter β , respectively, correspond to standard Dyson symmetry classes of
the orthogonal, unitary, and symplectic ensembles in random matrix theory [5]. The physical origin
of this effect can be traced back to the quantum interference that leads to reproducible sample-to-
sample fluctuations in the conductance at low temperatures. Experimentally, these fluctuations can
be observed in a single sample as a function of magnetic field (or gate voltage changing the chemical
potential), since a small change in field (carrier density) has a similar effect on the interference
pattern as a change in impurity configuration. In contrast to the sample average conductance,
⟨G⟩ ∼ G0(Nl/L), universality of fluctuations is manifested by the fact that there is no dependence on
the disorder mean free path l, the number of transverse modes N , and the system size L provided
l ≪ L ≪ Nl (the second inequality insures that the wire length is shorter than the localization
length). Universality is also robust against interaction effects provided that the system size is smaller
than the dephasing length, L < Lφ(T ), although interactions determine the typical scale of Lφ(T ) and
its temperature dependence [6].

There are two complementary explanations for the universality of conductance fluctuations that
can be given either in terms of the distribution of transmission eigenvalues [7] or in terms of
the level statistics in disordered conductors [8]. From the theory of localization it is known that
the distribution function density ρ(T ) of transmission eigenvalues Tn, through a disordered region
s bimodal [4,9], ρ(T ) = (Nl/2L)(T

√
1− T )−1, with a peak at unit transmission and a peak at

xponentially small transmission. The fact that it is non-normalizable at small transmissions is
he manifestation of localization — most channels are closed as most transmission eigenvalues in
disordered conductor are exponentially small. Only a small fraction l/L of the total number N
f transmission eigenvalues is of order unity and effectively contributes to the total conductance:
G⟩ = NeffG0 ≈ (Nl/L)G0. Then the fluctuations in the conductance can be interpreted as fluctuations
n the effective number of open channels Neff. An alternative argument explores the relationship
f Neff = ETh/δ to the Thouless energy ETh and the mean level spacing δ in the system. In this
anguage conductance fluctuations can be interpreted as fluctuations in the number of energy levels
n an energy strip of width ∼ ETh. For the uncorrelated statistics one would naturally estimate that
luctuations in Neff would be of order

√
Neff, however strong level repulsion dictates that in fact

Neff ∼ 1 and thus var G/G0 ∼ 1 [8].
When superconductivity is introduced as a boundary effect, the processes of Andreev reflection

determine the conductance of the junction, while the conductance fluctuations remain universal.
This was verified both by direct numerical simulation [10,11] and diagrammatic calculation [12],
and subsequently confirmed experimentally [13,14]. For instance, the variance of conductance in a
normal-superconductor (NS) junction with ideal NS interface is found to be

var GNS =
16
15β

[
1−

45
π4

]
G2
0, for β = 1, 4 (1.2)

hich differs from Eq. (1.1) only in the numerical prefactor (the case of β = 2 is somewhat special
as discussed in [15]).

In contrast, when superconducting correlations are present in the bulk of the sample, one would
expect global properties of the system to be affected by mesoscopic effects. For instance, this
concerns supercurrents in a superconductor-normal-superconductor (SNS) Josephson junctions. For
a short wire geometry with transparent NS interfaces, for example, the variance in the current-phase
relation is known to be as the following series [16,17]

var I(φ) =
2π2

15
I20 sin2 φ

[
1+

62
63

sin2(φ/2)+
3631
3780

sin4(φ/2)+ · · ·

]
, I0 =

e∆
h
, β = 1.

(1.3)
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I
n complete analogy with Eq. (1.1) these mesoscopic fluctuations are universal in the sense that
they do not depend on the size of the junction or on the degree of disorder, as long as the criteria
l ≪ L ≪ Nl and L ≪ ξ for the diffusive, short-junction regime are satisfied. Here ξ is the
superconducting coherence length. In the diffusive limit ξ =

√
ξ0l with ξ0 = vF/π∆. The overall

scale of the Josephson current fluctuations is set by the energy gap ∆ in a superconductor. The
same is true for the root-mean-square value of the critical current Ic = max[I(φ)], for which
rms Ic ≈ 1.8 e∆/h [16]. The numerical factor in this relation for rms Ic does not immediately follow
from Eq. (1.3). Indeed, Ic is not a simple linear statistics of transmission eigenvalues since phases
at which the maximum supercurrent is reached depends itself on all the transmission eigenvalues.

The short-junction limit L ≪ ξ is essential for universality in Eq. (1.3). The opposite long-
junction limit was considered subsequently in Ref. [18]. It was shown that fluctuations are no
longer universal and the variance of the critical current scales with the Thouless energy, namely
var Ic ≃ (eETh/h)2. Nevertheless, this result captures the remarkable property that the entire critical
current through the SNS junction is determined by the mesoscopic contribution. Indeed, in the long
junction limit, the sample average critical current decays exponentially with the junction length,
⟨Ic⟩ = (∆⟨G⟩/e) exp(−L/ξ ), whereas the mesoscopic term decays only algebraically. Therefore, one
could reach the regime where ⟨I2c ⟩ ≫ ⟨Ic⟩2. The sensitivity of these results to the transparency of
NS interfaces was investigated in Ref. [19]. Additionally, these results were extended to various
geometries, including chaotic quantum dots, and different temperature regimes in Ref. [20], where
weak localization corrections to the supercurrent in Josephson junctions with coherent diffusive
electron dynamics in the normal part were also computed. Mesoscopic fluctuations of supercurrents
were addressed in the special limit of the single-channel multiterminal devices based on the
scattering matrix formalism [21].

The simplicity of the universal limit for the supercurrent fluctuations given by Eq. (1.3) is the
result of an approximation that neglects the complexity of the proximity effect induced by a
superconductor into the normal region. This concerns the spectral gap, an energy scale seemingly
missing in Eq. (1.3). In the nonuniversal regime of a long-junction, the spectral gap in the normal
region is of the order of the Thouless energy ETh [22,23]. When the junction size is made smaller,
the spectral gap grows. One would naturally expect it to reach the full superconducting gap ∆
in the regime of strong proximity effect, where the universal limit of mesoscopic fluctuations is
realized. However, this scenario occurs only in the limit of a point-contact junction L/ξ → 0,
which alternatively can be reformulated as a limit of energy scale ratio ∆/ETh → 0. For large but
finite Thouless energy, the spectral gap does not reach the full superconducting gap ∆, as there
remains a strip of energies ∼ ∆3/E2

Th with the finite density of states in the normal region [24].
Remarkably, depending on the quality and properties of the interfaces a secondary minigap may
develop near the spectral edge [25,26]. The mesoscopic fluctuations of the secondary gap follows
the Tracy–Widom distribution [27], the same as found in Ref. [28] for the distribution of the minigap
edge in the opposite limit ETh ≪ ∆. However, the implication of these interesting features on
the supercurrent fluctuations has not been addressed, only an average current-phase relation was
calculated [29,30]. Furthermore, Josephson junctions are typically operated in an external magnetic
field, which introduces yet another energy scale EΦ into the problem. This scale quantifies the
strength of field-induced depairing effects, which in part lead to a population of sub-gap states
and ultimately gap closure. It should be then expected that var I(φ) must depend sensitively on
both the spectral gap and EΦ .

In this work we explore mesoscopic fluctuations in hybrid proximity circuits of topological
insulator (TI) thin films and conventional superconductors (S) deposited on their surfaces. There
is a wealth of transport data on these systems including the STIS Josephson junctions [31–43]. In
part our study is motivated by proposals that an architecture of networks of lateral S-TI Josephson
junctions holds promise for realizing quantum computing hardware with topological states of
matter [44]. Thus understanding mesoscopic effects in these system is important for establishing
fundamental limits of their transport functionality. The rest of the paper is organized as follows. In
Section 2 we introduce the model that includes the geometry of the junction, relevant energy scales,
and the Hamiltonian of the system. In Section 3 we reformulate the problem in the language of the
effective field theory of the nonlinear σ -model. This approach is convenient as disorder averaging
3
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Table 1
At zero temperature, the average current, I(φ), and the current fluctuations in d−dimensions,
varId(φ): the second row is described by Eqs. (7.8), (7.12) and (8.8) in each column, respectively,
and the third row by Eqs. (7.9), (7.12) and (8.13).

Et ≪ ∆, EΦ = 0 Et ≫ ∆, EΦ = 0 Et ≲ EΦ ≪ ∆

e
G I(φ) Et ln

(
∆
Et

)
sin(φ) 1

2∆K
(
sin2 φ

2

)
sin(φ) Et ln

(
∆
EΦ

)
sin(φ)

1
e2
varI0(φ) E2

t K0(φ) ∆2KS
0(φ) E2

t
E2t
E2Φ

F0,Φ (φ)

1
e2
varI1(φ) E2

t

√
Et
E⊥Th

K1(φ) ∆2
√

Et
E⊥Th

KS
1(φ) E2

t

√
Et
E⊥Th

√
E3t
E3Φ

F1,Φ (φ)

is performed at the first step explicitly and the formalism enables computation of both observables
of interest and their higher order correlation functions. To benchmark this approach, we derive the
Usadel equation in Section 4 and apply it to study density of states in Section 5. Here we contrast our
esults to the previous computations in similar geometries and settings. In Section 6 we introduce
he semiclassical partition function. Knowledge of this function enables us to compute the Josephson
urrent-phase relation and to derive our central results for the variance of the Josephson current
luctuations. The average current and the current fluctuations in the absence of a magnetic field are
iscussed in Section 7. The influence of a finite magnetic field is subsequently studied in Section 8.
e conclude in Section 9, where we also summarize our main results in a compact form in Table 1.
he main text of the paper is accompanied by several appendices where we provide additional
echnical details of the presented analysis.

. Model

.1. Setup

We consider a Josephson junction formed by a topological insulator (TI) in contact between two
uperconductors (SC) with the phase difference φ. The system geometry we investigate is that of
line junction of width W along the y-direction. In the x-direction we assume rigid boundary

onditions that the order parameter varies as ∆1(x) = ∆eiφ/2 for x > L/2 and ∆2(x) = ∆e−iφ/2

or x < −L/2, with L being the length of the junction between the superconducting electrodes and
being the superconducting energy gap. Furthermore, the junction is pierced by a perpendicular
agnetic field B, see Fig. 1 for an illustration.
The superconductors are coupled to the TI surface via tunneling contacts leading to the Fermi

olden rule level broadening Et = πνw2 of surface states, where w sets the strength of the coupling
etween the topological insulator and the superconducting lead. The presence of disorder in the TI
urface is characterized by the elastic mean scattering time τ . We focus on the most relevant case
f a strong proximity effect and weak disorder in the short junction limit, in which the Thouless
nergy ETh = D/L2, where D is the diffusion coefficient, and the inverse elastic scattering time set
he largest energy scales. The external magnetic field is a parameter which provides a gateway for
s to access the physics of gapless surface states in the topological insulator. It will be used as a
uning parameter to close the induced minigap for the TI surface states. Therefore, the focus of our
nterest throughout this work shall remain mainly on the hierarchy of energy scales satisfying the
ollowing inequality

δ ≪ {Et , EΦ ,∆} ≪ {ETh, 1/τ } (2.1)

here δ = 1/ν is the level spacing (with the density of states ν), and the characteristic magnetic
nergy is defined as EΦ =

π2n2Φ
3τtr

. For convenience we introduced the number of superconducting
flux quanta nΦ = Φ/Φ0, where Φ0 = π/e is the (superconducting) magnetic flux quantum. The
agnetic flux is determined by the strength of the magnetic field piercing an area defined by the

ransport mean free path times the transverse length of the line junction, that is, Φ = LltrB is the
lux through an area Ll with l = vτ , where τ = 2τ is the transport mean free time.
tr tr tr tr

4
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Fig. 1. A schematic of the planar STIS Josephson junction. Two superconductors, S1 and S2 , are deposited onto the top
urface of the topological insulator (TI) thin film marked by a gray slab. We chose TI surface as xy-plane of the coordinate
ystem with magnetic field B pointing in z-direction. The length of the junction along the x-direction is L, whereas its
idth along the y-direction is W .

2.2. Hamiltonian

The Hamiltonian describing such a system has several distinct contributions

H = HS + HS1 + HS2 + HT , (2.2)

HS =

∫
S
d2x

[
ψ†

xσ
ph
3 ⊗ (−iσ · ∂A + Vx) ψx

]
, (2.3)

HSi =

∫
Si

d3x
[
Ψ †

x σ
ph
3 ⊗

(
ϵp̂−eA + i∆σ ph

2 e
i
2 φiσ

ph
3

)
Ψx

]
, (2.4)

HT =

∑
i=1,2

∫
d3x

[
w̄i(y)Ψ †

x σ
ph
3 ψxδx−xiδz−z0 + h.c.

]
. (2.5)

Here, S and S1,2 are the topological insulator surface in the central region, and the bulk supercon-
ductors 1 and 2, respectively. The local coupling term is described by HT and we define xi as the
position of the ith topological insulator–superconductor interface. We assume that the tunneling
barrier between the superconductor and the topological insulator varies in thickness along the y
direction, so that it can be effectively modeled as a collection of randomly distributed tunneling
centers with short range correlations. Correspondingly, we introduce the ensemble average of the
tunneling amplitudes as ⟨w̄i(y)w̄j(y′)⟩ ∝ δijw

2δ(y− y′). The dispersion relation in S1,2 is ϵp, p is the
canonical momentum, x and y are the coordinates along and perpendicular to the junction (where
an infinitesimal shift to left and right of the interfaces is implicit), and z0 is the z-coordinate of
the TI surface. The magnetic field is given by B = rotA. Its presence promotes the spatial gradient
term in the Hamiltonian ĤS to a long covariant derivative ∂A (we consider a constant magnetic
field). Making use of gauge invariance, we choose for the vector potential A = Bxey. Besides
providing a simple and efficient way to represent the magnetic field, this form also preserves the
translational invariance in the y-direction parallel to the interfaces. We further introduced Nambu
spinors ψ†

=
1
√
2
(c†

↑
, c†

↓
,−c↓, c↑) and ψ for the central region, and their counterparts Ψ † and Ψ

or the surfaces S1,2 below the superconductors. Finally, Vx is a Gaussian distributed disorder with
anishing mean and second moment: ⟨VxVx′⟩ =

1
πντ
δx−x′ . It is important to distinguish the single

article scattering time τ , which appears in this formula, from the transport scattering time τtr = 2τ ,
which is the relevant time scale entering the diffusion coefficient D = vτtr/2.

.3. Effective channel Hamiltonian

We assume that the superconducting leads are much larger than the topological insulator thin
ilm. Then, we can neglect the inverse proximity effect as well as depairing effects due to a finite
urrent density or the magnetic field in the leads and integrate them out [45]. This generates the
5
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HΓ = −
EtL√
ϵ2n +∆2

∑
k=1,2

(
iϵn −∆k
−∆∗

k iϵn

)
δ(x− xk), (2.6)

here ϵn represents the Fermionic Matsubara frequencies. In the short junction limit the tunneling
ontribution HΓ imposes so-called rigid boundary conditions [46].

.4. Symmetries

The effective channel Hamiltonian satisfies the particle–hole symmetry,

H(k) = −(iσ2)⊗ (iσ ph
2 )Ht (−k)(−iσ2)⊗ (−iσ ph

2 ), (2.7)

where σ ph
2 and σ2 operate in Nambu and spin space, respectively. Noting that the particle–hole

symmetry involves Ξ ≡ (iσ2)⊗ (iσ ph
2 )K with K the complex conjugation and Ξ 2

= 14 this defines
class-D in the Altland–Zirnbauer symmetry classification [47].

2.5. Josephson current and fluctuations

The phase-difference φ between the superconductor pair potentials ∆1, ∆2 induces a stationary
current

I(φ) = 2e∂φ⟨F⟩, (2.8)

where e is the charge of the electron, F = −T ln Z the free energy in a given disorder realization,
and ⟨...⟩ refers to the disorder average. For the calculation of the fluctuations of the Josephson
supercurrent it is convenient to introduce two sample copies subject to the same realization of
the disorder potential. We introduce the correlator

K (φ1, φ2) = 4e2∂2φ1φ2⟨F (φ1)F (φ2)⟩c, (2.9)

where ⟨...⟩c is the connected disorder average and indices in φ1,2 refer to the sample. Then, the
variance of the current fluctuations is given as

var I(φ) = K (φ, φ). (2.10)

3. Effective action

Following the standard approach to disordered systems, we employ the replica trick to express
the disorder averaged free energy in terms of a replicated partition function [48,49]. We then derive
for the latter an effective field theory representation Z =

∫
DQe−S[Q ] with the nonlinear sigma

odel action

S[Q ] =
πν

8

∫
d2x tr

(
D∂AQx∂AQx − 4(ϵ + iHΓ )σ

ph
3 Qx

)
. (3.1)

In this expression, ν = µ/(2πv2) is the density of states of the TI surface at the Fermi level,
∂AO = ∂xO + ie[Aσ ph

3 ,O] is the covariant derivative accounting for the presence of a magnetic
field, with the standard notation for the commutator of two matrices [A, B]. The notation ϵ in here
enotes a diagonal matrix of Fermionic Matsubara frequencies with diagonal elements (ϵ)n = ϵn. In
hese conventions Qx is a 4MR dimensional matrix, where R is the number of replicas (send to zero
t the end of the calculation, see below) andM ∼ 1/τT is the number of Matsubara frequencies kept
n the low energy description. The additional 4 = 22-dimensional structure is the tensor product of
the two-dimensional Nambu space and the two-dimensional ‘sample degree of freedom’, introduced
to accommodate the calculation of sample-to-sample fluctuations in Section 2.5. More specifically,
doubling of the junction Hamiltonian H(φ) ↦→ diag(H(φ1),H(φ2)), allows us to simultaneously
account for the Josephson currents in the same disorder realizations of the system at different
6
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uperconductor phase differences φ1, φ2, and their correlations. The Pauli matrices operating in the
ambu space are indicated by the index ‘ph’. The matrix degree of freedom obeys the symmetry
onstraint

Q (x; τ , τ ′) = σ
ph
1 Q t (x; τ ′, τ )σ ph

1 , (3.2)

inherited from the particle–hole symmetry Eq. (2.7) of the junction Hamiltonian. In the above τ , τ ′
are the imaginary time arguments related to Matsubara frequencies by the Fourier transformation
Qϵϵ′ =

∫
dτdτ ′Qττ ′eiϵτ−iϵ′τ ′ . A general derivation of the effective action can be found in Ref. [50],

and its adaptation to the topological insulator surface is discussed in Appendix A. Here, we sketch
he main steps.

Starting out from the replicated partition function for the junction Hamiltonian (doubled to
ccount for two realizations of the same sample, as discussed above), the disorder average induces
n effective ‘interaction’ between fermions in different replicas, Nambu and sample sectors. This
nteraction is decoupled via a Hubbard–Stratonovich transformation in terms of a Hermitian matrix
ield Q , satisfying the symmetry constraint induced by the particle–hole symmetry of the junction
amiltonian. Integration over fermionic fields leads to a representation of the averaged partition
unction entirely in terms of the matrix field, which is then exposed to a saddle point analysis.
he latter is stabilized by 1/τ which defines the largest energy scale in the problem, and is much
arger than the scales {∆, Et , EΦ} ≪ 1/τ of interest. We employ the ansatz Q0 = qσ ph

⊗ Λ of
a homogeneous saddle point with the structure in the Nambu and Matsubara spaces dictated by
causality, where, here and in the following, Λ is a diagonal matrix in the Matsubara space with the
elements (Λ)n = sgn(ϵn). For this ansatz, the saddle point equation reads

q = −
2i
πµ

∫ ρ

0
dεε

µ+
i
2τ q

ε2 − (µ+
i
2τ q)

2
, (3.3)

where we used the relation ν(µ)/ν(ϵ) = µ/ϵ for the density of states ν(ϵ) = ϵ/(2πv2), the
pper cut-off ρ ≫ µ was introduced to regularize the logarithmic ultraviolet divergence, and
ontributions from low energy scales ϵ̂ and HΓ have been neglected. As usual, the saddle point
equation corresponds to the self-consistent Born approximation (SCBA), and upon integration
becomes

q = −
iα
πµ

ln
α2

− ρ2

α2 ≈ −
iα
πµ

ln
−ρ2

α2 , (3.4)

where α = µ +
i
2τ q. Decomposing q into the real and imaginary parts, q = q1 + iq2, and using

1/µτ , and q2/µτ as small parameters, the equation can be solved iteratively, with the leading
olution q1 = 1 and q2 = −(2/π ) ln ρ/µ in the limit 1/µτ → ∞. In systems with quadratic
ispersion, one usually absorbs the logarithmic divergence in q2 into a redefinition of µ. The case
f a linear dispersion is, however, different and including subleading terms in 1/µτ , one finds
1 ≈ 1+

2
πµτ

ln ρ

µ
, and q2 ≈ −

2
π
ln ρ

µ
−

2
π2µτ

ln2 ρ

µ
. The key point here is that the real part q1 also

cquires logarithmic corrections (ln(ρ/µ) ≪ µτ is implied). While this problem is visible in the
CBA, the latter is not sufficient to account for the logarithmic corrections systematically. Indeed, it
s known from studies of the closely related problem of disordered graphene that terms of the same
rder arise from contributions to the self-energy that are not included in the SCBA scheme [51,52].
t was found that the renormalization group (RG) procedure can be implemented on the level of
he fermionic action to sum the logarithmic divergencies and that these renormalizations can be
bsorbed into effective parameters of the diffusive nonlinear sigma model [51]. As is clear from the
onsiderations summarized above, the renormalizations remain weak as long as 1/(µτ ) ln(ρ/µ) ≪
, where ρ may be considered as the scale at which the dispersion deviates from being linear. Here
e assume that either the ultraviolet renormalizations are irrelevant, or that the parameters of the
bove effective action are effective scale-dependent parameters, and proceed outlining the final step
n the derivation of the soft mode action.

This consists in the inclusion of soft mode fluctuations around the saddle point. As usual, the
luctuations can be parametrized as slowly varying (local) rotations of the saddle point solution,
7
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x = TxQ0T−1
x , where Tx rotate in replica, Matsubara, Nambu and sample space. Fluctuations in

he spin sector are suppressed by spin orbit interaction (see [53,54] for a detailed discussion of
he surface soft modes), and their role in the derivation of the sigma model action in the spin
inglet sector is a renormalization of the charge diffusion coefficient. Essentially, this amounts to a
rojection onto the spin singlet sector of the particle–hole degrees of freedom (the ‘Diffuson’ and
Cooperon’ modes, see below), stabilized by the ‘mass’ ∼ ν/τ of the triplet modes. Inserting the soft
ode ansatz, a gradient expansion detailed in Appendix A then results in the effective soft mode
ction Eq. (3.1).
Finally, with the replica field theory at hand we can calculate the average Josephson current and

its sample-to-sample fluctuations as

I(φ) = lim
R→0

2eT
R
∂φ1 Z|φ1=φ , K (φ1, φ2) = lim

R→0

4e2T 2

R2 ∂2φ1φ2Z. (3.5)

4. Usadel equation

From now on we focus our attention on the short junction limit characterized by the inequality
ETh ≫ ∆. For this geometry, we can assume that Q is approximately constant as a function of
the x-coordinate perpendicular to the interfaces and integrate the action in this direction. Next we
subject the action (3.1) to a second saddle point analysis. The first saddle point analysis was used for
the derivation of the nonlinear sigma model and did not account for the presence of ĤΓ nor for the
magnetic field. The second saddle point analysis occurs within the manifold of the first saddle point
Q 2

= 1. We therefore look for matrices Q for which the condition dαS[exp(αW )Q exp(−αW )] = 0
holds for arbitrary generators W . Due to the translational invariance parallel to the interfaces we
further restrict ourselves to matrices Q that are y-independent. This procedure leads directly to the
Usadel equation [55] in the form[

−EΦQ⊥ + viσ
ph
i ,Q

]
= 0, (4.1)

where Q⊥ =
1
2 (Q − σ

ph
3 Qσ ph

3 ). Furthermore, this equation is similar to equations that describe the
ffects of spin–flip processes or pair-breaking mechanisms, See Refs. [23,56]. The vector components
i appear as a result of the integration in the transverse direction,

∫
dx(ϵ+ iHΓ ) = Lviσ

ph
i , and read

s follows

v1(i) = 0, v2(i) =
2Et∆ cos (φi/2)√

∆2 + ϵ2i

, v3(i) = ϵi +
2Etϵi√
∆2 + ϵ2i

, (4.2)

here (i) = (ϵi, φi) is a convenient multi-index notation. To this end, inserting the ansatz

Q∆ = miσ
ph
i (4.3)

ith the unit vector m into Eq. (4.1), we can express the saddle point condition as a geometric
onstraint

(v+ EΦm3)×m = 0. (4.4)

ue to the nonlinear normalization condition m2
= 1 inherited from the Q matrix, the general

solution of this equation is rather complicated. For analytical calculations, we will therefore mainly
concentrate on the limiting cases of strong and vanishing magnetic fields, where analytical solutions
can be constructed straightforwardly. For general magnetic fields, we will use its numerical solution.

4.1. Zero magnetic field

In the absence of a magnetic field, EΦ = 0, we arrive at the homogeneous Usadel equation
[v σ

ph
, Q̄ ] = 0. In this limit, the solution is readily obtained by a mean field parallel to v, that is,
i i

8
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m

w

m

I

= n ∥ v, where n is given by

n =
1
v

( 0
v2
v3

)
, (4.5)

here v =

√
v22 + v

2
3 .

4.2. Finite magnetic field

For the finite magnetic field we use the saddle point condition to writem3 in terms ofm2, namely
3(v2 − EΦm2) = v3m2. If the solution of interest has m2 ̸= 0, then we can further state

m =

⎛⎝ 0
m2
v3m2

v2−EΦm2

⎞⎠ , (4.6)

where m2 is to be fixed by the normalization condition m2
= 1. Substituting the components of

the mean field yields

(s−m2)2(m2
2 − 1)+ s2β2m2

2 = 0, (4.7)

where s = v2/EΦ and β = v3/v2.
The general solution to this equation can be found in closed form. However the result is complex

and it is cumbersome to extract meaningful information from it. Progress can be made in the limit
of large magnetic fields where the solution can be constructed in terms of a power series in the
small parameter s,

m2(s) =
∞∑
l=0

m2,lsl. (4.8)

The leading contributions to the components of m read as

m2(s) =
s

1+ |β|s
, m3(s) = 1. (4.9)

n constructing this solution, we considered the product sβ in Eq. (4.7) as an independent parameter.
The strong magnetic field limit imposes that s is small. However, for the calculation of the current
fluctuations we will need to work with the solution for a wide range of frequencies ϵ. Under
these circumstances, the product sβ is not necessarily small, since β scales with the frequency.
We confirmed numerically that the solution stated above provides an excellent approximation for
a broad interval of β values as long as s < 0.5.

Note that for v2 = 0 (i.e. no superconductor, ∆ = 0 or Et = 0), the normalizable solution
has m2 = 0 and, as a consequence of this result, the solution for the third component of the
mean field collapses to |m3| = 1. The correct solution in this case is chosen by further demanding
sgn(m3) = sgn(ϵ). This is consistent with the conventional structure for a normal conductor.

4.3. Rotation of the Q -field

The solution of the improved saddle point equation, the Usadel equation (4.1), is sufficient for
finding the average Josephson current in the short junction limit. The calculation of the current
fluctuations, in turn, requires us to go beyond the saddle point approximation and to include
fluctuations. A possible strategy to achieve this goal would be to decompose the Q matrix as
Q = T̃Q∆T̃−1, to parametrize T̃ = eW̃ in terms of generators W̃ with constraint {Q∆, W̃ } = 0,
where {A, B} denotes the anti-commutator of two matrices, and to proceed with an expansion in
powers of W̃ . Unfortunately, the nontrivial structure of the saddle point solution complicates the

˜
constraints for W . Following Ref. [19], we therefore introduce a rotation of the Q matrix that will

9
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implify the perturbative expansion. With this goal in mind, we first define rotation matrices T∆
nd T−1

∆ by the condition

Q∆ = T∆Q0T−1
∆ . (4.10)

he rationale behind this change of variables is that Q̂ can be parametrized as Q̂ = T̂Q0T̂−1, where
T̂ = T−1

∆ T̃ T∆ can be written as T̂ = exp(Ŵ ) and the constraint for Ŵ is much simplified compared
to W̃ . Indeed, Ŵ = T−1

∆ W̃T∆ fulfills the condition {Ŵ ,Q0} = 0.
In the next step, we express the action in terms of the field Q̂ = T−1

∆ QT∆. The change of variables
from Q to Q̂ in the action can be performed with the help of the cyclic property of the trace. In
order to write the result in a compact form we introduce the notation

σ̂
ph
i = T−1

∆ σ
ph
i T∆. (4.11)

n this way, we arrive at the final form of the action in the presence of a vector potential,

S =
πν

8

∫
d2x tr

[
D(∂AQ̂ )2 − 4viσ̂

ph
i Q̂

]
. (4.12)

e remind that this form is valid in the small junction limit, when Q̂ = Q̂y. Calculations with the
action (4.12) require explicit knowledge of the rotated Pauli matrices σ̂ ph

i defined in Eq. (4.11). To
find them, we insert the ansatz T∆ = exp(iθΛσ ph

1 /2) into Eq. (4.10) and further use relation (4.3)
to fix the rotation angle θ . This leads us to the two conditions cos θΛ = m3 and sin θ = m2, which
imply σ̂ ph

2 = (m3σ
ph
2 +m2σ

ph
3 )Λ and σ̂ ph

3 = (−m2σ
ph
2 +m3σ

ph
3 )Λ.

The action in the form given in (4.12) forms the basis for our studies of the average Josephson
current and the current fluctuations. We will exclusively work with the rotated matrix Q̂ and from
now on denote it as Q in order to simplify the notation.

5. Density of states

With the solution of the Usadel equation at hand, we can now study the influence of the magnetic
field on the proximity induced minigap in the TI film. To this end, we first recall that within the
field theory approach the density of states (DoS) follows from

ν(ϵ)
ν

=
1
4
Re
[
tr
(
Q0(ϵ → −iϵ+)σ

ph
3

)]
, (5.1)

where Q0 is the solution of the Usadel equation analytically continued from the discrete set of
Matsubara frequencies to the axis of real energies, where ϵ+ = ϵ + iη includes a positive small
maginary part, and ν denotes the density of states at energy ϵ = µ in absence of superconducting
eads. Building then on the discussion of the previous section, the DoS reads

ν(ϵ) = νRe [m3(−iϵ+)] , (5.2)

ith m3 specified through Eqs. (4.6) and (4.7).
We first consider the DoS in absence of a magnetic field, B = 0, as shown in Fig. 2(a), and

ecall that the proximity induced minigap Eg is a function of the ratio Et/∆. For the weak coupling
imit, Et ≪ ∆, it displays the typical superconductor square-root singularity above the minigap
g = 2Et cosφ, ν(ϵ) ∼ θ (ϵ − Eg )(|ϵ − Eg |)1/2, and a weaker singularity ν(ϵ) ∼ 1/(|ϵ −∆|)1/4
round the superconducting gap. In the opposite strong-coupling limit, ∆ ≪ Et , there is only a
ingle singularity above the superconducting gap with Eg ∼ ∆. In the intermediate case Et = ∆ we
bserve two singularities, as for Et/∆≪ 1, but now the minigap becomes large Eg ≲ ∆, as for the
ase Et ≫ ∆.
Turning on finite magnetic fields, we focus on the limit Et/∆ ≪ 1. In this limit, we can

xplore the sensitivity of the minigap Eg to the magnetic field while its pair-breaking effect on
he superconducting leads is still negligible. Fig. 2(b) shows the DoS for Et ≪ ∆ and various values
f EΦ . Increasing the magnetic field from B = 0, the minigap continuously reduces and closes once

Φ ≳ Eg . At the same time, the square root singularity at Eg is smoothed out and turns into a

10
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Fig. 2. (a) Density of states ν(ϵ) for the vanishing magnetic field normalized to the density of states ν = ν(µ)
in the absence of superconducting leads for different values of et = Et/∆ = 0.1, 1, 10. Panels (b) and (c) show
density of states of the microbridge at a finite magnetic field as a function of frequency ϵ for different values of
γ = Et/EΦ = (0.1/0.01, 0.1/0.1, 0.1/0.25) and fixed phase φ = 0, where eΦ = EΦ/∆.

monotonic function which displays behavior qualitatively similar to that found in the Abrikosov–
Gor’kov theory of gapless superconductivity [57]. Once the gap closes, the DoS quickly evolves into
the nearly constant function ν(ϵ). As expected, the singularity at ϵ ∼ ∆ is hardly affected by small
magnetic fields EΦ ≪ ∆, see the right panel of Fig. 2(c). We observe, however, a small dip above the
singularity ϵ ≳ ∆ that develops and becomes more pronounced for smaller values of γ . It should be
stressed that the sub- and above the gap features in the DoS are extremely sensitive to the boundary
action used in the saddle point analysis of Usadel equation. For instance, in the model of transparent
interfaces, that can be captured by the full circuit-theory action [58], the DoS in the sub-gap region
may display secondary gaps [25,26,30], while a singularity at ∆ may be turned into a vanishing DoS
and an unusual structure of the crossover to higher energies arises [24,59].

Notice that above results were derived using the exact solution of Eq. (4.7). The latter is a rather
cumbersome expression and therefore not stated here. Although the mean field solution obtained
via power series provides an exceedingly good approximation for the full-fledged solution, in both
limiting cases, strong and weak magnetic field, it fails to fully capture the structure of the minigap.
In the weak magnetic field limit, EΦ < Et , it overestimates the size of the minigap and there is
a singularity in the region ϵ < ∆. In the opposite limit, EΦ > Et , there exists a threshold value
E∗Φ beyond which the minigap closes. The approximated mean field solution fails to reproduce
this behavior and always results in a gapless density of states. It is also worth stating that the
mean-field analysis of DoS presented in this section misses the sub-gap tails [60–65] and zero-
bias peaks. The latter include disorder-induced class D peak [66] and Majorana peak [67]. These
fine-structure features of the DoS appear at the level of nonperturbative analysis of Q -matrix
manifold and become resolved at the energy scales of level spacing. This parameter regime is
beyond the domain of our assumptions specified earlier by Eq. (2.1). The results of this section
are amenable to scanning-tunneling probes in hybrid S-TI proximity circuits and heterostructures,
see e.g. Refs. [68–72].

6. Semiclassical partition function

In Section 4, we studied solution of the Usadel equation, which is the saddle point equation of
the nonlinear sigma model. This solution allows us to calculate the average current through the
Josephson junction. In order to obtain the Josephson current fluctuations, we shall now go one step
further and find the semiclassical partition function from the sigma model action (4.12). We choose
the exponential parametrization

T = eW , [W ,Q0]+ = 0, (6.1)

for the fluctuations in the vicinity of the saddle point. The symmetry (3.2) of the Q field can be
accounted for by imposing the constraint W = σ

phW tσ
ph on the generators W . The condition
1 1

11
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= −W ensures the convergence of integrals in W . It is convenient to represent W as the sum

of two terms, W = Wd +Wc , where we define Diffusons (d) and Cooperons (c) by the conditions

[Wd,Λ]+ = 0, [Wd, σ
ph
3 ] = 0, [Wc,Λ] = 0, [Wc, σ

ph
3 ]+ = 0. (6.2)

As we can see, the Diffusons Wd are diagonal in ph space and off-diagonal in Matsubara space, and
vice versa for Wc .

Relying on the quadratic expansion, the integration over generators leads to the semiclassical
partition function

Z(φ1, φ2) = (detD)R
2
(det C)R

2
e−RS0 . (6.3)

The action evaluated at the saddle point is given by

S0 =
πνV
2

∑
ϵ

∑
j=1,2

[EΦm2
2(φj)− 2vi(φj)mi(φj)]. (6.4)

he fluctuation determinants are defined through

detD−1
=

∏
q

∏
ϵ1>0

∏
ϵ2>0

(
λ
D,+
ϵ1,−ϵ2

λ
D,−
ϵ1,−ϵ2

)
, det C−1

=

∏
q

∏
ϵ1>0

∏
ϵ2>0

(
λC,+ϵ1ϵ2λ

C,−
ϵ1ϵ2

)
, (6.5)

ith the eigenvalues

λ±ϵ1,ϵ2 = Dq2 +m(1) · v(1)+m(2) · v(2)+M±

Φ , (6.6)

M±

Φ =
EΦ
8

(
[m3(1)+m3(2)]2 − 4 [m2(1)∓m2(2)]2

)
, (6.7)

where we have introduced the multi-index notation (i) = (ϵi, φi) and a mass term, M±

Φ , generated
y the presence of an external magnetic field. Notice that while these eigenvalues look identical,
he Diffusons are only defined for ϵ1 > 0 and −ϵ2 > 0, whereas the Cooperon modes have positive
frequencies only, ϵ1, ϵ2 > 0. The derivation of Eq. (6.3) is detailed in Appendix C. In Eq. (6.3), we
neglected terms that are diagonal in sample space and also discarded φ-independent constants,
because such terms cannot contribute to the calculation of the Josephson current fluctuations.

With the help of Eq. (3.5), we arrive at the general expression for the average Josephson current
in the short junction limit

I(φ) = 2eT∂φS0 = −πνeTV
∑
ϵ

[
∂φ
(
2vimi − EΦm2

2

)]
. (6.8)

In an analogous way, Eq. (3.5) results in the following expression for the sample-to-sample current
fluctuations

K (φ1, φ2) = (2eT )2
∑
s=±

(
F s
2(φ1, φ2)− F s

1(φ1, φ2)
)
, (6.9)

with

F s
1(φ1, φ2) =

∑
q

∑
ϵ1>0

∑
ϵ2

∂212λ
s
ϵ1,ϵ2

λsϵ1,ϵ2

, F s
2(φ1, φ2) =

∑
q

∑
ϵ1>0

∑
ϵ2

∂1λ
s
ϵ1,ϵ2

∂2λ
s
ϵ1,ϵ2(

λsϵ1,ϵ2

)2 , (6.10)

here positive and negative frequencies ϵ2 account for the Cooperon and Diffuson contribution,
espectively, and ∂1,2 denotes derivatives with respect to the two phase differences φ1 and φ2.

. Average current and sample-to-sample fluctuations at zero magnetic field

We next discuss the average Josephson current and its fluctuations at zero magnetic field. We
ocus on the set-up displayed in Fig. 1 in the short junction limit, for which ETh = D/L2 is the largest
nergy scale. We further distinguish the quantum dot geometry with confined transverse direction,
⊥

Th ≫ {∆, Et}, where E⊥Th = D/W 2 is the Thouless energy related to the transverse direction, and
he quasi-one dimensional geometry with extended transverse direction E⊥ ≪ {∆, E }.
Th t
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.1. Average current

Building on our discussion in Section 4, the solution of the saddle point equation in the absence
f a magnetic field is given by Q∆ = n̂iσ

ph
i . The average current I(φ) can therefore be found from

q. (6.8) by setting EΦ = 0 and mi = ni. The mean field vector m̂ is then parallel to v, leading to

I(φ) =
GEt
2e

J(φ), J(φ) = 4π sin(φ)T
∑
ϵ>0

∆2

ω(∆, ϵ)v(ϵ, φ)
, (7.1)

here for the sake of clarity we indicated the dependence of the scalar v(ϵ, φ) = |v| on the phase
ifference φ and the Fermionic Matsubara frequency ϵ and we defined ω(∆, ϵ) = ∆2

+ϵ2. Here, we
used the relation Et = δG/2e2 to connect the dwell energy with the normal-state conductance of
the junction and δ represents the mean level spacing. Eq. (7.1) is valid for arbitrary ratios et ≡ Et/∆.
We notice that the average Josephson current does not depend on the width of the junction.
Eq. (7.1) is consistent with previously reported results [73–75]. We will now address the parameter
dependence of the average current in the limiting cases of long and short dwell times, Et ≪ ∆ and
t ≫ ∆, respectively. For these cases, simple analytical solutions can be obtained. In Section 7.1.3,
e will then discuss arbitrary dwell times based on a fully numerical evaluation of Eq. (7.1).

.1.1. Long dwell time: Et ≪ ∆

Specializing on the limit Et ≪ ∆, we may approximate v3 ≈ ϵ, cf. Eq. (4.2). The scale for the
verage current is then set by GEt/2e, and J becomes a function of the dimensionless variables
= T/∆ and et = Et/∆ only. In this approximation and at low temperatures, T ≪ ∆, the

imensionless J(φ) assumes the following asymptotic form [20,75]

J(φ) = 2 sin(φ) ln
[

1
max(t, et cos(φ/2))

]
. (7.2)

7.1.2. Short dwell time: Et ≫ ∆

In the short dwell time limit, and for zero temperature, the dimensionless function J is propor-
ional to the complete elliptic integral of the first kind K [20,75],

J(φ) =
1
et

sin(φ)K
(
sin2 φ

2

)
=

1
et

sin(φ)
∫

∞

0
dy

1√
cos2(φ/2)+ sinh2 y

. (7.3)

t is worth noting that the scale of the average current in this case is set by the order parameter ∆,
ompare Eqs. (7.1) and (7.3).

.1.3. Arbitrary dwell time
For the general case of arbitrary dwell times, we employ Eq. (7.1) to perform numerical

alculations. We display the dependence of the average current, I , on t and et in Fig. 3.
As expected from Eq. (7.2), I grows monotonically as the temperature decreases, and the weak

ow-temperature singularity is cut-off for finite et . Likewise, I grows with decreasing et , but the
growth is limited for finite T . The dependence of I on the phase difference φ is illustrated in Fig. 3
for fixed et . At the lowest temperatures, the average current attains its maximum around φ = π/2.
In the absence of a phase difference, φ = 0, and at φ = π the average current vanishes. Overall,
the φ-dependence of the average current I is dominated by the prefactor sin(φ) in Eq. (7.1). The
average Josephson current does not depend on the width of the junction. This is different for the
sample-to-sample fluctuations, as we discuss next.

7.2. Sample-to-sample fluctuations

The calculation of the current fluctuations requires the knowledge of the eigenvalues λ±ϵ1,ϵ2 of
he fluctuation determinant stated in Eq. (6.6). For a vanishing magnetic field, the eigenvalues for
iffusons and Cooperons become identical and are given by

λ = Dq2 + v(1)+ v(2), (7.4)
ϵ1,ϵ2
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Fig. 3. The average current I(φ) at zero magnetic field as a function of the dwell energy et = Et/∆ for various values of
t = T/∆ and φ = π/2 on the left hand side, and as a function of φ for various t and et = 0.01, on the right hand side.

where (i) = (ϵi, φi) is a convenient multi-index notation. At zero magnetic field, with the help of
Eq. (6.9) and the two-fold derivatives with respect to the phases in Eq. (6.10), we obtain the general
formula for the current fluctuations,

varI(φ) = (4eT )2
∑

ϵ1,ϵ2>0

∑
q

∂φ1v(1)∂φ2v(2)
[Dq2 + v(1)+ v(2)]2

. (7.5)

Compared to the results reported in Refs. [19,20], the variance in Eq. (7.5) is four times smaller.
This is due to the strong spin–orbit coupling in the topological insulator surface, which suppresses
fluctuations in the spin triplet channel, while the singlet mode remains effective. We will discuss
the current fluctuations in two limits, the quantum dot geometry, for which E⊥Th ≫ Et , and the
quasi-one-dimensional limit E⊥Th ≪ Et .

Quantum dot limit, E⊥Th ≫ Et :—In the quantum dot geometry, spatial fluctuations of the Diffuson
modes in the transverse direction can be neglected and the current fluctuations are given by [20]

varI0(φ) = e2E2
t K0(φ), K0(φ) = sin2(φ)T 2

∑
ϵ1,ϵ2>0

16E2
t ∆

4

ω(∆, ϵ1)ω(∆, ϵ2)v(1)v(2)[v(1)+ v(2)]2
,

(7.6)

here the sub-index in the sample-to-sample fluctuations denotes the effective dimensionality of
he system. In Fig. 4, the variance varI0 is displayed as a function of the ratio Et/∆.

Quasi-one-dimensional limit, E⊥Th ≪ Et :— In the quasi-one-dimensional geometry spatial fluctua-
ions of the Diffuson modes in the transverse direction have to be taken into account. Employing
he same equations as in the previous limit, Eqs. (6.9) and (6.10), and performing the sum over
omenta q, we obtain the following expression for the variance of the Josephson current

varI1(φ) = e2E2
t

√
Et
E⊥Th

K1(φ),

K1(φ) = 4 sin2(φ)T 2
∑ ∆4E3/2

t

ω(∆, ϵ1)ω(∆, ϵ2)v(1)v(2)[v(1)+ v(2)]3/2
. (7.7)
ϵ1,ϵ2>0
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Fig. 4. On the right hand side, the variance of the Josephson current as a function of the phase difference φ in the quantum
dot geometry. Solid lines represent the zero temperature limit, whereas dashed lines denote the finite temperature limit.
On the left hand side, we display K0 as a function of et = Et/∆ for various fixed phases, φ = π/6, π/3, φ/2, 2π/3.

Fig. 5. On the right hand side, the variance of the Josephson current as a function of the phase difference φ in the
uasi-one-dimensional geometry. On the left hand side, we display K1 as a function of et = Et/∆ for various fixed
hases, φ = π/6, π/3, φ/2, 2π/3.

The plot for the current fluctuations varI1(φ) is shown in Fig. 5. Next, we move on to discuss the
urrent fluctuations specifically in the limit of long and short dwell times.

.2.1. Long dwell time: Et ≪ ∆

Quantum dot limit, E⊥Th ≫ Et :—In the long dwell time limit and at zero temperature, the scale for
he variance of the current is set by E2

t , and we obtain an analytical expression

varI0(φ) = e2E2
t K0(φ), K0(φ) =

sin2(φ)
π2

∫∫
∞ dx1dx2

√ (√ √ )2 , (7.8)

0 X1(φ)X2(φ) X1(φ)+ X2(φ)
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here Xi(φ) = cos2(φ/2) + x2i and xi = ϵi/∆. Investigating the behavior of the function K0, we
bserve that its dependence on the phase difference φ can be described by a simple power-law
n cosφ/2, K0 ≈ sin2(φ)[cos(φ/2)]−2. At φ = π , we expect that both the average current and
he current fluctuations vanish. However, it is clear that K0 does not reproduce this behavior as
he phase φ approaches π . Such failure has to do with the violation of the criterion of validity for
ur Gaussian approximation, whose existence hinges on the small parameter λ/δ ≫ 1, λ being an

eigenvalue of the Gaussian action and δ the mean level spacing. In this approximation, the mass of
the system is proportional to cos(φ/2) and as a consequence when the phase becomes close to π
the criterion of validity for our approximation is no longer satisfied. A more detailed analysis of the
action reveals the correct result in this limit [19]. As already suggested in Ref. [20], the vanishing of
the average current and the current fluctuations for φ → π is restored at finite temperatures even
in the Gaussian approximation, as can be seen in Fig. 4.

Quasi-one-dimensional limit, E⊥Th ≪ Et :—Focusing on the zero-temperature limit, we transform
summations over Matsubara frequencies into integrations again, and express the latter in terms of
dimensionless quantities to find

varI1(φ) = e2E2
t

√
Et
E⊥Th

K1(φ),

K1(φ) =

√
2 sin2(φ)
4π2

∫∫
∞

0

dx1dx2
√
X1(φ)X2(φ)

(√
X1(φ)+

√
X2(φ)

) 3
2
. (7.9)

The scale of the fluctuations is now set not only by the squared dwell energy but also by
the parameter

√
Et/E⊥Th. The result of the integrations in x1 and x2 can be approximated by a

power law in cosφ/2 and, as a consequence, the phase dependence of K1(φ) is governed by the
unction sin2(φ)[cos(φ/2)]−3/2, which monotonically vanishes as φ approaches π . The presence of
momentum structure in the Gaussian action leads to this significant difference in comparison to
he quantum dot geometry, for which finite temperatures had to be invoked in order to reproduce
his behavior in the Gaussian approximation.

.2.2. Short dwell time: Et ≫ ∆
Quantum dot limit, E⊥Th ≫ Et :—At zero temperature, the current fluctuations read as [76]

varI0(φ) = e2E2
t K0(φ), K0(φ) =

∆2

E2
t
KS

0(φ), (7.10)

KS
0(φ) =

sin2(φ)
4π2

∫∫
∞

0

√
X1(0)

√
X2(0)dx1dx2

√
X1(φ)

√
X2(φ)

[√
X2(0)

√
X1(φ)+

√
X1(0)

√
X2(φ)

]2 . (7.11)

A quick inspection of this expression reveals that in this regime the scale is now set by ∆2. In this
limit, when φ approaches π the product between sin2(φ) and the dimensionless function KS

0 yields
a non-zero result, which clearly violates the condition varI0(π ) = 0. As already found in the long
dwell time limit, finite temperatures restore the correct behavior in our formalism, see Fig. 4.

Quasi-one-dimensional limit, E⊥Th ≪ Et :—Considering the zero temperature limit, the current
fluctuations yield

varI1(φ) = e2E2
t

√
Et
E⊥th

K1(φ), K1(φ) =
∆2

E2
t
KS

1(φ), (7.12)

KS
1(φ) =

√
2 sin2(φ)
16π2

∫∫
∞

0

[X1(0)]1/4[X2(0)]1/4dx1dx2
√
X1(φ)

√
X2(φ)

(√
X2(0)

√
X1(φ)+

√
X1(0)

√
X2(φ)

)3/2 . (7.13)

n analogy to the long dwell-time limit, in a quasi-one-dimensional geometry the scale is set by
2, and also by the parameter

√
Et/E⊥Th. In addition to that, as in the previous cases, we find that

he quasi-one-dimensional geometry restores the correct result for the fluctuations at φ = π ,
varI (π ) = 0, see details in Fig. 5.
1
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I

W

Fig. 6. The ratio between the current fluctuations and the average current as a function of et in the absence of a magnetic
field and at zero temperature. On the left hand side, we show this ratio for the quantum dot geometry, on the right hand
side for the quasi-one-dimensional case.

7.2.3. Arbitrary dwell time
We can now compare the magnitudes of fluctuations and the average current for the quantum

dot and the quasi-one-dimensional geometry. For the quantum dot geometry, we find

[varI0(φ)]1/2

I(φ)
=

GQ

G
[4π2K0(φ)]1/2

J(φ)
. (7.14)

n the quasi-one-dimensional geometry, we obtain the following expression

[varI1(φ)]1/2

I(φ)
=

GQ

G

(
Et
E⊥Th

)1/4
[4π2K1(φ)]1/2

J(φ)
. (7.15)

ith the help of Eqs. (7.2), (7.3), (7.8), (7.9), (7.10) and (7.12), we can estimate that the ratios in
Eqs. (7.14) and (7.15) are of the order of GQ /G, where GQ = e2/π is the conductance quantum.
Furthermore, as a result of the hierarchy of energy scales, δ ≪ Et ≪ ∆ ≪ Eth, for a quasi-
one-dimensional system, the ratio is proportional to the parameter Et/E⊥Th. As we observe in
Fig. 6, for both geometries the approximate analytical results obtained in this section are in good
agreement with numerical results. In the long dwell-time limit, the fluctuation-to-average current
ratio behaves as 1/log(1/et ) and in the short dwell-time limit the dwell energy dependence is
completely absent, hence the ratio tends to a constant value. Next we discuss how these findings
are changed in presence of a magnetic field.

8. Average current and sample-to-sample fluctuations at finite magnetic field

As previously discussed, we continue to explore the weak coupling regime Et ≪ ∆ where the
mini-gap is set by the dwell energy Et . The magnetic field then allows to tune the population of sub-
gap states, with mini-gap closure at EΦ ∼ Et , while pair-breaking effects on the superconducting
leads can be neglected. We focus on the sensitivity of the average Josephson current and its
fluctuations to the mini-gap closure at strong magnetic fields, where an analytical solution of the
mean field equation is available. These analytical calculations are complemented by calculations
building on the numerical solution of the mean field equation and allowing to describe the crossover

into the weak magnetic field regime.
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.1. Average current

From the mean field solution Q∆ = m̂iσ̂i, with m̂i in the limit EΦ ≫ Et , and Eq. (6.8) we find the
verage Josephson current at strong magnetic fields

IΦ (φ) =
GEt
2e

JΦ , JΦ = 4π sin(φ)T
∑
ϵ>0

∆2

(ϵ + EΦ )∆2 + ϵ(ϵ2 + 2Et
√
∆2 + ϵ2 + ϵEΦ )

. (8.1)

sing that Et ≪ ∆, we can neglect terms involving the dwell energy in JΦ , and perform the
ummation arriving at an expression for the average Josephson current in terms of polygamma
unctions, see Appendix B for details. The result is shown in Fig. 7.

The scale for the current is set by GEt/(2e), similar to the zero magnetic field case B = 0. In
ontrast to the latter, the phase dependence of JΦ in the strong magnetic field limit is, however,
ully governed by the sine function, Eq. (8.1). Technically, corrections to the mean field solution
q. (4.9) are suppressed in Et/EΦ ≪ 1 giving only insignificant contributions, and deviations from

a sinusoidal behavior are therefore strongly suppressed. As evident from Eq. (8.1), increasing the
external magnetic field monotonically suppresses the average Josephson current. At low temper-
atures T ≪ ∆, the dimensionless function JΦ shares the logarithmic asymptotic form of the zero
magnetic field expression

JΦ = 2 sin(φ) ln
[

1
max(t, eΦ )

]
, (8.2)

here now EΦ ≫ Et replaces the dwell energy Et found at B = 0.
From the numerical solution of the mean field equation, we can calculate the average current

for arbitrary ratios of Et/EΦ . The result is shown in Fig. 7. The average current as a function of the
phase (left panel) shows a dominant sinusoidal behavior for all ratios Et/EΦ , attaining its maximum
t π/2 in the strong magnetic field limit, which is slightly shifted to larger values with increasing
atio Et/EΦ . The phase-dependence of the current does not show any signs of Fraunhofer patterns, in
agreement with the discussions in Refs. [23,56,77]. The average current as a function of temperature
is shown in the middle panel of Fig. 7. Since the weak logarithmic divergence of Eq. (8.2) is cut off by
the larger of T and EΦ , the average current at low temperatures T ≪ ∆ decreases with increasing
magnetic field, and all curves for different values Et/EΦ then collapse into a single curve at high
temperatures T ≫ ∆.

Finally, we compare in right panel of Fig. 7 the average current from the analytical mean field
solution at strong magnetic fields to the exact current obtained from the numerical solution of the
mean field equation, here at zero temperature and et = Et/∆ = 1/1000. As expected, the analytical
solution describes the average current very well for these small values Et/EΦ ≤ 0.01.

8.2. Sample-to-sample fluctuations

To prepare the calculation of current fluctuations, we first notice that eigenvalues of Diffuson
and Cooperon modes (X=D,C) at strong magnetic fields become

λ
X,±
ϵ1,−ϵ2

= Dq2 + ϵ1 + ϵ2 +M±

X (ϵ1, ϵ2), (8.3)

with Diffuson masses Ms
D

M±

D (ϵ1, ϵ2)

= 2E2
t ∆

2 cos2
(
φ

2

)[ 2∑
i=1

1
(EΦ + ϵi)

√
ω(∆, ϵi)

∓
2EΦ

√
(EΦ + ϵ1)(EΦ + ϵ2)ω(∆, ϵ1)ω(∆, ϵ2)

]
,

(8.4)

nd Cooperon masses M±

C = M±

D + EΦ/2. Notice that the magnetic field lifts previous degeneracies
t B = 0, and all four modes (D/C,±) now contribute differently to the current fluctuations. Then,
18
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Fig. 7. Left panel: JΦ at zero temperature as a function of φ and for various values of γ = Et/EΦ . Middle panel:
JΦ as a function of temperature t = T/∆ for various values of γ , cf. Eq. (8.1). Here the dwell energy is chosen as
et = Et/∆ = 1/100 and the phase difference as φ = π/2. Right panel: The average current at zero temperature for
various values of γ = Et/EΦ , where we fixed et = Et/∆ = 1/1000. The solid lines represent the exact numerical solution
and dash-dotted lines the analytical approximation.

starting out from the general expression for current fluctuations

varIΦ (φ) = (2eT )2
∑
s=±

[
F s
2(φ)− F s

1(φ)
]
, (8.5)

we employ that in the limit of strong magnetic fields the functions F s
1 and F s

2 are given by

F s
1(φ) =

∑
X=D,C

∑
ϵ1,ϵ2>0

∑
q

∂1[Ms
X (ϵ1, ϵ2)]∂2[M

s
X (ϵ1, ϵ2)]

[Dq2 + ϵ1 + ϵ2 +Ms
X (ϵ1, ϵ2)]2

, (8.6)

F s
2(φ) =

∑
X=D,C

∑
ϵ1,ϵ2>0

∑
q

∂212M
s
X (ϵ1, ϵ2)

Dq2 + ϵ1 + ϵ2 +Ms
X (ϵ1, ϵ2)

. (8.7)

e next explore these general expression for the two geometries of interest, that is, the quantum
ot and quasi-one-dimensional structure, defined by E⊥Th ≫ Et and E⊥Th ≪ Et , respectively.

.2.1. Quantum dot limit: E⊥Th ≫ Et
Current fluctuations for the quantum dot geometry in the zero temperature limit can be

implified to

varI0,Φ (φ) = e2E2
t K0,Φ (φ) , K0,Φ (φ) =

(
Et
EΦ

)2

F0,Φ (φ), (8.8)

F0,Φ (φ) =
sin2 (φ)

π2

∑
X=C/D

∑
s=±1

[
f X,s0,1 (φ, γ )+ f X,s0,2 (φ, γ )

]
, (8.9)

ith functions f0,1 and f0,2 defined as

f X,10,1 (φ, γ )+ f X,−1
0,1 (φ, γ ) = 2

∫∫
∞

0
dxdx′

ω(1, eΦx)ω(1, eΦx′)
Ω+

X (x, x′)Ω−

X (x, x′)
, (8.10)

f X,s0,2 (φ, γ ) =
∫∫

∞

0
dxdx′

ηsX (x, x
′)[

Ω s
X (x, x′)

]2 . (8.11)

o write the equations in a compact manner, we used ω(∆, ϵ) = ∆2
+ ϵ2 and introduced

ηsX (x1, x2) =
2∏ [

ω(1, eΦxi)− sbX (xi)(1+ xj)
√
ω(1, eΦxi)ω(1, eΦxj)

]

i̸=j,i,j=1
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f

Fig. 8. Left panel: K0,Φ (quantum dot) as a function of phase angle φ for various values of γ = Et/EΦ . Right panel: K1,Φ
quasi-one-dimensional geometry) as a function of phase difference φ for various values of γ = Et/EΦ . The dashed lines
indicate the parameter region for which the semiclassical approximation becomes uncontrolled. In all figures we fixed
et = Et/∆ = 1/100 and varied EΦ .

Ω s
X (x1, x2) = (aX + x1 + x2)

2∏
i=1

(1+ xi)ω(1, eΦxi)+ 2γ 2 cos2
(
φ

2

)
×

×

[
2∑

i=1

(1+ xi)ω(1, eΦxi)− 2s
√
ω(1, eΦx1)ω(1, eΦx2)

]
.

Here, the numerical constant aX is zero for diffusons and 1/2 for Cooperons, and bD(ϵ) = 1 for
diffusons, respectively, bC (ϵ) = (1/2)[1+ ϵ/(1+ ϵ)] for Cooperons.

While fluctuations in the absence of magnetic fields are set by the (squared) dwell energy, they
are suppressed by the additional factor (Et/EΦ )2 in the strong magnetic field limit. The left panel of
Fig. 8 shows the current fluctuations varIΦ,0 as a function of φ for different values γ = Et/EΦ . The
increase of fluctuations with γ is clearly visible and we also observe a shift of the maximum from
close to π at weak magnetic fields to smaller values as the magnetic field increases. We caution
again that the semiclassical approximation loses its validity once the action takes values O(1). The
corresponding regions are close to the maximum value of fluctuations and indicated by the dashed
lines. For Et/EΦ ≳ 1, the action becomes large enough to justify the semiclassical approximation for
all values of φ.

In the left panel of Fig. 9, we compare the analytical solution based on the analytical mean field
solution at large magnetic fields to the fluctuations calculated using the exact numerical solution
of the mean field equation. Again we find very good agreement for all values γ < 0.01.

Finally, we show in the left panel of Fig. 10 the ratio between the square root of current
fluctuations and average current for the quantum dot geometry in the strong magnetic field regime,

√
varI0,Φ (φ)
IΦ (φ)

=

(
GQ

G

)(
Et
EΦ

) √
4π2F0,Φ (φ)

JΦ
. (8.12)

s previously noted, large magnetic fields suppress the relative size of fluctuations by an additional
actor E /E compared to the zero magnetic field limit B = 0.
t Φ
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v
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Fig. 9. Current fluctuations in the strong magnetic field limit as a function of phase for various values γ = Et/EΦ (we
here fixed et = Et/∆ = 1/1000 and varied EΦ ). Solid lines and markers denote the analytical result employing the
approximate solution of the mean field equation and the result building on the numerical solution of the mean field
equation, respectively. Left panel: quantum dot geometry. Right panel: quasi-one-dimensional geometry.

Fig. 10. Relative size of current fluctuations
√
varIΦ/IΦ in the strong magnetic field limit as a function of γ = Et/EΦ and

arious values of φ. Left panel: quantum dot geometry. Right panel: quasi-one-dimensional geometry.

.2.2. Quasi-one-dimensional limit: E⊥Th ≪ Et
For the quasi-one-dimensional geometry current fluctuations at zero temperature read

varI1,Φ (φ) = e2E2
t

√
Et
E⊥Th

K1,Φ (φ), K1,Φ (φ) =

√
E3
t

E3
Φ

F1,Φ (φ), (8.13)

F1,Φ (φ) =
sin2(φ)
π2

∑
s=±

∑
X=C,D

(
f X,s1,1 + f X,s1,2

)
. (8.14)
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ere, the functions f X,s1,i depend on the ratio γ = Et/EΦ and are defined as∑
s=±

f X,s1,1 (γ ) =
∫∫

∞

0
dxdx′

1√
(1+ x) (1+ x′)Ω+

X (x, x′)Ω−

X (x, x′)
[√

Ω+

X (x, x′)+
√
Ω−

X (x, x′)
] ,

(8.15)

f X,s1,2 (γ ) =
1
4

∫∫
∞

0
dxdx′

ηsX (x, x
′)√

(1+ x)(1+ x′)[Ω s
X (x, x′)]3

. (8.16)

As compared to the zero magnetic field limit, fluctuations at strong magnetic fields in the quasi-
one-dimensional geometry are suppressed by an additional factor (Et/EΦ )3/2. In terms of this small
parameter, the one-dimensional integration over momenta leads to a mildly weaker suppression of
fluctuations compared to the quantum dot geometry.

The relative scale of current fluctuations for the quasi-one-dimensional geometry then reads√
varI1,Φ (φ)
IΦ (φ)

=

(
GQ

G

)(
Et
EΦ

)3/4 ( Et
E⊥th

)1/4 √4π2F1,Φ (φ)
JΦ

, (8.17)

ith an additional suppression (Et/EΦ )3/4 compared to the corresponding zero magnetic field
expression. The right panels of Figs. 8, 9, and 10 compare the corresponding results for the
quantum dot and quasi-one-dimensional geometries. Specifically, we observe in Fig. 10 that in both
eometries the relative size of current fluctuations monotonically increases as a function of Et/EΦ
n a nearly power-law fashion.

. Summary

In Table 1, we summarize the parametric dependence of the average current and current
luctuations on the four energy scales ∆, Et , EΦ and E⊥Th for a topological insulator contacted to
dentical superconducting leads, at zero temperature. The current-phase relation in the absence
f an external magnetic field displays a typical Ambegaokar–Baratoff relation confirming previous
indings already reported in the literature, where the scale of the current is set by min(Et ,∆). In the
ong dwell time limit, Et ≪ ∆, the current-phase relation does not display a sinusoidal behavior
nd its scale is set by the dwell energy Et [75]. In the opposite limit, short dwell time Et ≫ ∆,
he average current as a function of the phase only mildly deviates from a sinusoidal form and the
cale is set by the superconducting gap ∆ [74,75]. In the limit of a strong magnetic field, Et ≪ EΦ ,
he scale of the average current is set by Et , similarly to the long dwell time limit, but in here the
urrent depends logarithmically on EΦ .
In the limit of a zero magnetic field and in the quantum dot geometry, the current fluctuations

re also separated into two groups: the long and short dwell times. In the former limit, the scale of
he fluctuations is set by the (squared) dwell energy [20], similar to the average current. The scale
f the fluctuations in the latter limit is also set by the energy that determines the corresponding
verage current, in this case the (squared) superconducting gap [19,20,76]. Turning on the strong
agnetic field, the scale of the fluctuations is still set by the dwell energy, in analogy to the

ong dwell time limit. However, the presence of a strong magnetic field generates an additional
uppression of the fluctuations in terms of the small parameter Et/EΦ .
Finally, for a quasi-one-dimensional geometry, the scales setting the magnitude of the current

luctuations are identical to the quantum dot geometry. Notwithstanding, the integration over the
omenta generates an additional energy dependence via the parameter Et/E⊥Th. In the absence of
n external magnetic field, the qualitative discussion remains unchanged, but quantitatively the
luctuations are considerably smaller in comparison to the quantum dot geometry. In the presence
f a strong magnetic field, the most striking difference between this present case and the quantum
ot geometry is the magnitude of the current fluctuations. As a consequence of the integration over
he momenta the fluctuations are smaller, though the suppression caused by the small parameter
/E in here is mildly weaker.
t Φ
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Experimentally, sample-to-sample fluctuations of supercurrents are not easily observed. Instead,
fluctuations in a given sample as a function of the chemical potential are more accessible. Josephson
junctions consisting of a TI surface states in contact with superconducting contacts allow for
variation of µ by means of a gate voltage control. In addition, narrow constrictions and point-contact
junctions can be defined lithographically or electrostatically using split gates. For such systems one
would expect that when the chemical potential is varied on the scale of Thouless energy, the low-
temperature critical current will fluctuate universally by an amount of order ∼ e∆/h, independent
of the properties of the junction. The critical current noise in topological junctions was observed in
Ref. [36] but thus far interpreted in terms of the charge noise and relocation of topological surface
states induced by the gate control.
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Appendix A. Replica field theory

A.1. Replica trick

Employing the replica trick, we can write the free energy as

F = T lim
R→0

1
R
(ZR

− 1). (A.1)

he replicated partition function ZR
=
∫
D[ψ̄ψ] e−S[ψ̄,ψ,V ] is described by the action

S[ψ̄, ψ, V ] =
R∑

r=1

∑
n

∫
d2x ψ̄ r

n

(
−iϵn +H− µσ ph

∋

)
ψ r

n . (A.2)

ere H = HS + HΓ is the effective junction Hamiltonian, introduced in Eqs. (2.3) and (2.6) in the
ain text. It describes the TI surface states subjected to a specific realization V of the random
isorder potential, and accounts for the coupling to the superconducting leads via the boundary
amiltonian HΓ . The spinors ψ̄n, ψn in Eq. (A.2) are 4 × R dimensional fields, living in the direct

product of spin, particle–hole (Nambu) and replica space, and the sum is over fermionic Matsubara
frequencies ϵn = (2n+ 1)πT .

A.2. Sample-space

The calculation of sample-to-sample fluctuations is simplified by introducing two copies of
the system. That is, doubling once more spinor components, and introducing the (block) diagonal
23
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atrices

H ↦→ H(φ1, φ2) ≡ diag(H(φ1),H(φ2)), ϵ ↦→ ϵ ⊗ 12, µ ↦→ µ⊗ 12. (A.3)

his two dimensional extension is referred to as ‘sample space’ in the following. We are thus
orking with the replicated partition function in enlarged space, ZR

=
∫
D[ψ̄ψ] e−S[ψ̄,ψ,V ], with

ction

S[ψ̄, ψ, V ] =
∫

d2x ψ̄
(
−iϵ +H(φ1, φ2)− µσ

ph
3

)
ψ, (A.4)

here ψ̄ , ψ are now 2×2×2×M×R dimensional fields living in the direct product of spin, particle–
ole (Nambu), sample, Matsubara and replica space, respectively. We did not write out explicitly
calar products in Matsubara and replica spaces, and to compactify notation also introduced the
atrix of Matsubara frequencies (ϵ̂)n = ϵn operating in an M dimensional space of Matsubara

requencies (M is here some irrelevant cut off for frequencies, e.g. set by the largest energy scale
/Tτ ). The partition function ZR allows the calculation of the average Josephson current and its
luctuations as described in Eq. (3.5) in the main text. Finally, recalling the Nambu spinor structure,
ne can verify the following symmetry relation for fields,

σ S
2 ⊗ σ

ph
2 ψ̄

t (x, τ ) = −ψ(x, τ ). (A.5)

.3. Disorder average

The replica trick allows to readily perform the average over the random disorder potential. We
hen arrive at the four-fermion contribution

ln
⟨
exp

[∫
dxψ̄V (x)σ ph

3 ψ

]⟩
=

1
2πντ

∫
dx
[
ψ̄σ

ph
3 ψψ̄σ

ph
3 ψ

]
, (A.6)

which can be further organized by separating the two low-momentum channels that represent the
slow diffusion modes in a disordered single-particle system with time-reversal symmetry (‘Diffu-
sons’ and ‘Cooperons’). Proceeding with the Hubbard–Stratonovich transformation, we introduce
the 8RM-dimensional matrix Q with entries in spin, Nambu, sample, Matsubara and replica space.
The latter satisfies the symmetry constraint

Q (x, ττ ′) = σ S
2 ⊗ σ

ph
1 Q t (x, τ ′τ )σ S

2 ⊗ σ
ph
1 , (A.7)

inherited from the Nambu spinors. It makes it possible to decouple both slow modes via the
transformation

exp
[
−

1
πντ

∫
d2x tr(σ ph

3 Ψ ψ̄σ
ph
3 Ψ ψ̄)

]
=

∫
DQ exp

[
−
πν

16τ
Tr Q 2

+
i
2τ

∫
d2xψ̄(x)Q (x)σ ph

3 ψ(x)
]
. (A.8)

It makes the system’s action to be quadratic in fermionic fields that can be explicitly integrated
out leading to the determinant of the corresponding matrix Green’s function operator. Using the
celebrated formula for the determinant to the trace-log transformation, detO = exp(Tr lnO), we
arrive at the disorder averaged generating functional, ⟨ZR

⟩V =
∫
DQ e−S[Q ], with the action

S[Q ] =
πν

16τ
Tr Q 2

−
1
2
Tr ln(G−1

Q ). (A.9)

ere, we defined the Greens’ function

G−1
Q = iϵ̂ − (vk · σ − µ) σ

ph
3 − HΓ +

i
2τ

Qσ ph
3 , (A.10)

ith ϵ̂ and ∆̂ = and φ̂ being diagonal matrices in sample space. Eq. (A.9) is still an exact
epresentation of the original replica partition function. It defines the starting point for a derivation
f the low energy effective action. The latter describes the soft rotations around saddle points of
q. (A.9), as discussed next.
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.4. Mean field equation

The variation of the action (A.9) leads to the saddle point equation

Q0 =
2i
πν

∫
d2k

(2π )2
µ+

i
2τ Q0 + vk · σ(

µ+
i
2τ Q0

)2
− v2k2

, (A.11)

iscussed in the main text. Referring to the latter for further details, we here only recall its solution

Q0 = σ
ph
3 ⊗Λ, (A.12)

n accordance with the causal structure of the model. Here, Λ is the diagonal matrix in Matsubara
pace with elements (Λ)n = sgn(ϵn). The parametrization T (x)Q0T−1(x) includes soft fluctuations
round the saddle point which leave the first term invariant, namely the high energy contribution
o Eq. (A.9). The final soft mode action then is found from a low energy expansion of the remaining
trace log’.

.5. Trace-log expansion

We then organize the second contribution to Eq. (A.9) as follows

Seff = −
1
2
Tr ln(G−1

Q ) ≡ −
1
2
Tr ln (1− G0OT ) , (A.13)

here we dropped an inessential constant that vanishes in the replica limit, and introduced

G−1
0 = −vk · σ + µ+

i
2τ

Q0, (A.14)

OT = T−1
(
−iϵ̂σ ph

3 − T [vk · σ , T−1
] + ĤΓ σ

ph
3

)
T . (A.15)

xpanding in the small energies {ϵ, Et ,∆} ≪ 1/τ , and gradients ∂xT (x) of the slowly fluctuating
ield, we arrive at

Seff ≃
1
2
Tr (G0OT )+

1
4
Tr (G0OTG0OT ) ≡ S1 + S2. (A.16)

.6. Spin singlet mode

We notice that only homogeneous modes T (x) ≡ T lacking any structure in spin-space have
anishing commutator [vk ·σ , T−1

] in OT . That is, only spin singlet matrices are soft modes. Indeed,
brief estimate shows that spin triplet modes have masses ∼ ν/τ which constitutes a large energy

n our problem. Neglecting the latter, we project onto the spin singlet mode, and find from the
inear order ‘trace log’ expansion

S1 = −
πν

2

∫
dxtr

(
ϵσ

ph
3 Q + iHΓ σ

ph
3 Q

)
, (A.17)

the spin space is now traced out in the action above) where Q = TQ0T−1. Similarly, we find from
he second order ‘trace log’ expansion

S2 = −
v2

4

2∑
i,k=0

2∑
j,l=1

Tr
(
g i
0σiAjσjgk

0σkAlσl
)
= −

v2

2

2∑
i=0

tr [Ξ (Q0, Ai)] , (A.18)

here

Ξ (Q , A ) ≡ D A A − D A Q A Q + 2iD′A A Q (A.19)
0 i R i i I i 0 i 0 i i 0
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A

nd we have decomposed the Green’s functions in terms of a linear combination of Pauli matrices
nd the identity matrix

G0 =

2∑
i=0

g i
0σi =

1
2

2∑
i=0

∑
j=±

g ij
0 (1+ jQ0)σi. (A.20)

Here we introduced Ai = T∂iT−1, the trace tr which excludes the trace over spin-space. Fixing
= µ+ i/(2τ ) we defined the Green’s functions above as

g0+
0 =

µ+
i
2τ(

µ+
i
2τ

)2
− v2k2

=
(
g0−
0

)∗
, g i+

0 =
vki(

µ+
i
2τ

)2
− v2k2

=
(
g i−
0

)∗
(A.21)

nd the constants

DR ≡

∫
d2k

(2π )2
[Reg0+

0 (k)][Reg0+
0 (k)],DI ≡

∫
d2k

(2π )2
[Img0+

0 (k)][Img0+
0 (k)]. (A.22)

Converting the summations into integrations, we obtain

DR =
1

2πv2

∫
dϵϵ[Reg0+

0 (ϵ/v)][Reg0+
0 (ϵ/v)] =

πντ

4
, (A.23)

DI =
1

2πv2

∫
dϵϵ[Img0+

0 (ϵ/v)][Img0+
0 (ϵ/v)] =

πντ

4
, (A.24)

here we have performed a change of variables using ϵ = vk. While these constants provide
he dominant contributions in 1/(µτ ), the contribution from the region we neglected, D′

≡

k[Reg
0+
0 (k)][Img0+

0 (k)] is only subleading in 1/µτ . Employing the identity tr(AiAi − Q0AiQ0Ai) =
tr( 12 (∂iQ0)2), the above action can be rewritten as S2 =

1
8πνD0

∫
d2x tr (∂iQ∂iQ ), where Q =

Q0T−1, D0 = v2τ/2 and the density of states per spin direction is defined as ν = µ/(2πv2). In
he derivation presented so far, the massive spin fluctuations were neglected entirely. In fact, it is
nown that these modes can renormalize the diffusion coefficient for the singlet modes. Here, we
ill take a pragmatic approach and account for this effect by introducing the renormalized diffusion
oefficient D0 → D = v2τtr/2 into the action, so that finally

S2 =
πνD
8

∫
d2x tr (∂iQ∂iQ ) . (A.25)

otice that after projection onto the spin singlet mode, the matrix field satisfies the symmetry
onstraint

Q = σ
ph
1 Q tσ

ph
1 . (A.26)

inally, adding both contributions S1 + S2 we arrive at action Eq. (3.1) in the main text.

ppendix B. Average current

Starting out from the general expression for the current phase relation

I(φ) = −πνeTV
∑
ϵ

[
∂φ
(
2vimi − EΦm2

2

)]
, (B.1)

we find the average current in the strong magnetic field limit,

IΦ (φ) =
(
GEt
e

)
Re

[∑
ϵ>0

2π t sinφ
(eΦ + |ϵ|)(1+ iϵ)

]
. (B.2)

The summation is then readily done using the identity
∞∑ 1

(n+ a)(n+ b)
=
ψ(a)− ψ(b)

a− b
, (B.3)
n=0
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esulting in

IΦ (φ) =
(
GEt
e

)
Re

[
(1+ ieΦ )ψ

( 1
2 −

i
2π t

)
− (1+ ieΦ )ψ

( 1
2 +

eΦ
2π t

)
1+ e2Φ

]
sinφ, (B.4)

where ψ is the polygamma function.

Appendix C. Fluctuations

In this appendix, we provide some details on the derivation of the semiclassical partition function
Z , Eq. (6.3), from the sigma model action (4.12). To this end, we expand the matrix field Q in terms
of generators W , c.f. (6.1), up to second order and find the fluctuation determinant. At zeroth order,
simply replacing Q → Q0, we obtain the saddle point action S(0) = RS0, where

S0 =
πνV
2

tr′(EΦm2
2 − 2vimi). (C.1)

ere, we traced out the Nambu and replica spaces, so that the trace operation tr′ only comprises
ummations over Matsubara frequencies and the sample space.
At linear order in the generators W , the action vanishes in the geometry we study. The saddle

oint equation eliminates terms containing no spatial derivatives. The remaining term in the action
s an irrelevant boundary contribution.

Fluctuations are determined by the second order expansion in W . For this term, we obtain the
xpression

S(2) =πν
∫

d2xDe2A2tr[(m2σ
ph
1 W )2 +m2

2W
2
] (C.2)

+
πν

2

∫
d2x tr[D(Q0∂yW + ieA[m3,W ]+)2 − 2vimiW 2

]

n order to perform the Gaussian integration in W and find the fluctuation determinant, we need
o account for the constraints discussed below Eq. (6.1). In accordance with these constraints, we
arametrize the Diffuson and Cooperon contributions to W as

Wd =

(
Pd 0
0 P t

d

)
ph
, Wc =

(
0 Pc

−P∗
c 0

)
ph
, (C.3)

here the Diffuson and Cooperon matrices Pd and Pc fulfill the additional constraints P†
d = −Pd,

P t
c = Pc . All fields in these equation are functions of two imaginary time arguments. The fields Pc and
d are further constraint by the relations [Pd,Λ]+ = 0, and [Pc,Λ] = 0. Since Λ takes a particularly

simple form in Matsubara frequency space,Λϵn = sgn(ϵn), the constraints are conveniently resolved
in frequency space as well,

Pd(ϵ1, ϵ2) = dϵ1,ϵ2θϵ1θ−ϵ2 − d†
ϵ1,ϵ2

θ−ϵ1θϵ2 , Pc(ϵ1, ϵ2) = cϵ1,ϵ2θϵ1θϵ2 + ct
−ϵ1,−ϵ2

θ−ϵ1θ−ϵ2 , (C.4)

where θ is the Heaviside step function.
Using the parametrization introduced above, we obtain the quadratic forms for Diffuson and

Cooperon modes as

S(2)D

2πνL
=

∑
ϵ1>0,ϵ2<0

∑
ab,mn

∫
dy
(
D
⏐⏐Dydα

⏐⏐2
+

1
8
EΦ [ma

3(ϵ1)+mb
3(ϵ2)]

2
|dα|2 + [ma

i (ϵ1)v
a
i (ϵ1)+mb

i (ϵ2)v
b
i (ϵ2)]|dα|

2

−
1
2
EΦ [ma

2(ϵ1)
2
+mb

2(ϵ2)]|dα|
2
− EΦ [ma

2(ϵ1)m
b
2(ϵ2)Re(d

∗

αd
t
ᾱ)]
)
, (C.5)
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here we defined Dy = ∂y + ieBL[ma
3(ϵ1) + mb

3(ϵ2)]/2 and used the multi-index notation α =

1ϵ2, ab,mn, ᾱ = (−ϵ1)(−ϵ2), ab,mn, and

S(2)C

2πνL
=

∑
ϵ1>0,ϵ2>0

∑
ab,nm

∫
dy
(
D|Dycα|2 +

1
8
EΦ [ma

3(ϵ1)+mb
3(ϵ2)]

2
|cα|2

+ [ma
i (ϵ1)v

a
i (ϵ1)+mb

i (ϵ2)v
b
i (ϵ2)]|cα|

2

−
1
2
EΦ [ma

2(ϵ1)
2
+mb

2(ϵ2)
2
]|cα|2 + EΦ [ma

2(ϵ1)m
b
2(ϵ2)Re(cαc

t
α)]
)
. (C.6)

Our next goal will be to integrate out the d and c modes and to find the fluctuation determinant.
e cannot immediately read off the eigenvalues due to the presence of the derivative Dy and due

he nontrivial structure present in the last line of Eqs. (C.5) and (C.6). As far as the derivative is
oncerned, due to the translational invariance in the y direction we can effectively replace Dy → ∂y
or the calculation of the fluctuation determinant.

We will discuss the diagonalization of the quadratic form for the case of the Cooperon. The
iffuson contribution can be treated by analogy. It is convenient to write down the Cooperon field
n the form cα = c ′α + ic ′′α , where c ′ and c ′′ are the real and imaginary parts of c , respectively. Then,
he Cooperon contribution to the quadratic action reads as

S(2)C

2πνL
=

∑
ϵ1>0,ϵ2>0

∑
ab,mn

∫
dq
2π

(
c ′α,qO

ab
ϵ1ϵ2

c ′α,−q+c ′α,qN
ab
ϵ1ϵ2

c ′Tα,−q+c ′′α,qO
ab
ϵ1ϵ2

c ′′α,−q−c ′′α,qN
ab
ϵ1ϵ2

c ′′Tα,−q

)
,

(C.7)

where we introduced the notation

Oab
ϵ1ϵ2

= Dq2 +
1
8
EΦ [m̂a

3(ϵ1)+ m̂b
3(ϵ2)]

2
+ m̂a

i (ϵ1)v
a
i (ϵ1)+ m̂b

i (ϵ2)v
b
i (ϵ2)

−
1
2
EΦ [m̂a

2(ϵ1)
2
+ m̂b

2(ϵ2)
2
]

N ab
ϵ1ϵ2

= EΦm̂a
2(ϵ1)m̂

b
2(ϵ2). (C.8)

or the fully diagonal terms in the action, for which ϵ1 = ϵ2, a = b, m = n, we readily read off
he two eigenvalues Oaa

ϵ1ϵ1
±N aa

ϵ1ϵ1
. In order to find the remaining eigenvalues, we will first arrange

he variables c ′ and c ′′ into vectors so that the quadratic form is represented by a block-diagonal
matrix. For (ϵ1ϵ2, ab,mn) ̸= (ϵ2ϵ1, ba,mn), we introduce four-component vectors χ as

χ = (c ′, [c ′]t , c ′′, [c ′′]t )T (C.9)

where the transposition T indicates that we view this object as a column vector. For a given α, the
contribution to the quadratic form can then be represented as

χ T
α,q

(
Mab

ϵ1ϵ2
0

0 M̄ab
ϵ1ϵ2

)
χα,−q, (C.10)

where we introduced the block matrices

M =

(
O N
N O

)
, M̄ =

(
O −N
−N O

)
. (C.11)

We used the symmetries O = Ot and N = N t to cast the expression in this form. Both M and M̄
have the two eigenvalues

λ̃C,± = O ± N . (C.12)

Having identified all eigenvalues of the fully diagonal and the off-diagonal parts of the quadratic
form, what remains is to find their multiplicity. When grouping c ′, [c ′]t (and c ′′, [c ′′]t ) into vector
χ , the summation in α needs to be constraint to cover only half of the degrees of freedom in order
28
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o avoid overcounting. This is compensated by the degeneracy of eigenvalues from the c ′ and c ′′
sectors. We can summarize the above discussion by stating that for each α = (ϵ1, ϵ2, ab,mn) we
ind two associated eigenvalues (λ̃C,+)abϵ1ϵ2 and (λ̃C,−)abϵ1ϵ2 . These eigenvalues are independent of the
eplica indices m and n. In order to make contact with the notation used in the main text, we define

λC,±ϵ1ϵ2 = (λ̃C,±)12ϵ1ϵ2 = (λ̃C,±)21ϵ2ϵ1 . (C.13)

pon integration in c ′ and c ′′, and discarding irrelevant φ-independent constants and sample-space
diagonal terms (which are not relevant for the calculation of the current fluctuations) we arrive at
the expression for Z stated in Eq. (6.3).
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