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Abstract  
 
Conformational dynamics play essential roles in RNA function. However, detailed structural 
characterization of excited states of RNA remains challenging. Here we apply high hydrostatic 
pressure (HP) to populate excited conformational states of tRNALys3, and structurally characterize 
them using a combination of HP 2D-NMR, HP-SAXS and computational modeling. HP-NMR 
revealed that pressure disrupts the interactions of the imino protons of the uridine and guanosine 
U-A and G-C base pairs of tRNALys3. HP-SAXS profiles showed a change in shape, but no change 
in overall extension of the tRNA at HP. Configurations extracted from computational ensemble 
modeling of HP-SAXS profiles were consistent with the NMR results, exhibiting significant 
disruptions to the acceptor stem, the anticodon stem and the D-stem regions at HP. We propose 
that initiation of reverse transcription of HIV RNA could make use of one or more of these excited 
states.  
 
 
Significance Statement 
 
Conformational dynamics and high energy excited states play important roles in RNA function, 
underscoring the importance of their detailed structural and energetic characterization. High 
pressure perturbation leads to an increase in the population of RNA excited states. Combining 
high pressure, 2D-NMR, SAXS and computation allowed evaluation of the stability and structural 
properties of excited states of human tRNALys3. 
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Introduction   
 

RNA molecules populate highly dynamical ensembles undergoing structural interconversions 
on multiple timescales (e.g., (1–8)). These RNA conformational ensembles and dynamic 
transitions between conformational states play a central role in RNA function (9). Indeed, single 
nucleotide polymorphisms and insertions in RNA molecules have been shown to cause changes 
in RNA structural ensembles that are linked to disease states (10–14). Coupling of secondary 
structure and tertiary interactions in tRNAPhe appear to control conformational dynamics and the 
cooperativity of folding (15). Stability of the D-stem in yeast tRNAAsp was shown to significantly 
modulate the specificity constant for aspartylation by aspartyl tRNA synthetase (16), and tRNA 
dynamics influence appropriate tRNA selection by the ribosome (17). Moreover, retroviruses 
employ cellular tRNA molecules as primers in the reverse transcription of their viral genomes 
(18), a process which requires a large conformational change in the tRNA. In particular, the 
human immunodeficiency virus (HIV) uses cellular tRNALys3, the object of the present study, as a 
reverse transcription primer. 

The structural and dynamic properties of RNA ensembles and linkage to function have been 
extensively investigated. Nuclear magnetic resonance (NMR) approaches have provided 
significant insight (e.g., (1–4, 19)). Förster Resonance Energy Transfer (FRET), particularly in 
single molecule mode, has also yielded important dynamic information about RNA 
conformational transitions (e.g., (17, 20–25)). Other fluorescence methods, small angle x-ray 
scattering (SAXS) and computational approaches have also been used to detect and characterize 
RNA conformational changes (e.g., (8, 26–32)). 

The most functionally relevant forms of RNA in the conformational ensembles often 
correspond to high-energy, poorly-populated excited states. Detecting and characterizing such 
states experimentally pose significant challenges. In addition to single-molecule FRET, NMR 
relaxation dispersion is a highly useful approach to this problem (33), which, nonetheless, 
requires that the excited states of interest be populated at a level of ~2% or more. Magnesium ion 
depletion or heating both lead to partial or complete RNA unfolding, but these are rather harsh 
treatments that are not always reversible. High hydrostatic pressure (HP) represents a more 
gentle, continuous and generally reversible perturbation which can in principle favor high energy 
excited states of RNA. Excited states of biomolecules generally occupy smaller molar volumes, 
and are thus favored by pressure (34, 35). However, in contrast to the extensive literature 
concerning pressure effects on protein conformation, few studies on HP effects on RNA have been 
appeared to date (36–45). These studies have shown that the structures of RNA tetraloops (38), 
hairpins (39), G-quadruplex aptamers (40), ribozymes (42, 43) and tRNA (41, 44, 45) are 
disrupted at high pressure. 

Here we characterize post-transcriptionally unmodified, in vitro transcribed, human 
tRNALys3, (Figure 1A) using a combination of two-dimensional HP-NMR and HP-SAXS, coupled 
with computational approaches. HP-NMR revealed that pressure disrupts the interactions of the 
hydrogen-bonded imino protons of the uridine and guanosine U-A and G-C base pairs, of 
tRNALys3, with associated volume changes of approximately ~20 ml/mol for the folding 
transitions at low MgCl2 concentration. The pressure midpoints for the transitions were Mg2+ ion-
dependent, as expected. HP-SAXS at 1 mM MgCl2 revealed that while HP did not result in 
significant change in the global extension of the molecule, the shape of tRNALys3 was clearly 
perturbed at 3 kbar. Temperature-dependent structure-based modeling (SBM) (46) produced a 
large ensemble of tRNALys3 structures, sub-ensembles of which were used to select configurations 
consistent with the experimental SAXS profiles using the Ensemble Optimization Method 
(EOM)(47). At low pressure, three configurations with 0.98-1.0 fractional native contacts relative 
to the crystal structure of native tRNALys3 (48) (Fig.1) were sufficient to describe the SAXS profile, 
and exhibited only slight differences in orientation of the anticodon loop and acceptor stem. In 
contrast, at 3 kbar the EOM-selected structures exhibited strong disruption in the acceptor stem, 
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the region which serves as the primer for HIV reverse transcription in addition to perturbations 
to the D-stem/loop and anticodon stem/loop regions. We suggest that these excited state 
configurations represent sparsely populated states that can be exploited by the invading viral RNA 
to initiate HIV reverse transcription. 

 
Results  
 
HP populates tRNALys3states with decreased base-pair stability 
 

We sought to determine whether pressure modified the conformation of tRNALys3 by 
observation of the pressure dependence of the 1H-15N HSQC spectrum in the imino proton region 
of 15N-labeled tRNALys3 labeled at U and G bases produced by in vitro transcription (49, 50) at pH 
6.5. The spectrum was identical to that previously reported (Fig 1A-D, blue, (49)). The imino 
protons of the base-paired guanosine and uridine bases of tRNALys3 have been assigned (51), and 
along with 2D proton NOE experiments, have shown that its structure is consistent with the 
expected conformation (48), although somewhat less stable (51, 52). All of the previously detected 
base paired imino protons were detected in the 1H-15N HSQC obtained at 1 mM MgCl2, pH 6.5 
(Figure 1 C –F). Note the upfield shifted resonances for the U55 imino proton which is not base 
paired (Figure 1B). Rather, it is found in the T-loop, and hence is somewhat shielded from solvent. 
The imino protons for G6 and U67 are also shifted upfield. These bases are found in a GoU wobble 
base pair (Figure 1B). Since lowering pH can result in increased peak intensity due to slower 
solvent exchange, we also measured the spectrum at pH 5.5 (53). The spectrum obtained at lower 
pH in presence of 1 mM MgCl2 was nearly identical to that at pH 6.5 (Figure S1). All of the base 
paired residues at pH 6.5 were present at pH 5.5, with the exception of U55. We note as well the 
presence of an additional peak at pH 5.5 (13.4 ppM 1H and 162.5 ppm 15N), perhaps that of U66, 
which was not detected in the original structural study of tRNALys3 (51). While the appearance of 
the new peak likely arises from slower solvent exchange, the loss of the U55 imino proton peak is 
likely due to pH dependent changes in the tRNA structure, leading to greater solvent accessibility 
of the unpaired U55 in the T-loop.   

Pressure significantly modified the imino proton 2D 1H-15N HSQC spectrum of tRNALys3 at 1 
mM MgCl2 and pH 6.5 (Figure 1C, D). We note that, although all base-paired guanosine imino 
proton resonances were detected at atmospheric pressure, several could not be quantified as a 
function of pressure due to peak overlap. First, as expected, peaks shifted due to compression. 
The larger shifts of the uridine peaks, as compared to the guanosine peaks suggest higher 
compressibility for A▪U as compared to G▪C base pairs, perhaps arising from the their difference 
in stability. More strikingly, the intensity of both the guanosine and uridine imino proton peaks 
decreased significantly with pressure between 10 and 3000 bar under these conditions (Figure 
1G). This decrease in intensity was reversible (Figure S2) and was inhibited by increasing the 
MgCl2 concentration to 20 mM (Figure 2A-F, Figures S3, S4). To examine whether the pressure 
dependence of the HSQC peak intensities was pH-dependent, we carried out the pressure 
dependent HSQC measurements at pH 5.5. The pressure-dependence of the imino proton 
intensities at lower pH were similar or slightly less pressure-resistant compared the results at pH 
6.5 for those imino protons that could be quantified as a function of pressure under both 
conditions (Figure S5). 

Imino protons of RNA base pairs (N3U and N1G) exchange with solvent in a two-step process 
involving an equilibrium between the closed and opened forms of the base pair, followed by 
exchange exclusively from the open form. Unless they are protected from solvent in tight loops, 
non-H-bonded imino protons are difficult to detect because their exchange with solvent is fast on 
the NMR timescale. Base pair closing rates are in the range of 108 s-1 (53). Since the catalytic step 
is always much slower than closing, regardless of conditions, exchange from the open base pair is 
limiting for the exchange reaction in an EX2 mechanism. At pH 6.5 and below, rather than being 
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directly catalyzed by water or H+ ions, base-paired U imino protons exchange via intrinsic 
catalysis by the N1 of the complementary A, while the acid-induced exchange of the G imino 
protons occurs via the pH-dependent fraction of N7-protonated guanosine (53, 54). Upon 
physical or chemical perturbation, and in the absence of any changes in the catalytic step, changes 
in overall exchange rates, and hence peak intensity, reflect changes in the thermodynamic stability 
of the base pairs. The step in which the imino proton of the open base pair is exchanged with 
solvent is unlikely to be pressure dependent since the internal mechanism involves groups with 
pKa ~4 (53, 54), and moreover, like similar chemical moieties, should exhibit small pressure 
dependence (55).  

The pressure-dependent intensity profiles of the imino proton peaks of the uridine and 
guanosine bases that could be quantified as a function of pressure at pH 6.5 and 1 mM MgCl2 were 
fit individually to 2-state transitions between folded and excited state (Figure 1G), as described in 
the Methods section. These transitions are locally 2-state because the imino proton is either in its 
native state or it is not. Given the indirect mechanism of exchange involving the nitrogen of the 
complementary base in the pair, pressure is unlikely to increase the rate of the exchange of the 
imino proton of the open base pair. Thus, the loss of imino proton peak intensity with pressure 
can be interpreted as a pressure-induced change in RNA conformation that lowers the stability of 
its base pairs. The recovered free energy values at atmospheric pressure for the transitions at 1 
mM MgCl2 were mostly ~1 kcal/mol (Table S1), while the volume change associated with the 
transition was ~-20 mL/mol. The small variability in the recovered free energy values for most of 
the imino protons is consistent with a concerted pressure-induced transition involving most base 
pairs. The transitions for the imino protons at G30, G69 and interestingly, the non-base paired 
U55, yielded slightly higher free energy value than the others (~1.5 kcal/mol), consistent with 
deviation from global 2-state behavior for the transition. Free energy changes extrapolated to 
atmospheric pressure of 1-1.4 kcal/mol are small compared to those derived from the opening free 
energies derived from base pair lifetime measurements (3-10 kcal/mol). Thus, the transition is 
not from an H-bonded state for all base pairs to a non H-bonded state, but rather from the native 
state to a state with lower H-bond stability, presumably due to an increase in the opening rate. By 
3000 bar, this excited state (or these excited states) is favored over the native state by ~3 kcal/mol. 
Volume changes for RNA structural transitions result from a combination of changes in 
hydration, ion interactions and loss of internal cavities (56). Despite the significant loss in imino 
proton peak intensity for all of the detected uridine and guanosine bases, the modest values of the 
volume and free energy changes observed here for the tRNALys3 pressure-induced transition 
(roughly equivalent to the molar volume of a single water molecule) indicate rather subtle effects 
of pressure on tRNALys3 structure.  

The intensity vs pressure profiles obtained at pH 6.5 were clearly shifted to higher pressures 
with increasing MgCl2 concentration (Figure 2, Figures S4 & S5), consistent with the 
interpretation that the pressure dependence of the imino peak intensity reflects a transition to a 
state with lower base pair stabilities and is disfavored by Mg2+ ions. Because the changes in imino 
proton peak intensity at 20 mM MgCl2 were small, the thermodynamic parameters recovered 
from fits of these data were less reliable (Table S1). However, while some imino peaks show 
negligible loss in intensity at 20 mM MgCl2 (Figure 2A-D), those of U8 and U12 are visibly less 
pressure resistant, even at high MgCl2 (Figure 2E,F). For other imino protons, the negligible 
pressure effects on imino peak intensity at high Mg2+ concentration arise from strong local 
stabilization against pressure perturbation by the divalent cation. Imino proton peaks exhibiting 
the most pronounced pressure resistance at high MglC2 concentration (G5, G42, G52 and U64) 
are found near the positions of the crystallographically determined Mg2+ and Na+ ions in the 
structure of the native (modified) molecule (Figure 2G) (48). The fact that increasing MgCl2 leads 
to pressure resistance of the loss of imino proton peak intensity supports the conclusion that 
pressure leads to the population of a state (or states) with lower base pair stability. 
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HP alters the global shape of tRNALys3 
 

The HP 2D NMR of tRNALys3 indicated a loss of H-bonding of the imino proton-containing 
base pairs with increasing pressure, but the extent of the structural disruption could not be 
determined from these observations alone. Indeed, the observed loss of imino proton peak 
intensity could arise from pressure-induced dynamics between base-paired and unpaired 
configurations without significant global unfolding of the tRNA structure. HP 1H-1H NOE 
experiments were not feasible given the decreased sensitivity in the ceramic HP cell. To gain a 
deeper understanding of the effects of HP on the global structure of tRNALys3, HP SAXS 
experiments were performed at a MgCl2 concentration of 1 mM. Under these conditions, 
significant loss of imino proton intensity was observed for most bases over our available pressure 
range. 

From the SAXS intensity profiles at 10 bar and 3000 bar, the pair distribution profiles were 
computed by inverse Fourier transform (Figure 3A, B). The P(r) distribution at 10 bar was smooth 
with a peak at ~20 Å and a maximum distance between scattering centers, Dmax, of ~75 Å, 
consistent with a folded tRNA structure. While the Dmax showed no change at HP, the shape of the 
P(r) distribution was perturbed significantly, with a clear secondary peak appearing at ~35 Å. 
Likewise, the normalized Kratky plot (Figure 3C) exhibited a shift to slightly higher qRg values. A 
small, but significant (~0.5 Å) pressure-dependent increase in the radius of gyration, Rg, was also 
observed (Figure 3D). These results are consistent with a HP-induced change in shape of the 
tRNA. 

 
Excited state structures of tRNALys3 deduced from ensemble optimization  
 

The Ensemble Optimization Method (EOM) has been used to successfully model underlying 
protein conformational ensembles that give rise to SAXS profiles (e.g. (57–60)). Recently, studies 
of the application of EOM to characterize RNA conformational ensembles have appeared as well 
(61, 62). Here, all-atom Replica-Exchange Structure-Based Modeling (RESBM) (46, 63) and the 
crystal structure of modified, natural tRNALys3 (48) were used to generate a large ensemble of 
increasingly disrupted structures of tRNALys3 from fully native to completely unfolded 
configurations. This large conformational ensemble was subdivided into configurational sub-
ensembles of decreasing Q-value (Q = fraction of native contacts). Next, the most probable 
configurations giving rise to the observed SAXS results at 10 and 3000 bar were identified by 
EOM analysis. Three configurations from the sub-ensemble representing 0.98-1.0 fractional 
native contacts were sufficient for excellent reproduction of the SAXS profile obtained at 10 bar 

(Figure 4), and corresponded to the lowest 2 value obtained from the EOM modeling ,(Figure 
S6). Both the intensity profile and the P(r) plot were recapitulated by three structures, at 44, 33 
and 22% population, respectively. The structures were nearly identical, exhibiting only small 
differences in the orientation of the anti-codon loop and the extreme terminus of the acceptor 
stem (Figure S7A).   

At 3000 bar, five configurations from the ensemble exhibiting 0.84-0.86 fractional native 
contacts described best the SAXS profile obtained under these conditions (Figure 5). The five 
recovered structures at 58, 17, 8, 8 and 8% relative population respectively, recapitulated both the 
SAXS intensity and P(r) profiles at 3000 bar. EOM analysis of lower and higher Q sub-ensembles 

yielded higher 2 values (Figure S6). In contrast to the structures obtained from EOM of the SAXS 
data at low pressure, the HP configurations recovered from EOM analysis of the 0.84-0.84 Q sub-
ensemble were much more disrupted (compare Figures 6 and 7, Figure S7). In particular, the area 
surrounding the junction between the acceptor stem and the T-loop was significantly perturbed 
in the HP states, along with lower probability disruptions of the acceptor stem itself. Some 
perturbation of the anti-codon and D-stem structures was also observed, with a widening of the 
D-stem and the top of the anti-codon stem in some of the configurations (Fig 5 E,F). Moreover, 
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the different regions of the tRNALys3, in particular the acceptor stem and anticodon, T and D loops, 
were reoriented with respect to each other (Fig 5, E-G), consistent with the clear change in shape 
apparent in the P(r) plot at high pressure.  
 
Conclusions  

The combination of 2D 1H-15N HSQC NMR and SAXS have revealed that HP leads to the 
population of low-lying excited states of unmodified tRNALys3. These excited states clearly exhibit 
lower base-pair stability and changes in shape arising from relative re-orientation of the stem loop 
structures. At 1 mM Mg2+, these excited states lie ~1-1.5 kcal/mole above the folded ensemble and 
exhibit a molar volume that is ~20 ml/mol smaller than the native tRNA. This value is about half 
that observed for G-quadruplex disruption (40, 56). While double-stranded DNA and DNA 
hairpins exhibit both positive and negative volume changes for melting (~-5 to +5 ml/mol base 
pair), depending upon sequence and conditions (64–66), volume changes for the pressure-
induced disruption of RNA tetra-loops or ribozymes were found to be ~-7 and -25 ml/mol, 
respectively (38, 43, 44). Pressure-induced disruption of nucleic acids, including RNA structures, 
is due to increased hydration, electrostriction of ions and loss of cavities in the disrupted states 
(56, 67). The value reported here for the pressure-induced conformational change of unmodified 
tRNALys3 (~-20 ml/mol) is equivalent to the molar volume of a water molecule and could 
correspond to local penetration of the structure by water. 

While the pressure-induced changes observed here in the imino proton 1H-15N HSQC 
spectrum of unmodified tRNALys3 were very large, the SAXS profiles showed changes in shape, 
but not size (Rg) at HP. However, the small change in Rg was accompanied by a significant change 
in shape. In SAXS experiments on yeast tRNAPhe, Fang and coworkers (68) reported a very small 
(< 1 Å) increase in Rg upon decreasing Mg2+ concentration from 1 mM to 0.1 mM, similar to the 
small increase observed here with tRNALys3 at HP. Molecular dynamics simulations and ensemble 
optimization of our HP-SAXS results produced conformational ensembles that describe very well 
the SAXS profiles at low and high pressure. The optimized configurations of the HP-SAXS profile 
reveal disruption and distortion of structure in the region adjoining the T-loop, the stacking of the 
Acceptor and T-stems, the D-stem and the top of the anti-codon stem, as well as relative 
reorientations of the anticodon, T and D loops. These disrupted structures are consistent with the 
NMR detected decrease in base pair stability in the acceptor stem (G5, G6, G69, G70 and U 67), 
the T-loop (U 54, U55 and U64), the stacking between these two structures, the D stem/loop (U8, 
U12, G15 and G24) and the top of the anti-codon stem (G30, U41 and G42) at high pressure. Even 
when base pairs remain in the EOM selected structures, the pressure-induced distortions (bends, 
widening of helices, etc) that are apparent in the SAXS profiles as a change in shape of the 
molecule, can lead to significant destabilization of the base pairs, such that their solvent exchange 
becomes fast on the NMR timescale, and imino proton intensity is lost. SAXS data represent an 
equilibrium ensemble, whereas the NMR peak intensities are affected by the timescales of the 
dynamics.  

One of us has previously determined the secondary structure of the tRNALys3/HIV RNA 
complex (49) (Figure 6). In this complex, 18 bases in the 3’-end of tRNALys3, including most of the 
acceptor stem, hybridize with bases from the HIV RNA to form a long, stable double helix, while 
bases from the tRNA T-loop form a new intramolecular helix with bases at the 5’-end of the 
acceptor stem. The D-stem/loop and the anti-codon stem/loop regions retain their original 
secondary structure in the complex, but chemical shift perturbations suggested that their tertiary 
interactions are modified. The significant disruption observed here of the acceptor stem, and 
towards the T-loop in the optimized ensemble structures at 3000 bar suggest that these excited 
states of tRNALys3 could be exploited by the HIV RNA in the hijacking of the tRNA (69) for reverse 
transcription of the viral RNA. Note that the tRNA used in the present study was unmodified, 
while that hijacked in vivo by the HIV virus presents all of the known stabilizing post-
transcriptional modifications. Thus, in vivo, any excited states exploited by the virus would lie at 
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higher free energies, relative to the native state of the tRNA. Nonetheless, such states could still 
play an important role in the interaction with the viral RNA. Overall these studies demonstrate 
the utility of HP in combination with 2D-NMR, SAXS and computation to quantify the local 
stability of RNA, to favor the population of excited RNA conformational states and to characterize 
their structure and energetics. The high pressure NMR system used in these studies (70) is 
straightforward to implement. A wide variety of  multi-dimensional NMR methods have been 
coupled to high pressure in the study of protein conformation and dynamics, including high 
pressure DOSY (71), RDC (72), ZZ-exchange (73), and relaxation approaches such as T1/T2/NOE 
(74), CPMG (75), and CEST (76). Combining such approaches with pressure should likewise prove 
insightful in the study of RNA conformational landscapes. For example, using higher fields than 
were available in the present work, more in-depth structural information about high pressure 
states of RNA could be derived from constraints obtained from a combination of SAXS and RDC 
measurements as has been done at atmospheric pressure previously (e.g., (77)). Likewise, further 
investigation of hydrogen bonding properties at high pressure of larger RNA molecules, such as 
the tRNALys3 studied here, could make use of optimized HNN-COSY experiments (79, 80).  
 
 
Materials and Methods 
Purification of T7 RNA polymerase 

The plasmid harboring the T7 RNA polymerase gene from the Puglisi lab was transformed 
into E. coli BL21 (DE3) competent cells (NEB). The cells containing the T7 RNA polymerase 
construct were grown in LB media containing ampicillin (final working concentration of 100 
μg/mL), induced with a 500 μM IPTG final concentration and shaken at 220 rpm for 18 hours at 
19°C. The cells were harvested, the pellets were re-suspended in lysis buffer and lysis was 
performed using sonication. The lysate was centrifuged, the supernatant was loaded on Ni-NTA 
beads, and the protein was eluted with 100 mM imidazole. Care was taken to use nuclease free 
water for all buffers used in the purification. PMSF was used as a protease inhibitor. 
 
In vitro Transcription of tRNALys3 

The purified RNA polymerase was used for in vitro transcription of tRNALys3 as described 
elsewhere (81). Briefly, to a mixture containing 50mM NTPs, DNA template, 22mM MgCl2 and 
1M DTT, the in-house purified T7 polymerase was added and incubated at 37°C for 6 hours. The 
transcription reaction was stopped by adding 0.5 M EDTA. The tRNA obtained was purified in a 
two-step process. The first step involves removal of T7 polymerase and template DNA from the 
mixture using phenol/chloroform precipitation. The entire RNA from the aqueous layer of the 
phenol/chloroform extraction step was subjected to electrophoresis followed by electro-elution to 
obtain pure RNA. For NMR the RNA molecule was selectively labeled by incorporating 15N-GTP 
and 15N-UTP into the NTP mix of the in vitro transcription. 
 
High-pressure NMR 

NMR peak assignments of tRNALys3 were obtained from Puglisi et. al (51). NMR experiments 
were performed on a Bruker Avance III 600 MHz spectrometer (Bruker, Billerica, MA) at the 
NMR Core Facility, Center for Biotechnology and Interdisciplinary Studies, RPI. For the high-
pressure experiments a special 5-mm pressure-resistant zirconium tube was used, and 
hydrostatic pressure was applied on the sample using the Xtreme Syringe pump (Daedalus 
Innovations, Aston, PA). The sample solution contained 0.75mM tRNALys3  at pH 6.5 and 0.4 mM 
at pH 5.5 in 100 mM NaCl, 10% D2O, 10 mM MES buffer (pH 6.5 or 5.5) and 1-20 mM MgCl2. At 
each Mg2+ concentration (1mM, 10mM and 20mM) a series of 1D 1H and 2D [1H-15N] HSQC 
spectra were recorded at equilibrium as a function of pressure, in the range of 1-3000 bar and at 
25°C.  A 1D 1H jump-return and 2D 1H-15N HSQC pulse sequence utilizing selective water flip-back 
pulses were employed to minimize water saturation (82). The pressure increments were in steps 
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of 200 bar. After each pressure increment, an equilibration time of 10 minutes was allowed for 
the RNA molecule to reach its steady state and the spectral acquisition was performed. All 2D 
spectra were recorded with 16 time averaged scans, with an inter-scan delay of 2 seconds, and 
spectral widths of 24.49 and 26.00 ppm with 4096 and 160 points acquired in 1H and 15N 
dimensions respectively. 
NMR Data Analysis 
From each HSQC spectra, the folded state intensities for each imino group were fit separately 
using nonlinear least-square method to a two-state model (U ⇌ F) as a function of pressure (p), 
 

I(p) =  (Iu+If e((G0-pVf)/RT))/(1+e((G0-pVf)/RT))    (1) 
 

The resulting fit provides nucleotide-specific apparent change in free energy at ambient pressure 
(ΔGf) and apparent change in volume upon folding (ΔVf). The data fitting was performed in Bioeqs 
program (83) or a MatLab script. The high pressure plateau value was fixed at 0 for all profiles, 
since the folded state intensity should disappear completely in the final state. The low pressure 
plateau values for fitting data from 1 and 10 mM concentrations were fixed to a value at ~10% 
higher than the intensity at 10 bar. 
 
High-Pressure SAXS 

High-Pressure SAXS was performed at the ID7A beamline station that is a part of the Cornell 
High Energy Synchrotron Source (CHESS) (84) as described previously (85). All the experiments 
were performed in the pressure range of 1-3000 bar and the pressure was maintained by a 
Barocycler HUB440 high pressure pump (Pressure BioSciences). The frozen samples were 
equilibrated on ice, followed by equilibration at room temperature. The samples were finally 
centrifuged at 14,000 rpm for 30 minutes before loading into the new plastic sample cell as 
described (86). HPSAXS was performed on tRNALys3 with 20 exposures of 0.5 seconds each. The 
sample solution used for SAXS acquisition was 10 mg/ml tRNALys3 in 10mM MES buffer (pH 6.5), 
100 mM NaCl, and 1-20 mM MgCl2 concentration as described above. The 2D SAXS profiles were 
then integrated about the beam center and buffer subtracted using BioXTAS RAW 2.0.1 package 
(87). The radius of gyration was calculated using Guinier analysis, the Kratky plots and 
normalized Kratky plots were generated in BioXTAS RAW 2.0.1 package. The pair distance 
distribution function (P(r)) was calculated using GNOM package (88)) of ATSAS suite (89, 90) 
integrated into the RAW package. 
 
Temperature dependent structure based modeling 

All-atom structure based potentials were generated from the PDB entry 1FIR using SMOG 
(version 2.0.3) web server http://smog-server.org (46) with default parameter sets (91). The 
contacts were identified from PDB coordinates through use of the Shadow Contact Map algorithm 
(92) with a cutoff distance of 6 Å, shadowing radius of 1 Å and residue sequence separations of 3.  
Atom pairs that are not identified as contacts are assigned an excluded volume interaction.  The 
bond lengths and angles, improper and planar dihedral angles of the protein are maintained by 
harmonic potentials. The potentials are assigned such that the native configuration of each bond 
and angle is considered the minimum. The final form of the potential energy function for AA-SBM 
model is: 

http://smog-server.org/
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𝑉 = ∑ 𝜀𝑟
𝑏𝑜𝑛𝑑𝑠

(𝑟 − 𝑟𝑜)
2 + ∑ 𝜀Θ

𝑎𝑛𝑔𝑙𝑒𝑠

(Θ − Θ𝑜)
2 + ∑ 𝜀χ

𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟
/𝑝𝑙𝑎𝑛𝑎𝑟

(χ − χ𝑜)
2 + ∑ 𝜀𝐵𝐵

𝑏𝑎𝑐𝑘𝑏𝑜𝑛𝑒

𝐹𝐷(𝜙)

+ ∑ 𝜀𝑆𝐶
𝑠𝑖𝑑𝑒−𝑐ℎ𝑎𝑖𝑛

𝐹𝐷(𝜙) + ∑ {𝜀𝐶(𝑖, 𝑗) [𝑎 (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

− 𝑏(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

]}

𝑐𝑜𝑛𝑡𝑎𝑐𝑡

+ ∑ 𝜀𝑁𝐶(𝑖, 𝑗) (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

12

𝑛𝑜𝑛−𝑐𝑜𝑛𝑡𝑎𝑐𝑡

 

 

𝐹𝐷(𝜙) = [1 − cos(𝜙 − 𝜙𝑜)] + [1 − cos(3(𝜙 − 𝜙𝑜))] 2⁄  

with all parameters having the default values as reported in (91).   
Gromacs 4.6.7 was used as the computation engine to run the simulations (93). To 

enhance sampling efficiency and accelerate equilibration, the replica exchange molecular 
dynamics (REMD) method  (94) as implemented in Gromacs (93) was employed. We used 24 
replicas from 94 to 116K spaced by 1 K. Exchange was attempted every 5000 time steps, and 
coordinates were saved every 1000 integration steps. REMD was combined with Langevin 
dynamics (time step τ = 0.0005 ps) for 5·108 time steps per replica.  The fraction of native contacts 
(defined as any native pair within 1.5 times the native distance) formed as a function of time, Q, 
was used as a global reaction coordinate.   
 
EOM based Modelling and DENSS ab initio electron Density Maps 

Ensemble optimization method (EOM) was performed using GAJOE (Genetic Algorithm 
Judging Optimization of Ensemble) (47, 58) in the ATSAS suite. The starting structures for the 
modelling were obtained from MD simulations. The complete ensemble obtained from the MD 
simulations (58) were selected according to their percentage of native contacts (Q) with each 
representative cluster containing 10,000 structures spanning a Q range of 0.02 (overall Q range 
used was 0.84-1.0). Using GAJOE, subsets of theoretical SAXS profiles calculated from the 
ensemble were compared to the experimental SAXS profiles and those structures which fit to the 
experimental SAXS profiles with minimal χ2 values were chosen as representatives of the SAXS 
profiles. A total of 5000 generations were employed in the genetic algorithm. A total of 200 cycles 
of independent genetic algorithm runs were performed. Ab initio electron density calculations 
were performed using DENSS (95) and the input for the calculations was the P(r) data obtained 
from GNOM. For each conformation 20 reconstructions were performed in slow mode with all 
other parameters set to default.  
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Figure Legends 
Figure 1. Effects of pressure on the imino proton spectrum of unmodified tRNALys3. 
A, B) Structure of tRNALys3 reproduced from the structure of native tRNALys3 (including all natural 
base modifications), pdb code:1fir (48). In A) are highlighted the base pair partners (green) of the 
bases (red) for which imino proton peaks are imino proton resonances are assigned (51) and 
detected. In B0 are highlighted the bases for which imino proton peaks could be quantified as a 
function of pressure. The acceptor stem is colored in red, the T-loop in pink, the D-stem/loop in 
blue and the anti-codon stem/loop in green. Bases for which and quantified in the present study 
are shown in filled rings. The bases for which pressure-dependent imino proton intensities were 
quantified are labeled. C-F) Pressure effects on tRNALys3 imino proton 1H-15N HSQC spectrum; C) 
and D) guanosine nucleotides, E) and F) uridine nucleotides at C) and D) 1 mM MgCl2, E) and F) 
20 mM MgCl2. G) Pressure dependence of the imino proton peak intensities for tRNALys3 at 1 mM 
MgCl2.  Data are plotted as normalized intensity profiles. Data were ft and then both data and fit 
were normalized. G5 – open red circles, G6 – red squares,  U8 – beige circles,  G10  - beige 
triangles, U12  - blue circles, G24 – blue squares, U41  - green circles, G42 – green open circles, 
G52 – pink squares, U54 – pink circles, U64 – open pink circles, U67 – red circles, U70 – red 
triangles. Colors of data points and fitted lines represent the structural regions of the tRNA as 
depicted in B. 
 
Figure 2. Effect of MgCl2 concentration on the NMR-detected pressure-induced 
transition of tRNALys3. A-D) Four bases, G5, G42, G52 and U64 that showed very little 
change in peak intensity at 20 mM MgCl2. E-F) Two bases, U8 and U12, that showed significant 
loss in intensity at 20 mM MgCl2. Red – 1 mM MgCl2, blue – 10 mM MgCl2, green 20 mM 
MgCl2. G) Cartoon representation of the structure of tRNALys3 (pdb:1fir)(48) with the 
crystallographically determined Mg2+ and Na+ ions in pink and purple spheres, respectively. The 
four bases G5, G42, G52 and U64, that exhibit strong stabilization at 20 mM MgCl2 are shown in 
stick representation and are labeled. 
 
Figure 3. HP SAXS results for tRNALys3. A) SAXS intensity profiles, B) Pair distance 
distribution (P(r)) plots, C) Normalized Kratky plots and D) Pressure dependence of the radius of 
gyration (Rg) calculated from the P(r) profiles. Blue – 10 bar; red 3000 bar. 
 
Figure 4. Ensemble Optimization of tRNALys3 at 10 bar. A) SAXS intensity profile and 
B) P(r) distribution with experimental results (open blue circles) with the fit from EOM (black (A) 
or blue (B) line) optimization resulting in the three configurations in C-E). C-E) The three models 
that best describe the SAXS profiles recovered from EOM as described in the Methods section 
labeled for the configuration number and relative population in the final fitted ensemble. For each 
configuration the cartoon structure with orange backbone and green filled bases (left) and the 
electron density (right) calculated using Chimera (ref). Red is highest density, blue is lowest. The 
structure on the left is fitted in the electron density using Chimera. 
 
Figure 5. Ensemble Optimization of tRNALys3 at 3000 bar. A) SAXS intensity profile 
and B) P(r) distribution with experimental results (open red circles) with the fit from EOM (black 
or red line) with the five configurations in C-G). C-F) The five models that best describe the SAXS 
profiles recovered from EOM as described in the Methods section labeled for the configuration 
number and relative population in the final fitted ensemble. For each configuration the cartoon 
structure with orange backbone and green filled bases (left) and the electron density (right) 
calculated using Chimera (95). Red is highest density, blue is lowest. The structure on the left is 
fitted in the electron density using Chimera. 
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Figure 6. Secondary structure of the tRNALys3-HIV initiation complex. The secondary 
structure represented in this figure was previously determined by NMR (49) and is reproduced 
here. 
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Figures  

 

Figure 1. Effects of pressure on the imino proton spectrum of unmodified tRNALys3. 
A, B) Structure of tRNALys3 reproduced from the structure of native tRNALys3 (including all natural 
base modifications), pdb code:1fir (48). In A are highlighted the bases for which imino proton 
peaks were detected are shown in stick and are labeled. The acceptor stem is colored in red, the 
T-loop in pink, the D-stem/loop in blue and the anti-codon stem/loop in green. The secondary 
structure is shown in the inset. In B) are highlighted the base pair partners (green) of the bases 
(red) for which imino proton peaks are assigned (51) and detected. C-F) Pressure effects on 
tRNALys3 imino proton 1H-15N HSQC spectrum; C) and D) guanosine nucleotides, E) and F) uridine 
nucleotides at C) and D) 1 mM MgCl2, E) and F) 20 mM MgCl2. Spectra are overlaid for 1 bar 
(blue) and 3000 bar (red). G) Pressure dependence of the imino proton peak intensities for 
tRNALys3 at 1 mM MgCl2.  Data are plotted as normalized intensity profiles. Data were fit and then 
both data and fit were normalized. G5 – open red circles, G6 – red squares,  U8 – beige circles,  
U12  - blue circles, G15, beige triangles, G24 – blue squares, G30 – open purple circles, U41  - 
green circles, G42 – green open circles, G52 – pink squares, U54 – pink circles, U55 – open blue 
circles, U64 – open pink circles, U67 – red circles, G69 – open green circles, G70 – red triangles.   
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Figure 2. Effect of MgCl2 concentration on the NMR-detected pressure-induced 

transition of tRNALys3. A-D) Four bases, G5, G42, G52 and U64 that showed very little change 

in peak intensity at 20 mM MgCl2. E-F) Two bases, U8 and U12, that showed significant loss in 

intensity at 20 mM MgCl2. Red – 1 mM MgCl2, blue – 10 mM MgCl2, green 20 mM MgCl2. G) 

Cartoon representation of the structure of tRNALys3 (pdb:1fir)(48) with the crystallographically 

determined Mg2+ and Na+ ions in pink and purple spheres, respectively. The four bases G5, U42, 

G52 and U64, that exhibit strong stabilization at 20 mM MgCl2 are shown in stick representation 

and are labeled.  
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Figure 3. Effect of pressure on the  SAXS profiles of tRNALys3. A) SAXS intensity profiles, 
B) Pair distance distribution (P(r)) plots, C) Normalized Kratky plots and D) Pressure dependence 
of the radius of gyration (Rg) calculated from the P(r) profiles. Blue – 10 bar; red 3000 bar. 
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Figure 4. Ensemble Optimization of tRNALys3 at 10 bar. A) SAXS intensity profile and 
B) P(r) distribution with experimental results (open blue circles) with the fit from EOM (black (A) 
or blue (B) line) optimization resulting in the three configurations in C-E). C-E) The three models 
that best describe the SAXS profiles recovered from EOM as described in the Methods section 
labeled for the configuration number and relative population in the final fitted ensemble. For each 
configuration the cartoon structure with orange backbone and green filled bases (left) and the 
electron density (right) calculated using Chimera (ref). Red is highest density, blue is lowest. The 
structure on the left is fitted in the electron density using Chimera. 
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Figure 5. Ensemble Optimization of tRNALys3 at 3000 bar. A) SAXS intensity profile 
and B) P(r) distribution with experimental results (open red circles) with the fit from EOM (black 
or red line) with the five configurations in C-G). C-F) The five models that best describe the SAXS 
profiles recovered from EOM as described in the Methods section labeled for the configuration 
number and relative population in the final fitted ensemble. For each configuration the cartoon 
structure with orange backbone and green filled bases (left) and the electron density (right) 
calculated using Chimera (95). Red is highest density, blue is lowest. The structure on the left is 
fitted in the electron density using Chimera. 
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Figure 6. Secondary structure of the tRNALys3-HIV initiation complex. The secondary 
structure represented in this figure was previously determined by NMR (49) and is reproduced 
here. 
 


