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ARTICLE INFO ABSTRACT
Keywords: Gas hydrates have promising applications in gas separation, carbon capture, desalination and gas storage.
CO; hydrate Although there exist several studies on modeling hydrate growth, analysis of the coupled role of heat and mass
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Subcooling gas separation

transfer on hydrate formation has been largely neglected. Presently, we develop a fundamentals-based simula-
tions framework which accounts for mass transfer, heat transfer and various interfacial phenomena associated
with gas hydrate formation in a bubble column reactor. We model CO, separation from syngas via COy hydrate
formation and validate against experiments from another study. This model is used to quantify the impact of
various operating parameters (gas flow rate, bubble size, reactor pressure, inlet gas temperature, reactor ge-
ometry) on hydrate formation rate and gas-to-hydrate conversion factor. Results provide several insights related
to the intricate transport phenomena that underlie hydrate formation. Firstly, we highlight the adverse impact of
inadequate heat dissipation on hydrate formation rate and conversion factor. This is particularly important for
high gas flow rates, wherein high hydrate formation rate triggers substantial temperature rise. Enhancing
thermal conductivity of hydrate forming media can significantly enhance formation, with the conversion factor
seen to double. Secondly, simulations show that bubbles < 100 ym diameter are essential to realize high growth
rates. Thirdly, increasing reactor pressure can significantly improve the maximum theoretical separation effi-
ciency for CO3 to > 90 %. Fourthly, precooling the inlet gas enhances hydrate formation rates by upto 5 %.
Overall, this work outlines a novel approach to modeling hydrate formation and provides a tool for process
optimization.

model hydrate formation in pipelines, hydrate dissociation in porous
media and hydrate formation in nature. This study seeks to overcome
current limitations in the understanding of coupled heat and mass
transfer and develop a simulation framework to study gas separation via
hydrate formation in a bubble column reactor.

Modeling of hydrate growth kinetics in reactors is several decades
old with the first efforts starting in the 1980s [5]. Early efforts modeled
hydrate growth using theories of interphase mass transfer at the
gas-liquid interfaces coupled with population balance of hydrate par-
ticles [6-8]. Such theories work quite well during initial stages of hy-
drate formation; however, as more hydrates are deposited at the
gas-liquid interface, the hydrate layer presents strong diffusion resis-
tance to gas and water which must be accounted for. Recently, the in-
fluence of mass transfer resistances associated with the hydrate layer has
been incorporated using the shrinking core models, phase-field simula-
tions and other formulations [9-12]. Most of these models have imple-
mented a traditional stirred batch reactor for hydrate formation;
however, recent experimental studies have shown that other types of

1. Introduction

Gas hydrates are crystalline, ice-like solids that form from gas and
water at low temperatures and high pressures [1,2]. Gas hydrates have
several applications in fields like carbon capture and sequestration,
desalination, gas separation, storage and transportation [3]. Such ap-
plications require rapid hydrate formation, therefore significant
research has focused on enhancing the kinetics of hydrate formation
through efficient use of chemical promoters and innovative design of
reactors and processes. Although there exist several experimental
studies on hydrate formation, there is a relative lack of comprehensive
simulations that analyze hydrate growth in reactors. Most existing
models treat heat and mass transfer separately, and there is a lack of
understanding on the coupling between the phase-change kinetics
associated with hydrate formation, and heat transfer limitations in the
system [4]. Inadequate understanding of the heat and mass intricacies
associated with hydrate formation influence the ability to accurately
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Nomenclature

e Density of gas (kg/m?)

n Bubble radius (pm)

Cp Drag coefficient

Ap Surface area of bubble (pmz)

R Universal Gas Constant (J/mol K)
My, Molar mass of hydrate (kg)

m Hydrate mass on the bubble (kg)

v Velocity of bubble (m/s)

P Density of water (kg/m®)

g Acceleration due to gravity (m/s%)
x Mole fraction of hydrate former

& Growth factor

p Total pressure inside bubble (MPa)
v Gas water surface tension (N/m)
VA Compressibility factor

km Mass transfer coefficient (m/s)

X1 Initial mole fraction

c Gas concentration (mol/rn3)Zeq =Z(P,T)
Tint Temperature of coolant (K)

Q Gas flow rate per unit area (L/m?min)

Tpe Gas flow inlet temperature (K)

Py Equilibrium pressure (MPa)

k Thermal conductivity (W/mK)

R Radius of the reactor (m)

Ag Reactor cross sectional area (m?)

T Temperature (K)

Z Axial coordinate (m)

Vterminal  Terminal bubble velocity (m/s)

R Bubble radius after sparging (pm)

As Hydrate film area (ym?)

t Film thickness (pm)

Ceg Equilibrium gas concentration (mol/m3)

hiop heat transfer coefficient above the water column (J/m?K)
H Height of water column (m)

N Number density of bubbles (m™®)

r Radial coordinate (m)

Ny Moles of non-participating gas inside gas bubble (mol)
AH Heat of hydrate formation (kJ/mol)

n Moles of gas (mol)

reactors can result in faster hydrate formation [13-17]. Specifically,
bubble column reactors lead to high rates of gas hydrate formation due
to large gas-liquid interfacial area [18]. Such a reactor is generally
operated in the sparse bubbly regime with low superficial gas velocities
to prevent large-scale coalescence of bubbles or slug flow. Also, smaller
gas bubbles allow higher residence times of the bubble inside water due
to low rise velocities; this improves the conversion efficiency of gas into
hydrates. In this study, we develop a simulation framework for the
continuous operation of bubble column reactor forming hydrates from
bubbles of gas mixtures.

The earliest studies utilizing bubble column reactors for both
methane and carbon dioxide hydrate growth are more than a decade old
[19,20]. Several experimental studies have targeted gas separation from
coal-bed gas and syngas, for separating methane and carbon dioxide,
respectively [18,21-23]. Experimental studies have been conducted on
mixed clathrate hydrates of cyclopentane-methane and natural gas
[24,25]. All such studies sparge the gas via bubbles and report high
hydrate formation rates with minimal use of thermodynamic promoters.
Bubble column reactors have also been used in hydrate-based desali-
nation applications [26]. All of these highlight the potential uses of
bubble column reactors for rapid hydrate formation for a variety of
applications.

The present study develops a modeling framework to understand and
optimize the operation of bubble column reactors for gas hydrate for-
mation. There exists a study on modeling hydrate growth in bubble
column reactor operating in the slug flow regime [27], however the
influence of heat transfer on hydrate growth kinetics were not consid-
ered. Moreover, modern experimental methods operate the bubble col-
umn reactor in a sparse bubbly regime rather than slug flow regime, to
increase gas—water contact area. Hydrate growth in bubbly flows is also
encountered during hydrate formation in pipelines and oil & gas wells
and is an active area of research [28]. The physics of hydrate growth in
pipelines is different from hydrate growth in reactors due to large-scale
agglomeration, breakage of bubbles and multiphase flow encountered in
the former. In this study, we simulate sparse bubbly flow of syngas with
small bubbles (of size < 200 um) in a bubble column reactor.

Hydrate crystallization on bubbles can be approximated using a film
growth model on the bubble-liquid interface; such ideas have been used
for modeling hydrate growth in subsea natural gas pipelines [29,30].
The present group has previously shown that hydrate film growth can be

effectively modeled using molecular diffusion of gas near the gas—water
interface [31]. In this study, we utilize this model to quantify the phase-
change rate of hydrate, on a bubble rising inside the reactor. As dis-
cussed before, bubble column reactors provide high rates of hydrate
formation, hence the process can be significantly heat transfer-limited if
not designed appropriately. Hydrate formation is akin to a crystalliza-
tion process and is accompanied by a high exothermic heat of formation
[32]. This heat, if not dissipated from the reactor, will increase the
temperature inside the reactor and reduce the driving force for hydrate
formation. A previous study from this group explained this concept in
terms of the actual subcooling available for hydrate formation versus the
apparent subcooling [33]. Apparent subcooling is the difference be-
tween the equilibrium temperature of hydrate formation and the
experimentally set temperature (ATgpprens = Teq —Tint), Whereas actual
subcooling is the difference between the equilibrium temperature and
the actual temperature in the reactor (ATscma = Teq —T). Due to heat
released during hydrate formation, the temperature of the reactor

14 T T T T
1 [ |
| . '
12F ' i Actual ! o
' , Subcooling !
= 10F P « Apparent o "
E Operating i ; Subcooling : |
< 8" Pressuro : : |
5 ok ' Actuall ! |
2 Operating, Temperature !
& Temperature | '
4F Equilibriugn 1
: Temperatuje
2 b 1 : E -
| — COz:hydrate equilibrium curve
0 'l ] Il
270 275 280 285 290

Temperature (K)

Fig. 1. Difference between apparent subcooling and actual subcooling using
CO, hydrate equilibrium curve. Equilibrium curve data was adopted from Sloan
& Koh [1].
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increases andATucwua < ATgpparens; as seen in Fig. 1. This reduces the
driving force for hydrate formation and thereby reduces the mass of
hydrate formed. Previous modeling studies do not couple the tempera-
ture and intrinsic phase-change kinetics of hydrates [34-37]. For
example, Zerpa et al.. considered the rate of hydrate crystallization as
the smaller of the mass transport-based prediction and heat transport-
based prediction; this formulation assumes that hydrate formation is
limited either by mass transfer or by heat transfer [29]. Such a formu-
lation fails to account for cases where hydrate crystallization is not
completely mass transfer-limited or heat transfer-limited but rather falls
somewhere in between.

The importance of heat removal from a reactor is further evident
from several experimental studies, which report a sharp rise in tem-
perature during hydrate formation. Clathrate hydrates with miscible
hydrate formers exhibit faster hydrate crystallization and therefore the
temperature rises rapidly, resulting in a spike [38,39]. For gas hydrates
formed from carbon dioxide or methane, the temperature rises at a
slower rate [40,41], however it will reduce the rate of subsequent hy-
drate formation after some time. Moreover, in reactors where rapid
hydrate formation is possible, the influence of reduced driving force due
to temperature rise can be significant, resulting in reduced hydrate
formation rates. Recently, Chen et al. experimentally showed that
improving heat transfer in bubble column reactors can significantly
improve the rate of hydrate formation [18]. The present work can be
used to develop tools to quantify the impact of enhanced heat dissipa-
tion (via higher thermal conductivity), and other parameters on hydrate
formation.

2. Mathematical model and solution methods

The mathematical model developed in this study simulates the
continuous operation of a bubble column reactor, which separates a
target gas from a binary mixture of gases via formation of gas hydrate. In
this study, separation of CO5 gas from syngas (mixture of 40 % CO, and
60 % Hy) via formation of CO; hydrates is studied. It is noted that Hy
hydrates will not be formed, since they require much higher pressures to
form, as compared to CO; hydrates. Fig. 2a shows the schematic of such
a setup, where the reactor is maintained at a constant pressure and
bubbles of the gas mixture are sparged from the bottom. Hydrates
accumulate on the bubbles as they rise inside the water column of the
reactor. Subsequently, these hydrates are deposited either on the gas—
water interface or drop down to the bottom of the reactor from where
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they are removed as hydrate slurries (shown in Fig. 2a). Water
consumed or removed as slurry from the reactor is continuously
replenished for steady-state operation. As mentioned earlier, the reactor
is operated in the sparse bubbly regime and a steady-state mathematical
model is developed assuming a continuum field of bubbles in the water
medium. Hence, the parameters of the bubbles, like velocity, radius etc.
are described using a Eulerian description inside the computation
domain (Fig. 2b). More details on the formulation, solution methods and
assumptions are provided subsequently. Codes are developed in Python
and are included in the supplementary information. Details of the code
are documented (in supplementary information) and in-line comment-
ing enable the readability/usability of the codes.

2.1. Governing equations

The governing equations for this system consists of 6 equations in 6
variable fields,v,n,m,x,N,T. A description of all variables is provided in
the nomenclature. Equation (1) governs the velocity field of the bubble
and is a force balance equation. The equation describes the acceleration
of the bubbles due to buoyancy of the gas inside the bubbles. Bubble
motion is opposed by the drag force due to the surrounding fluid and the
hydrate mass on the bubbles. It should be noted that for the case of
laminar flow over a sphere (commonly referred to as Stokes drag), drag
force is proportional to v. However, the drag force in this analysis was
assumed to be proportional to v? (similar to that encountered in tur-
bulent flow) for multiple reasons. Firstly, hydrates accumulating on a
bubble rising inside the reactor do not preserve the spherical shape of
the bubble [21]. Secondly, the surface texture of hydrates is not very
smooth [42,43], which can trip the flow over such surfaces to turbulent
even at low Reynolds numbers. Finally, many engineered flows are
turbulent (to enhance mass and heat transfer). For all these reasons we
believe that a turbulent drag approximation is more appropriate for the
present problem. The boundary condition at the bottom of the reactor is
the terminal velocity of the bubble without any hydrate mass.

3 3
BC: V(O) = Vterminal

4 v 4 1
(m + —ﬂﬂgﬂ3)va—z = (P, —p,) 370’8 —mg —3p, CpAi* I

Equation (2) tracks the evolution of bubble radius in the reactor. This
equation is derived based on gas laws while accounting for the gas
consumption due to hydrate crystallization and other factors like surface
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Fig. 2. (a) Schematic showing operation of bubble column reactors for continuous hydrate growth. The computational domain used in this study is marked with a

dotted boundary (b) Details associated with the computational domain.
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tension, hydrostatic pressure, temperature gradients etc. The
compressibility factor Z is calculated using the Peng-Robinson equation
of state [44]. The Peng-Robinson equation of state is implemented
through the compressibility factor Z in equation (2) (Table 1 in ref [44]).
The compressibility factor is solved as a cubic equation and the root of
the equation that falls within 0 and 1 is considered. The last term dZ/dz
is neglected in this study since strong gradients of compressibility factor
are not expected.

( i 2;/) on_ _3ZRT om . Ppol Pdz
i n) 0z AmpM, Oz P8 5, T 7 d 2)
BC: n(0) =,

Equation (3) describes the evolution of hydrate mass and the mole
fraction of the hydrate-forming gas inside the bubble. The increase in
hydrate mass on the bubble is due to hydrate crystallization which
consumes gas inside the bubble and decreases its mole fraction. As
mentioned earlier, hydrate crystallization is modeled as film growth on
the bubble. The concentration of the hydrate forming gas is multiplied
by the mole fraction x to account for the partial pressure of the gas and
not the total pressure of the gas mixture. The boundary condition at the
bottom of the reactor is zero-hydrate mass on the bubbles and the initial
mole fraction of the incoming gas mixture.

X n (1—x)
om A P
“— = kpyMAs (xc — Coy),x = 2h VA =2mngt, ¢ = ——
V% WAy (xe = coy) " (- y = 27Ngst, € 7RT
N>M,,

The temperature field in the reactor is governed by the steady-state
energy equation (Eq. (4)) with heat generation due to hydrate crystal-
lization. This equation takes the form of a 2D Poisson equation in cy-
lindrical coordinates. This equation governs the propagation of heat
waves in the reactor generated on the population of bubbles upon the
recalescence of hydrates. The thermal conductivity is assumed to be that
of water. Four temperature boundary conditions are implemented on the
top and bottom of the reactor, external cylindrical surface of the reactor
and the centerline of the reactor. A natural convection boundary con-
dition is implemented on the top of the reactor. Forced liquid cooling-
based convection is imposed on the external cylindrical surface of the
reactor. Heat transfer coefficients are assumed to be 10 W/m’K and
5000 W/m2K on the top and sides of the reactor, respectively. The liquid
coolant is considered to be at 0 °C. Due to symmetry, a zero Neumann
boundary condition is used on the centerline of the reactor. A Dirichlet
boundary condition is used at the bottom of the reactor corresponding to
the temperature of the pre-cooled gas.

FT tor FTV MaHm
o ror 97 M, 07
oT
BCs: T(0.r) = Tpe,—k s (H.r) = sy (T(H,r) — Tu,) €]
Z
oT oT
—k;(;O) =0,—k—(2,R) = hyiae(T(z,R) — Tinr )

or

Equation (5) conserves the number density of bubbles across the
reactor. Since our model does not consider bubble coalescence or bubble
breakage, the number density of bubbles can be described using a con-
tinuity equation without any source/sink term. Also, since lateral forces
due to hydrodynamic flow are not considered, bubble density is
conserved in the axial direction which simplifies the equation. More
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details on these assumptions are outlined later. Equation (6) predicts the
total pressure inside the bubble at any point inside the reactor.

_ 30
v An3 A, ®
2
”@:Pw+mﬂH—@+R% )

A detailed derivation of all equations in this section is available in the
supplementary information. The set of Egs. (1)-(6) describe the physics
of hydrate growth inside a bubble column reactor operating in the sparse
bubbly flow regime. Fluid dynamic equations in the water phase has not
been included in the present model to reduce the complexity of the
model and enhance convergence. The movement of bubbles in bubble
column reactors and airlift reactors are known to setup convective flow
patterns in the vertical direction of the reactor. This is discussed in more
detail in the next section and is beyond the scope of this work.

2.2. Assumptions in the model

There are several assumptions underlying this model, which are
listed ahead. Most of them are justified due to the operational conditions
of the reactor; moreover, they simplify the mathematical model to a

eq

4= 7 RT
eq (3)

significant extent. Key assumptions include:

m Induction time is short, and nucleation occurs right after the
bubble pinches off the sparging plate. We note that this
assumption can be justified since hydrate accumulation in and
around sparging plate can trigger secondary nucleation of hy-
drates on the bubbles, which results in very low induction
times.

m Bubble coalescence is not considered in this model. Superficial
velocities are < 1 cm/s, which ensure a sparse bubbly regime
[45]. Hence, bubble coalescence will not be a dominating fac-
tor. It is noted that bubble coalescence reduces the surface area
of the bubbles and increases bubble velocity, which is detri-
mental to high hydrate growth rates. It is also noted that
merging of microbubbles near the sparging plate is a common
issue, often limiting the minimum bubble size that can be
achieved [46]. Such effects are not considered in this model.

m Hydrodynamic flow of water around the bubbles is not
accounted for in this model. Small bubble sizes (<200 um) re-
sults in low Reynolds number flow around the bubble and
hence they do not experience significant lateral forces. There-
fore, the velocity vectors of the bubbles are aligned in the axial
direction. It is noted that the rise of the bubbles will result in
flow circulation in the vertical direction of the reactor [47,48].
This would result in an equilibration of heat and mass transfer
in the vertical direction. However, such fluid circulation within
the reactor would not enhance heat transport in the radial di-
rection which is primarily responsible for transfer of heat to the
coolant. We have not included related physics and hydrody-
namics in the present model, to reduce complexity. Neverthe-
less, the incorporation of fluid flow can improve the model
further and can be considered for future work. Another option
to include hydrodynamics is to combine this study with
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computational fluid dynamics-based analysis. However, such
an exercise would be challenging since there is very little un-
derstanding of two-phase interactions occurring at the hydrate
formation interface.

m The hydrodynamic drag is estimated as turbulent drag due to
the shape of hydrate-bubble entity and the rough nature of
hydrate surface. Our calculations indicate that laminar drag
considerations will yield lower rise velocity, higher residence
time, and higher rate of hydrate formation. In that sense, this
assumption makes our analysis more conservative.

= The phase-change rate on the bubble is not affected by gas or
water diffusion limitations through the hydrate layer on the
bubble. Diffusion limitations would be significant for thick
hydrate layers; with small bubble sizes we expect a thin hydrate
layer on the bubble (low mass transfer resistances). Also, due to
small bubble sizes, equilibration of heat and mass transfer in-
side the bubble is of the order of milliseconds which justifies a
lumped value of pressure and temperature inside the bubble
[49]. This is also evident from estimating the time scales of
diffusion and heat transfer within the bubble as R?/D and R? /a
respectively. Using a scale of radius as 100 ym and conservative
estimates of D and «a as 10 m2/s and 10°° m?/s respectively, we
obtain equilibration time scales of 10 ms and 1 ms.

2.3. Procedure for solving the system of equations

The above set of equations are solved on a fine and uniform finite
difference grid. The derivatives in equations (1)-(3) are discretized
using a 2nd order upwind scheme and (4) is discretized using 2nd order
central difference scheme. The boundary conditions are implemented
through the discretized equations on the edge cells. Equation (1) is
seemingly non-linear; however, it is converted into a linear form in
1 22, Thereby, it is solved as a
linear equation using the matrix inversion method. Equation (2) is
solved as a non-linear equation using Newton’s iterative method on the
finite difference grid. Generally, the convergence is quite fast and hap-
pens within 2-3 Newton iterations.

Equation (3) is a non-linear equation and is solved together with the
mole fraction of gas inside the bubbles. Newton’s iterative method is
again used to solve this equation; however, the mole fraction of the gas is
also updated continuously after every Newton iteration. Convergence is
much slower for this equation than equation (2) and it takes 6-7 itera-
tions to converge. The hydrate mass equation and the mole fraction
equation are simultaneously and continuously updated through New-
ton’s iterations until convergence or maximum number of iterations is
reached. Equation (4) represents a linear 2D Poisson’s equation and it is
solved using a matrix inversion method. The columns of the 2D tem-
perature matrix are lined up on a single vector to use a direct matrix
inversion. The obtained solution is then rearranged back into a 2D
temperature matrix.

The previous two paragraphs discuss the convergence of the indi-
vidual equations from (1) to (4). Once convergence is achieved for the
individual equations, the total residual is calculated by substituting the
solutions back into the equations and calculating an RMS value of the
residuals of the individual equations. The whole system of equations
from (1) to (4) is then iterated continuously until the total residuals
reduce to 1E-03. Under-relaxation of equation (3) is necessary during
iterations to achieve complete convergence of the set of the equations
together. Relaxation factors as low as 0.01 have been used for equation
(3) to achieve convergence in some cases. In such cases, the solution
converged very slowly and took many hours. Hence, simulations were
run using supercomputing resources at Texas Advanced Computing
Center (TACC). More details on solution methods are available in the
supplementary information.

terms of v2 by rewriting the v% term as
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2.4. Output parameters from simulations

In addition to the process-related variables already described, two
other useful parameters are defined: i) steady state hydrate formation
rate in the reactor, and ii) conversion factor of incoming gas. The rate of
hydrate formation at any height (axial distance) in the reactor is denoted
as R(z). Accumulated hydrate mass increases which increasing axial
distance, dR/dz > 0. Therefore, the steady-state hydrate formation rate
in the reactor is estimated by R(H) where z = H is the maximum height
of the water column. The conversion factor, CF is defined as ratio of total
moles of gas consumed in hydrate formation inside the reactor to moles
of the incoming gas. Similar to the function R(z), conversion factor in-
creases with axial distance and is maximum at z = H. Equations to es-
timate the R(z) and CF are as follows:

R
R(z):/ N(z,r)v(z, r)m(z, r)2zrdr 7)
0
. _ - R(z) /M,
Conversion factor = CF = m 8)
3. Results

3.1. Operational conditions of the hydrate-forming reactor in the present
simulations

In this study, simulations were conducted for an application
involving carbon dioxide (CO2) separation from syngas (consisting of 40
% CO- and 60 % Hy). Simulations were conducted to mimic operating
parameters in the experiments conducted by Xu et al. [21]. Ref. 21 could
then be used to benchmark the present model. Accordingly, total gas
flow rates of 27 and 81 L/m?min were simulated. The bubble size was
fixed at 50 ym. Xu et al. [21] conducted these gas separation experi-
ments in a 4 m tall cuboid reactor with a cross-section of 10 cm x
10 cm[21]. To reconcile our modeling approach (which is based on a
cylindrical reactor) with the experiments in Ref. 21, we used a hydraulic
diameter of 11.28 cm in the simulations, which ensured the same cross-
sectional area. Since the experiments were conducted with 0.29 mol%
TBAB, the equilibrium conditions for CO, hydrate formation become
significantly milder. We incorporated a COy hydrate equilibrium cor-
relation from Maekawa [50] multiplied by a factor of 1/3rd to account
for the addition of TBAB. The resulting correlation with 1/3rd the for-
mation pressures than that of pure CO, hydrate matched reasonably well
with experiments from Mohammadi et al. [51], which used TBAB as a
promoter.

The film thickness for CO, hydrate was assumed to be 0.1 yum[52,53]
and growth factor, g was assumed to be a constant value of 0.25. The
growth factor varies between 0 and 0.5; a value of 0.5 corresponds to the
maximum rate of growth of the film. The growth factor represents an
average circumferential length on a bubble over which film growth
occurs. This factor is maximum if the film growth is occurring on a
diametrical circumference. The factor essentially accounts for a two-
dimensional growth on the surface whereas the film growth model is
one-dimensional. It should be noted that this parameter will vary across
reactors due the nature of film growth on the bubble surface. The mass
transfer coefficient due to diffusion of CO3 during the hydrate crystal-
lization process is assumed to be 0.01 m/s, based on our previous work
on film growth of hydrates [31]. Specific values of each of the param-
eters used in this simulation are available in the properties.py file
attached as codes in the supplementary information.

3.2. Results of simulations of the baseline conditions of the hydrate
forming reactor

This section details the results of the simulations for the above-
mentioned operating conditions of the reactor (referred to as baseline
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Fig. 3. (a) Axial temperature variation, (b) radial temperature variation, (c) axial variation of bubble velocity, (d) axial variation of bubble radius, (e) axial variation
of CO, mole fraction, and (f) axial variation of conversion factor of CO, in the reactor (showing much slower conversion for the higher flow rate). Radius of the

reactor is 5.74 cm, height is 4 m and Q is in units of L/m?min.

conditions). Fig. 3a, 3b shows the axial and radial variations of tem-
perature in the reactor. Temperatures do not remain constant
throughout the reactor but vary significantly both axially and radially.
Due to heat released during hydrate formation, the steady-state tem-
peratures are higher than the coolant temperature (273 K in the simu-
lations). Fig. 3a, 3b show the temperature distributions at three different
radial distances for flow rates of 27 and 81 L/m?min. The temperature
rise in the reactor is greater for the higher flow rate case, since high flow
rates translate to high hydrate formation rates and therefore higher heat
generation. Temperature rise is mostly observed in the bottom half of
the reactor for lower flow rates with a maximum temperature at the
centerline of the reactor. As previously discussed, higher temperatures
reduce the driving force for hydrate formation and the rate of conver-
sion. For example, in Fig. 3b, at r = 0 and z = H/4, the steady state
temperature is 280 K and 281.7 K for Q = 27 and 81 L/m?min,
respectively.

The equilibrium temperature for hydrate formation is 281.8 K for
these operating conditions. Hence, the actual subcooling available for
hydrate formation is about 1.8 K and 0.1 K for the Q = 27 and 81 L/

m?min cases, respectively, for r = 0 and z = H/4. The apparent sub-

cooling is set by the coolant temperature, and is 8.8 K. It is clear from
these numbers that hydrate growth will be very significantly limited by
heat transfer for the high flow rate case, since the actual temperatures
are very close to the equilibrium temperature of hydrate formation
(Fig. 3a,3b). For the lower flow rate case, hydrate growth will be
significantly heat transfer limited in the bottom half of the reactor. We
note that such heat dissipation-based limitations also govern crystalli-
zation of ice and are modelled using Stephan’s problem [54,55]. Ste-
phan’s problem is formulated under the assumption that the
temperature in the vicinity of a flat ice-water interface is equal to the
equilibrium temperature of ice formation (T = T,) which signifies a
heat transfer-limited growth. Our simulations yield similar results in
some cases of hydrate growth withT ~ T,;. Overall, inadequate heat
dissipation can significantly reduce the rate of hydrate formation, this is
an important outcome of the present study.

Fig. 3c and d shows the axial variation of bubble velocity and the
bubble radius in the reactor at three different radial distances for the two
flow rates considered in this study. The boundary condition for bubble
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velocity at the bottom of the reactor is the terminal velocity of the
bubbles with zero hydrate mass on bubbles. Interestingly, our simula-
tions show that the bubble velocity increases in parts of the reactor with
higher temperatures; this can be deduced by comparing Fig. 3a and 3c.
This can be attributed to the increased buoyancy of the bubbles at higher
temperatures which accelerates the bubbles. This phenomenon is
detrimental to conversion efficiency of the gas to hydrates as it decreases
the residence time of the bubbles in the reactor. For regions in the
reactor, where the temperature in the reactor is close to coolant tem-
peratures, the bubble velocity decreases in the axial direction due to
larger hydrate masses accumulating on the bubbles which slows down
the bubbles. This trend can be observed near the top of the reactor for
the case of Q = 27 L/m?min and is beneficial to hydrate formation.

Fig. 3d shows a decreasing bubble radius in the axial direction of the
reactor due to gas consumption during hydrate formation. As expected,
the bubble radius decreases rapidly for the lower flowrate case due to
faster hydrate crystallization at lower temperatures in the reactor. Since
our syngas mixture consists of 60 % Hy, most of the bubble volume is
occupied with the lighter gas, which is considered non-participating in
hydrate formation.

Fig. 3e shows the axial variation in mole fraction of COy in the
bubbles. Near the bottom of the reactor, the mole fraction is 0.4 corre-
sponding to 40 % of CO; in the syngas. As the bubbles move up the
reactor, CO; is consumed (hydrate formation) which reduces the mole
fraction. The mole fraction represents a very similar trend as that of
bubble radius. For higher flow rate, hydrate crystallization rate on in-
dividual bubbles is slower due to higher temperatures in the reactor,
which reduces the rate of conversion. However, it should be noted that
since the total number of bubbles is much more for the higher flow rate,
the total rate of hydrate formation is higher. Another important factor
about Fig. 3e is that the mole fraction flattens out at 13 % since it is very
close to maximum theoretical conversion possible for the operating
pressure of 3 MPa and equilibrium conditions of the reactor. As the mole
fraction of CO, decreases in the bubbles, the partial pressure reaches the
equilibrium pressure required for hydrate formation and the further
conversion is not possible. This challenge is discussed later and can be
addressed by increasing the operating pressure.

Fig. 3f depicts an interesting aspect of hydrate formation in bubble
column reactors. The conversion factor (CF) defined in equation (8) is a
ratio of CO; gas consumed in hydrate formation versus the total amount
of CO;, gas flowing in the reactor. At the higher flow rate, the conversion
rate is lower due to higher temperatures in the reactor. Fig. 3f shows a
conversion efficiency of 78 % and 67 % for the lower and higher flow
rates, respectively under the current operating conditions. This clearly
highlights the need for enhanced heat dissipation, and the need for an
optimal design to maximize CF, noting that the 78 % CF for the lower
flow rate is close to the upper limit and most of the conversion is
completed in a 3 m length. While operating at higher flow rates will
yield larger mass of hydrates, it will require enhanced heat dissipation
capabilities or longer reactors. From a process design standpoint, these
findings suggest that three similar reactors operating at a certain flow
rate will result in much higher rates of hydrate formation than one
reactor with 3X flow rate. Therefore, if the techno-economics of adding
more reactors is justifiable, the former would be a better design choice.

3.3. Validation of simulations

The results of the simulations of the baseline case, as described in the
previous sub-section can be used to validate the model to a limited
extent. The presented baseline simulations were conducted to mimic the
experiments conducted by Xu et al. [21]. For a flow rate of Q = 27 L/
mzmin, Xu et al. [21] reported CO2 mole fractions in residual gas phase
of 13.6 % whereas our simulations predict residual mole fractions of
12.8 %; this constitutes a very reasonable match. The residual mole
fractions can be obtained from the conversion factors shown in Fig. 3f.
Interestingly, at the higher flow rate of Q = 81 L/m?min, the conversion
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is lower with residual CO, mole fractions of 18.03 %. Such reduction in
conversion at high gas flow rates is in accordance with multiple studies
[21,23]. At the lower flow rate Xu et al. [21], reported that the total gas
consumption was 411 L. This value, when converted at STP yields an
average hydrate formation rate of 0.5 kg/hr, considering that hydrates
start forming after equilibrium pressures are reached inside the reactor.
From the current simulations, the hydrate formation rate for the lower
flow rate is ~ 1 kg/hr, as calculated from R(z) in equation (7). It would
then appear that the present simulations will overpredict the experi-
mental results. However, this discrepancy can be attributed to the fact
that the experiments by Xu et al. [21] were not conducted at steady
state, and the pressures varied from 0 to 3 MPa. Lower pressures reduce
the driving force for hydrate formation and yield lower hydrate con-
version, compared to our simulations where the pressure is constant at 3
MPa. Another factor, that can contribute to this discrepancy is that the
simulations assume a zero induction time for nucleation, which will
overpredict the overall formation rate.

4. Impact of various process-related parameters on hydrate
formation

The previous section analyzed a baseline case of gas separation,
based on CO; hydrate formation. In this section, we examine the influ-
ence of various process parameters on hydrate formation.

4.1. Influence of enhanced thermal conductivity of hydrate forming media
on hydrate formation

Any increase in temperature of the hydrate forming media will
reduce the driving force for hydrate formation, thereby reducing the
CO4 hydrate formation. Multiple experimental studies have explored the
influence of enhancing the thermal conductivity on hydrate formation.
Thermal conductivity can be enhanced through the use of porous metal
foams or by dispersing metal nanoparticles [56-58]. Although these
techniques have only been explored in traditional stirred batch reactors,
we study the influence of enhanced thermal conductivity on hydrate
formation in bubble column reactors. Simulations were conducted with
the same parameters as in the previous section, but with the thermal
conductivity enhanced by 5X and 10X (such enhancements have been
reported in literature).

Fig. 4a and b show the axial variation of the conversion factor for the
baseline case, and the two cases with enhanced thermal conductivity. It
is clearly seen that the conversion improves significantly upon
increasing the thermal conductivity by a factor of 5. The benefits of a
thermal conductivity enhancement of 10 are marginal compared to an
enhancement of 5. As discussed earlier, Fig. 3a and b show a significant
temperature rise in the bottom half of the reactor. Therefore, any
enhancement in thermal conductivity specially benefits conversion in
the lower part of the reactor. Fig. 4a shows that maximum possible
conversion occurs much faster with higher thermal conductivities. A
similar trend is seen for in Fig. 4b for the high flow rate case. The total
hydrate formation rate follows very similar trends as depicted in Fig. 4;
however, its absolute value is higher for the higher flow rate case. All
these findings clearly highlight the need for thermal conductivity
enhancement inside the reactor, with the objective of reducing the
reactor size. At the minimum, our simulations suggest the need for
thermal conductivity enhancement in the bottom half of the reactor.
Another benefit of using metal foams or nanoparticles in the bottom half
of the reactor would be the higher nucleation kinetics. Both foams as
well as nanoparticles, will provide nucleation sites, which speeds up
overall hydrate formation. Metal surfaces can significantly improve the
nucleation kinetics as shown in multiple studies [59-61].

4.2. Influence of bubble size on hydrate formation

The size of the bubbles is an important and controllable parameter in
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Fig. 5. Influence of bubble size on hydrate formation rate for two gas flow rates.

bubble column reactors. In this section, we simulate the influence of
bubble size on the hydrate formation rate, with most other simulation
parameters remaining unchanged from the baseline case. The bubble
size is varied in the range of 10-200 pm for two gas flow rates, Q = 2.7
and 27 L/m’min. Smaller bubble size is generally more favorable for
hydrate formation due to larger gas-water interfacial contact area.
Fig. 5a shows that hydrate formation rate generally increases with
decreasing bubble size until it reaches a plateau, thereafter which the
increase is not significant. Interestingly, this plateau is reached at a
higher bubble size for the lower flow rate case. The maximum hydrate
formation rate was achieved for bubbles sizes below 100 um and 50 pm,
for the low and high flow rate cases, respectively. This trend can be
attributed to heat accumulation effects in the reactor. Higher heat
generation at a higher flow rate slows hydrate formation and will
necessitate smaller bubbles to compensate. Overall, these simulations
show that operating the reactor at higher flow rates will require smaller
bubble sizes to maintain the formation rates.

While smaller bubble sizes aid hydrate formation in general, an
interesting result was observed for the larger flow rate case, wherein the
hydrate formation rate decreased slightly for very small bubbles.
Maximum hydrate formation rate was observed for a bubble size of 30
um. The decrease in hydrate formation rate for bubbles smaller than 30
um can be attributed to the excessively high gas-water interfacial area,
which generates substantial heat in the bottom part of the reactor (via
hydrate formation) and makes overall hydrate formation heat transfer-
limited. Xu et al. [21] and Cai et al. [22] reported similar trends in
their experiments, where they reported peak hydrate formation rates at
a bubble size of ~ 50 um. Another detrimental effect of smaller bubble
sizes, which is not captured in the simulations is the slow nucleation rate
associated with very small bubbles (due to smaller gas—water bubble
area for nucleation), which can reduce conversion efficiency. Overall,
the present simulations clearly suggest an optimum bubble size to

maximize hydrate formation, with the optimum bubble size decreasing
with higher flow rates.

4.3. Influence of reactor pressure on hydrate formation

Hydrate formation occurs in the hydrate stability region at pressures
much higher than atmospheric pressure. For hydrate formation from
binary gas mixtures, where one gas is non-participating, the hydrate
formation pressure depends on the partial pressure of the gas forming
the hydrate. For the binary composition of syngas in this study, the
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Fig. 6. Influence of reactor pressure on conversion factor.
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effective partial pressure exerted by CO, decreases with decreasing mole
fraction of CO2. Hydrate crystallization reduces the mole fraction of CO2
inside a bubble as it rises in the reactor. Once the CO, concentration
inside the bubble falls below a certain threshold, the partial pressure of
CO4, is not enough to sustain hydrate formation. This consideration de-
termines the maximum theoretical conversion that can be achieved for
specified operating conditions.

The total conversion rate can be improved by increasing the reactor
pressure. An increase in reactor pressure will increase the maximum
theoretical conversion efficiency by increasing the partial pressures of
the gas. Fig. 6 shows the influence of varying the reactor pressure on the
total conversion rate. The simulations are conducted for a gas flow rate
of 27 L/m?min and depict an increase in conversion of CO, into hydrates
with increasing pressure. From these simulations, the maximum sepa-
ration that can be achieved at operating pressures of 2, 3 and 4 MPa are
20.2 %, 12.8 % and 9.6 % mole fraction of residual CO5 respectively.
Such trends were also experimentally observed by Chen et al. [18]. This
simulation framework suggests that practical ways to increase the
maximum theoretical conversion efficiency include increasing the
reactor pressure, or lowering the equilibrium pressures of hydrate for-
mation through the use of thermodynamic promoters. The contribution
of hydrostatic pressure and Laplace pressure (due to bubble curvature)
to the partial pressure of CO; is much smaller than the reactor pressure.
Overall, the reactor pressure is an important parameter which de-
termines the maximum separation efficiency in hydrate-based gas sep-
aration processes.

4.4. Influence of precooling the inlet gas on hydrate formation

In this sub-section, we analyze the influence of pre-cooling the inlet
gas on the steady-state rate of hydrate formation. As discussed previ-
ously, one of the key findings of these simulations is the significant rise
in temperature in the bottom half of the reactor. Pre-cooling the gas
entering the bottom of the reactor can help in minimizing temperature
rise, thereby improving the hydrate formation rate. To the best of our
knowledge, the influence of a pre-cooled gas on hydrate formation has
not been studied before. Fig. 7 shows the influence of precooling the
inlet gas to temperatures ranging from 260 to 272 K in reactors with
diameters of 11.28 cm and 22.56 cm. The total flow rate is 0.81 L/min
and corresponds to the flow rate of 81 L/m?min (flow rate per unit area)
in the 11.28 cm diameter reactor, used in the baseline simulations. It is
noted that the flow rate is not at STP but rather at the temperature and
pressure conditions at the bottom of the reactor. Overall, it is seen that
pre-cooling can enhance the hydrate formation rate by upto 5 %.

The plot in Fig. 7 leads to two interesting observations. Firstly, since
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the total gas flow rate is the same, it is expected that the larger diameter
reactor will provide higher hydrate formation rate, since heat generation
(due to hydrate crystallization) is spread out over a larger volume,
which reduces the volumetric heat generation. Moreover, pre-cooling
the underside of the reactor further enhances the hydrate formation
rate for the larger diameter reactor. This is due to the larger surface area
providing larger cooling effect on the underside of the reactor. Secondly,
because of the bigger reactor providing a larger cooling effect, the
benefits of pre-cooling become more significant with higher levels of
pre-cooling. This is evident from the fact that the slope of line corre-
sponding to D = 22.56 cm is higher than that of 11.28 cm. Therefore, the
enhancement in hydrate formation rate at lower pre-cooling (like 260 K)
is higher for the bigger reactor. In addition to the above-mentioned
benefits, pre-cooling can also significantly increase the nucleation rate
of hydrates. Overall, our simulations highlight key advantages of pre-
cooling the reactor, especially, for reactors with large cross-sectional
area.

4.5. Influence of diameter and height of reactor on hydrate formation

This section analyzes the influence of the diameter and height of the
reactor on the rate of hydrate formation. For this analysis, the total gas
flow rate is kept the same as that in the previous sub-section (0.81 L/
min). All other parameters remain unchanged. It is noted that since the
diameter is varied, the gas flow rate per unit area through the bottom of
the reactor is not constant. A constant total flow rate ensures that the
total gas available for hydrate formation is constant.

Fig. 8 shows the variation in hydrate formation rate with the diam-
eter of the reactor for three heights of the reactor. In general, hydrate
formation rate increases with diameter. There are two competing heat
transfer effects that increase or decrease the hydrate formation rate in-
side the reactor. An increase in diameter of the reactor reduces the
volumetric heat generation since the total gas flow rate is the same. The
reduced volumetric heat generation decreases the temperature rise in-
side the reactor (upon hydrate formation), thereby increasing hydrate
formation rate. However, as the reactor diameter increases, heat dissi-
pation from the center to the outer parts of the reactor is impeded, which
will result in a temperature rise, thereby decreasing the hydrate for-
mation rate. Both these effects compete with each other. Our simulations
show that for diameters > 1 m, hydrate formation rate does not increase
linearly, but rather increases at a much slower rate. For a long reactor
(height of 5 m), the hydrate formation rate reaches a maximum at a
diameter of 1.5 m. The “heat diffusion impeded regime” is shown in
Fig. 8 and indicates the region where the limitations on heat diffusion
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affect hydrate formation rate.

It should be noted that although hydrate formation rate increases for
larger sized reactors, the reactor cost and weight increase as well. For a
flow rate of 0.81 L/min, simulations show that a 1 m diameter reactor
will be adequate from a process efficiency standpoint. Moreover, Fig. 8
also shows that longer reactors increase the hydrate formation rate due
to better hydrate conversion achieved over the length of the reactor.
However, increasing the height of reactor will also increase the cost and
weight. The fact that the presently developed modeling framework can
analyze such tradeoffs highlights its utility as a tool to design reactors.

5. Conclusions

This article presents a novel physics-based simulation framework to
predict hydrate growth in bubble column reactors; importantly this
model accounts for the influence of coupled heat and mass transfer on
hydrate formation. Several phenomena dealing with mass transfer, heat
transfer and interfacial chemistry are included in the governing equa-
tions. This modeling framework is used to quantify the impact of various
operating parameters (gas flow rate, bubble size, reactor pressure, inlet
gas temperature, reactor diameter) on hydrate formation rate and gas-
to-hydrate conversion factor. Simulations are benchmarked with
limited experimental data available from another study, which used
hydrate formation to separate CO5 from syngas.

These simulations result in several findings and insights related to
the complex transport phenomena that govern gas hydrate formation.
The results clearly highlight the significant negative impact of inade-
quate heat removal from the reactor on hydrate formation rate and
conversion factor. Enhancing the thermal conductivity of the hydrate
forming media can significantly enhance hydrate formation, with an
estimated 2X increase in conversion factor. By analyzing various
tradeoffs associated with bubbles, it is seen that bubbles smaller than
100 ym diameter are essential to realize high hydrate growth rates.
Increasing the reactor pressure can significantly improve the maximum
theoretical separation efficiency. Simulations show that maximum
theoretical separation efficiency for CO, can be > 90 % for moderately
high reactor pressures. Precooling the inlet gas is another process
parameter that can be used to enhance hydrate formation. Finally, this
simulation framework can analyze the influence of reactor size on
various phenomena which influence heat generation and dissipation.
Overall, the generalized formulation and findings from this work can
greatly assist in the design and optimization of bubble column reactors
for hydrate formation for syngas separation and other applications.
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