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Abstract

This paper develops a new coupled enriched Galerkin (EG) scheme for Biot’s poroelasticity
model based on the displacement-pressure formulation. The aim of this work is to provide
a stable and robust numerical method for a wide range of physical and numerical param-
eters. The finite-dimensional solution spaces are enriched linear Lagrange spaces, and the
inf-sup condition between the two spaces is achieved by adding a stabilization term. The
resulting coupled EG method is locally conservative and provides stable solutions without
spurious oscillations or overshoots/undershoots. The well-posedness and optimal a priori
error estimates are established. Numerical results in various scenarios are provided.

Keywords Biot - Poroelasticity - Enriched Galerkin - Locking-free - Local mass
conservation

Mathematics Subject Classification 65M60 - 74F10

1 Introduction

The deformation of a solid porous material caused by the change of fluid pressure inside the
material may cause the change in permeability and porosity of the porous material, which
in turn affects the fluid pressure. These coupled processes between the fluid flow and solid
deformation are commonly modeled by Biot’s system of poroelasticity equations [5, 6].
Biot’s system consists of two partial differential equations, describing the conservation of
momentum for the solid mechanics and the conservation of mass for the fluid flow. This model
has been employed to model various applications in science and engineering fields, including
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groundwater contamination, fossil fuel production, earthquake mechanics, geothermal energy
harvest, and biomedical engineering.

While various numerical methods (e.g., finite difference [4, 26, 27] and finite volume [15,
31, 38] methods) have been employed to solve Biot’s equations, the most popular methods
fall into the category of general finite element methods (FEMs) [12, 17-19, 21, 25, 28, 43—
46]. In particular, it is a common practice to couple different types of FEMs tailored for
each subproblem, mechanics or flow, to satisfy the underlying physical law or to overcome
the known numerical difficulties associated with each governing equation. Some examples
include the coupling of continuous Galerkin (CG) and mixed finite element method (MFEM)
[33, 44, 46], discontinuous Galerkin (DG) and MFEM [34], MFEM and MFEM |2, 3, 45],
and CG and enriched Galerkin (EG) method [12, 19].

There are several numerical challenges when solving poroelasticity problems. First of
all, regardless of what combination of numerical methods is used, the choice of the finite-
dimensional solution spaces cannot be made independently of one another. As is well-known
for mixed finite element methods, the solution spaces should be inf-sup stable [7, 9]. The
violation of this stability condition in the poroelasticity modeling may result in spurious
pressure oscillations, known as pressure locking, for a certain range of material and numerical
parameters [8, 35, 36, 46]. Overcoming pressure locking has been a subject of extensive
research in the past couple of decades [14, 24, 29, 34, 42, 45, 46].

However, the lack of the inf-sup condition is not the only cause of pressure oscillations in
poroelasticity simulations. In other words, the inf-sup stability does not necessarily guarantee
oscillation-free pressure solutions, in particular, near material interfaces with high contrast
permeability values. A good example of an inf-sup stable element that presents pressure
oscillations in heterogeneous media is the Taylor-Hood element [28, 41]. Indeed, these oscil-
lations (overshoots/undershoots) are related to the lack of local mass conservation in the
numerical method. Therefore, they should be distinguished from the pressure locking phe-
nomenon. The aim of this research is to provide a numerical method that is free of both types
of pressure oscillations.

In this present work, we propose a coupled EG method for solving the Biot model, where
we solve both the mechanics and flow problems using EG methods. The EG method is a
new class of FEMs that combines the advantages of the two most extensively studied FEMs:
CG and DG methods. The EG solution space is obtained by enriching a CG space with a
minimal set of suitable discontinuous functions to achieve some desired properties that the CG
method lacks, for example, local mass conservation. On the other hand, the non-conformity
of the solution space is accounted for by using a DG-like weak formulation. Therefore, the
computational cost for the EG method is much lower than the DG method due to the fewer
degrees of freedom (DOFs) and a simpler sparse linear system. Moreover, one can utilize
existing CG and DG codes to implement the EG method with some slight modifications.

In our new coupled EG method, we employ the linear CG space enriched by piecewise
constants for the pressure solution. This EG space was employed in [20, 22, 23, 39] to
study coupled flow and transport problems in porous media. The resulting EG method for
the flow equation provides local mass conservation and yields solutions with no spurious
oscillations, which would normally be present if the CG method was used, in heterogeneous
porous media. For the displacement space, we enrich the linear vector-valued CG space
with an enrichment space spanned by one local linear basis function per element. This EG
space was utilized by the authors in [47, 48] for simulating nearly incompressible elastic
materials and incompressible Stokes flow. On the other hand, the temporal discretization is
done using the backward Euler method for simple analysis. Another important aspect of our
EG method is the presence of a stabilization term, which plays an essential role in achieving
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the inf-sup condition and provide oscillation-free solutions. We prove the well-posedness
and optimal a priori error estimates for the new method. Also, we demonstrate through
several numerical experiments that our coupled EG method yields oscillation-free solutions
for problems in various scenarios, where we would normally observe pressure locking or
overshoots/undershoots when solved by CG methods. Recently, a five-field MFEM for the
Biot model that enjoys similar properties to ours was presented in [2]. Though their original
method requires the solution of a much larger linear system than ours, the method can be
reduced to a cheap (Pg-Pg) pressure-displacement system, whose reduction process involves
the solution of local problems.

The outline of the rest of the paper is as follows. We start with presenting the governing
equations in Sect. 2 and introducing some useful notations in Sect. 3. Then, we define our
EG method and show its mass conservation property in Sects. 4 and 5, respectively. The
next two sections, Sects. 6 and 7, are dedicated to prove the well-posedness and optimal a
priori error estimates. Finally, in Sect. 8, we present the numerical results of our numerical
experiments.

2 Governing Equations

Let £2 be a bounded, connected, Lipschitz domain in RY d=2,3,andlet] = (0, T¢] with
Ty > 0. Also, let u be the displacement of the solid phase and p be the fluid pressure. Then,
the governing equations are

—V.(o(m)—apDh =f in2 xI, (1a)

3
S (cop+av-w -V (KVp)=g in2xL (1b)

where f is the body force and g is the volumetric source/sink term. Also, o is the standard stress
tensor from linear elasticity, satisfying the constitutive equation o (u) = 2pue(u) + A (V- u)l,
where €(u) = %[Vu + (Vu)T] is the strain tensor, I is the d x d identity tensor, and u, A are
the Lamé constants. The Lamé constants are assumed to be in the range [0, 1] x [0, 00)
for some 0 < g < 1 < oo. Then, the total stress tensor is given by ¢ = o — « pl, where
« is the Biot-Willis constant. The momentum balance for the fluid is interpreted as the Darcy
law for the volumetric fluid flux: @ = —KV p. We ignore the gravity effect here for a simple
presentation of the numerical method. However, it is straightforward to include the gravity
term in the numerical formulation. The permeability tensor, K € R?*¢, is a symmetric and
uniformly positive definite tensor satisfying the following assumption: there exist positive
constants kpyin and kmax such that for any x € £2,

kinink "€ < ETK(X)E < kmuxT &, VE € RY.

The fluid content, n, can be written as n = cop +aV -u, where ¢ is the constrained specific
storage coefficient. The mass conservation states that n, = —V - q + g.

To complete the system (1), we have to prescribe suitable boundary and initial conditions.
To this end, we introduce two pairs of partitions of the boundary of £2, {I",, I'y} and {1y, I3},
such that 382 = I, U I’y and 982 = Iy U I;. In this paper, we assume that [I7,| > 0 and
[I4] > 0. Then, we prescribe the following mixed boundary conditions:

p=pponl,, (KVp)-n=gyonly, u=uponly, on=tyonl;, )
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where n is the outward unit normal vector. We also have the following initial conditions:
p(-,0) = p® andu(-,0) =u’ in 2 3)

such that

0

p0=pD(-,0)oan and u’ =up(-,0)on Iy.

The existence, uniqueness, and regularity theory of the solution of the governing equations
(1) is developed in [37].

3 Notation and Preliminaries

In this section, we introduce some notations and preliminaries that will be useful throughout
the rest of the paper. We adopt standard notations for Sobolev spaces H*(E) [1] and their
associated inner products (-, -)g, norms || - ||s,£, and seminorms | - | g on a subdomain
E C R4, We extend these definitions and notations naturally to vector functions { : E — R4
and tensor functions 7 : E — R?*4_ When s = 0, H*(E) coincides with L2(E). In this
case, the inner product will be denoted by (-, -)g. For simplicity, the subscript E will be
dropped if E = £2. For vector functions v,w € [L2(E)]?, the notation (v, w)g denotes
the integral of their dot product over E, and for tensor functions 7, @ € [L2(E)]¥*4, the
same notation denotes the integral of the Frobenius inner product T : @ := tr(t! ). If
E C R9! then the innder product will be denoted by (-, -)g. For any subset I" C 9£2,
Hy (82) ={w e H'(2) |[lw=0onTI}.

Let 73, be a shape-regular triangulation by a family of partitions of £2 into elements K,
where K is a triangle when d = 2 and a tetrahedron when d = 3. We denote by hg the
diameter of K and we set h = maxgc7;, hk. Also, we denote by & the set of all edges (or
faces) and by 5}{ the collection of all interior edges (faces), respectively. For any e € &/,
there are two neighboring elements K+ and K~ such that e = K+ N 3K ~. We associate
one unit normal vector n, with e, which is assumed to be oriented from Kt to K—. If
eef }1’ =&\ 8,{ , then n, is taken to be the outward unit normal vector to 052.

The development of an EG method requires broken Sobolev spaces, which depend on the
partition of the domain. The broken Sobolev space H* (7;,) for any real number s is defined by
HS(T) = {v e L3(2) | vlg € H (K) YK € Tj, }, equipped with the broken inner product

1
2
(w, q)7, = Y ke, (W, ¢)k and a broken Sobolev norm ||w|| g+ (7;,) = (ZKgTh ||w||X,K) .

Similarly, (&) refers to the set of functions whose traces on the elements of &, are square-
integrable. This space is equipped with the broken inner product (w, ¢)g, = Y ,c & (W, qe

1
and a broken Sobolev norm ||w|| gs g,y = (Z |w ||s,e) ° . These definitions and notations

ecéy
can be naturally extended to vector and tensor functions.

For ¢ € [H'(73)1%, the trace of ¢ along 9K for any element K is well defined. If e € &/
is shared by two elements K+ and K —, there are two traces of ¢ on e, which will be denoted
by ¢¥, respectively. Now, we introduce the so-called average and jump operators, {-} and

[[-1, respectively, as follows:

1
=5 +e)and [gl:=(¢T—¢7)  ifeesy,
) =M[l:=¢ if e €&

We use the same definitions and notation for vector and tensor functions.
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Lastly, we recall important trace inequalities that will be frequently used in the analysis
of our EG method. Let | K| denote the area of K in two dimensions and the volume of K in
three dimensions. Similarly, |e| denotes the length of e in two dimensions and the area of e
in three dimensions. Then, there is a constant C; independent of g and v such that for any
ve H(K), s>1,

Ivllo,e < Cilel21K I~ 2(lullo.x + hk[IVullo,x) Ve C K. 4)

If v € Py (K), where P (K) is the space of polynomials of total degree at most k, then the
trace inequality becomes

Ivllo,e < Cilel 21K 17 2|lvllo,x Ve C 9K, Q)

where C; is independent of 4 g and v but depends on the polynomial degree k. We note that
analogous inequalities to (4) and (5) hold for vector and tensor functions.

4 Variational Formulation and Enriched Galerkin Method

In this section, we derive a variational formulation for the model problem (1) and propose
a fully-discrete EG method. In order to derive a variational problem, we multiply (1a) and
(Ib) by v € [Hol’ r ()19 and w € H017 r (£2), respectively, and integrate by parts. Then,
the resulting variational formulation reads as follows: At every ¢ € (0, T¢], find (u, p) €
[H'(£2)]4 x H'(£2) such thatu = up on I'; and p = pp on I', and satisfy

a"(w,v) —a(p,V-v) =, v) + (ty, V)1, Vv e [Hol’j-d(.Q)]d, (6a)

co(pr, w) +a(V -y, w) +af (p, w) = (g, w) + (gn, w)r, Yw € Hy - (2),  (6b)
where the bilinear forms a"(u, v) and a” (p, w) are defined by
a%(u, v) = 2u(e(u), e(v)) + A(V-u, V-v) vu,v e [H'(2))?
a’(p, w) = (KVp, Vw) Vp, we H'().

It is trivial to see that a%(-, -) is symmetric and continuous. Given that |I;| > 0, the second
Korn’s inequality holds on [ H -, (£2)]¢ [30]. In other words, there exists C = C(£2, I'y) > 0
such that

Vit < ClleMllo. Vv € [Hy, 1, ()1 @)

Therefore, a%(-, -) is coercive on [Holq r 9.

For the spatial discretization of the weak form (6), let us introduce our EG finite element
spaces for the displacement and pressure on a shape-regular mesh 7j,. Let Cj, be the standard
linear CG finite element space and C;, = €))7 c [HY(£2)]9 be the vector-valued linear CG
space. Also, let

D = [y e [L2@)17 | ¥k = ex(x = x5), cx €RVK €T,

where x = [xq,---, xg]7 and xg is the position vector of the center of K € 7y, that is,
(x — xg, )k = 0. Then, the EG finite element space for the displacement is defined as

Vp=Crh&® ’D}:,

@ Springer



26  Page6of23 Journal of Scientific Computing (2023) 94:26

where the direct sum can be established because C;, N D} = {v | v = 0 on £2}. For the
pressure space, first let

D ={v e L*(2) | ¥Ix € Po(K) ¥K €T}
Then, the space for the pressure is defined as
Wy :=Cy + D}

Note that W}, is not a direct sum unlike V},. Also, both V}, and W), require only one additional
local degree of freedom per element compared to the linear CG spaces Cj, and Cp,, respectively,
regardless of the dimension d.

To discretize (6) in time, we employ the backward Euler method for simplicity. However,
higher-order time-stepping methods can be also considered in practice to achieve the same
convergence orders in space and time. For a positive integer N, At = Ty /N is the time step
and t" = nAt. For any known function ¢ (¢), the function value at time ¢" is denoted by ¢".
That is, " = ¢(¢"). In our EG method, (uj, p}) is an approximation of (u", p"), where
n=0,...,N.

Finally, our fully-discrete coupled EG method reads as follows: At the initial time t = 0,
we take

u) =11’ and pj) =117 p°, ®)

where the interpolation operators I1;' and 17[17 are introduced in Sect. 6. Then, given
(uy, pp) € Vo x Wy with0 < n < N — 1, find (uZ'H,pZ'H) € Vi X Wy such that

al W v — by v, ppth = gl (v vy ey, (9a)

n+1 n+l
. P —pz +b u, - Z + p( n+1 )= p tn+l. IRZ w (9b)
ey Ve W\~ ) T ae W) =g (T w) Yw €W,

where
a, (v, w) 1= 2u(e(v), W), +A(V-v,V-w)7, — ({(v)n.}, wlherur,
-1
+ 0"V (o (Wmed)grop, + B (o VDL WD), ceror,
a) (¢, w) == (KVq, Vw)z, — ({(KVq -n.}, [wieror, + 67 ({(KVw - n,}, laMeior,
+ 7 (hg gl Twl)er
by (v, w) = a(V-v, w)g, —a{{w}, [VI-ne) g/,
cn(g, w) = co(q, w), +y"h*(Vgq, Vw)g,
gh(t:v) == (£(), V)7, + (v (). V)1 + 6" (p (@), e (Vne)r, + B (b up (). v) ., .
g, w) = (g(1), w)z, + (gn (), w)r, — a(w, Wp); () M) 1
+ 07 (KVw -ne, pp)r, + B (b, pp (1), w),. .
Here, h, = |e|ﬁ and B"Y, B7 are penalty parameters, which are assumed to be positive
constants, and y” > 0 is a stabilization parameter. Also, 6" and 7 are symmetrization
parameters and chosen from {—1, 0, 1}. These three parameters lead to a symmetric interior

penalty Galerkin (SIPG) method, an incomplete interior penalty Galerkin (IIPG) method, and
anon-symmetric interior penalty Galerkin (NIPG) method, respectively. There are 9 possible
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combinations of 6" and 67. However, in this paper, we consider only (8", 67) = (—1, —1),
that is, the SIPG method.

n+1

Remark 1 The bilinear form ¢, <p b A:p L w) in the flow problem (9b) includes a stabiliza-

n+1 n
2 Py — P
VPh <v<>,Vw) , (10)
At 1,

which is employed to satisfy the (weak) inf-sup stability condition. This same stabiliza-
tion term was utilized for the Stokes problem [10] and poromechanics [11, 40] to stabilize
the pressure oscillations. This term has been known as the fluid pressure Laplacian (FPL)
stabilization term.

tion term

5 Local Mass Conservation

One of the interesting properties of our coupled EG method is the conservation of mass on
each mesh element. Let ¢ = —KV p. Then, the integration of the mass conservation Eq. (1b)
on K € 7, with 0K N 32 = (J yields

(q-ng, )y = (g —copr —aV-u, Dg = (g —cops, Dk — (au; -ng, L)yg, (11)

where ng is the outward unit normal vector to dK . To see that our coupled EG method can
mimic this identity, let us fix an interior mesh element K and take w = 1 on K and w = 0
elsewhere in (9b). Then, using the fact that Vw = 0, we get

n+1 n n+1 n n+1 n
— u —u 1 u —u
o[ Z——Pr 1) gpov (BT} ) oo || (BT,
At At 2 At
K K 9K
_<{KVPZ+1 'nK} Dok + B <h;l [[pz+l]]’ ]>8K = (""" Di.

Applying the divergence theorem to the second term and combining it with the third term
above, we arrive at

_ n+l plp—1 n+l
({KVph nK] ok + B <he [[Ph ]] , 1>6K

n+1 n n+1 n

— u —u
Z(g"H,l)K—CO(phAtph’l) _a<{(hAth>.nK}’l> )
K K

Hence, if we define our numerical (normal) flux qZ+1 on 0K by

q ! ng =-— [KVPZH 'HK} +B7h;! [[PZH]] ,

we have the following local mass conservation, which is a discrete counterpart of (11):

n+1 n n+1 n

— u —u
(qZ+1’nK71>aK=(gn+l’1)K_C0 (phAtph’l> _a<[<hAth>.nK}’1> )
K K

Note that this local mass conservation is achieved independently of the stabilization parameter
y?.

@ Springer



26  Page 8of23 Journal of Scientific Computing (2023) 94:26

6 Existence and Uniqueness

This sections considers the existence and uniqueness of the solution of the fully-discrete
problem (9) at each discrete time t", n = 1, --- , N. Let us introduce the following energy
norms in the EG finite element spaces Vj, and W,:

1

—1/2 2
v = (le@IE + 81 IV 132, ) ¥V € Vi,

—-1/2 2
lwlw = (IVwld + 8718 2 [0l 13246,)) " Yoo € Wi,

and a semi-norm
lwle = /yPhIIVwllp2¢7,) Yw € Wh.

The following lemmas show the continuity of the bilinear forms aj} (-, ), af: G, ), bu(-, 1),
and ¢ (-, -).

Lemma 1 There exists a constant C,, > 0 independent of h such that
ay (v, W) < C,IVIvIwly Y(v.w) e [H' (@] x [H (T))". (12)

Proof The result is obtained by using the Cauchy—Schwarz and Young’s inequalities, the
trace inequality (5), and the fact that |V - v|lo. x= [[tr(e(V))llo.x < «/EIIE(V)IIU,K on each
K €7,. ]

Lemma 2 There exists a constant C,, > 0 independent of h such that

al(q.w) < Cy, lgllwllwliw ¥(g. w) € H'(Ty) x H'(Ty). (13)
Lemma 3 There exists a constant Cp, > 0 independent of h such that

by (v, w) < ColIvlivlwlo ¥(v.w) € [H'(Ti)1? x L*(2). (14)
Moreover, There exists a constant Ci > 0 independent of h such that

by (v, w) < CylIvlollwlhw Vv, w) € [H' (@)1 x H'(Ty). (15)

Proof 1t is straightforward to show the continuity inequality in (14) using the Cauchy—
Schwarz and trace inequalities. To prove (15), we first recall the following identity

(Vv w)g, = (V- ne, {whe, + (v} -0, [wl) ¢/
~(v. Vw)z, Y(v,w) e [H'(T)) x H'(T))
and that the average and jump operators are the same on the boundary edges. Then,
by(v,w) =a(V-v,w)g —a{{w}, [v]- ne>£,{u1“d = —a(v, Vw)g, +a([w], {v}- ne)s,{ur,'

Therefore, we obtain the result by using the Cauchy—Schwarz and Young’s inequalities and
the trace inequality (5). O

We also have the following coercivity results for the bilinear forms aj(-, -) and a;z G, ),
which are found in [48] and [20], respectively.
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Lemma 4 (Coercivity of a}}) Assuming B is sufficiently large, there exists a constant iy > 0
such that

al(v,v) = kullvIl5, Vv eV (16)

Lemma5 (Coercivity ofa,’;) Assuming BP is sufficiently large, there exists a constant k, > 0
such that

al (w, w) > ik, |wll}y Yw e Wy. (17)

Another key ingredient for the proof of the existence and uniqueness of the solution is
the (weak) discrete inf-sup condition. This condition is particularly important to prove the
locking-free property of our method even when ¢y = 0 and K and At are small. To this
end, consider two interpolation operators 11! : [H L) - vy and IT f CHY2) > Wy
defined in [48, Section 4] and [20], respectively. Here, we only state their useful properties
and error estimates.

Lemma 6 There exists an interpolation operator I ,‘l’ SHY () — V), that satisfies

(V-(v—1II'), g =0 VK € Tp, (18a)

IV —II'v|; < Ch" V], 0<j<m<2 vv e [H2(2)1%, (18b)
V- (v—IIv)|; < Ch'I |V vy Vv e [H>(2)]%, (18¢)
ITRvIy < ClIvi Vv € [Hy r, (1, (18d)

Iv— iy < CR" V], 1 <m <2 Vv e [H*(2))", (18e)

where C > 0 is a generic constant independent of h.

Lemma 7 There exists an interpolation operator IT ,f : H'(2) = W), that satisfies

(w—Ifw, Hg =0 VK € Tp, (19a)
lw— I wl; < Ch" W]y, 0<j<m<2 Yw e H*(£2). (19b)

Lemma 8 (Inf-sup condition) Provided that B* > 0 is sufficiently large, there exists a positive
constant C* > 0 such that

N by (v, w)
CHllwllo < sup ———— +|wlx Yw € Wj. (20)
vev\ioy  IvIlv

Proof For any nonzero w € W, w has a decomposition w = w, + wg € Cy + Dfl’ . Also,
there exists V € [Hé’ r (§))¢ [13] such that

V-v=w, and [Vl = Cllwllo. 2

Let P, : H\(T},) — Df be the local L2-projection onto the piecewise constant space. Then,
we have

lg — Pugllo.x < ChrlVqllo.x < ChlVqllo.x Yg € H'(Tp).
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Then, using the Cauchy—Schwarz and Young’s inequalities, trace inequality in (5), the prop-
erties of /T in (18a) and (18d), and (21), we have
allwlf = a(we +wa, V- )7
=a(w, V- IV 7, +a(we, V- ¥ — V)7,
= bh(n;,lc’v w) +a{{w}, [[H;llc’]] : ne)g/gupd +a(we — Prwe, V- (V — n;lll‘?))'fh
= b, (IT}'v, w) + a({w}n,, [[n,;‘v]]>gh,urd +a(we — Ppwe, V- V)7,
bh(n;:{’, w)
S T u~n_
1TV IIv
+allwe = PrwellollV - Vilo

by (v, w) (
<( swp )Ry + C (—=lwllol TRV Iy + vy PRIV o191
(VEV},,V#O ”V”V > \/ﬁ h \/7 ¢

by (v, w)
<C sup ——— +|wli | wllo + Co—=
vevp,v£o IVIy

17, V”V + allh, ) {w}nean(ShuFd)”h [[H;,lf’]] ”LZ(SéUFd)

lwlig,

\//T

where Cj and C; are some positive constants. Moving the second term on the right side to
the left, we arrive at

(1- )i =c D) )
o wlg < Ci sup —— +|w wllo-
NV vevpvzo IVIv "
If B" is large enough, the coefficient on the left-hand side is positive. Therefore, the inf-sup
condition (20) follows by letting C* = C% (1 — \/C,%) O

We are now ready to prove the existence and uniqueness of the solution of the new coupled
EG method (9). In particular, we will show that this result is true even in the limiting case of
co = 0and KAr — 0, which are known to contribute to the pressure locking in poroelasticity.

Lemma9 Given (], p}), 0 < n < N — 1, there exists a unique solution (w ™, p"™) 1o

the fully-discrete coupled EG method (9).

Proof Thanks to the finite dimensionality, the existence and uniqueness of the solution are
equivalent. Therefore, it suffices to prove that the only solution to the problem (9) with
@, piy = (0,0), gl (" v) = 0,g) ("t w) = 0is (@™, pit) = (0, 0). That is, we
want to show that the following system has only the homogeneous solution:

alw ™ v) —by(v, ppthH =0 Vv € Vy, (22a)
cn (P w) + by w) + Aral (pp T w) = 0 Yw € Wh. (22b)

First, taking v = uZJrl and w = pZ+] in the system (22) and summing the two equations,

and then using the coercivity results (16) and (17), we obtain

0=al (uz+1 n+1) —}—Ata{;(an, PZH) _l_ch(pn—H, PZH)

+1 +1 +1 +172
> el IS + o At ISy + collpi IS + 1P
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n+l ||V = 0, equivalently, uj, ! = 0. On the other hand,

one can draw the same conclusion for p"+l if ¢ # 0 or kAt is strictly positive. However,
we are interested in the limiting case where c¢o = 0 and «, At — 0. Therefore, we consider
pZH separately from uZH as follows. In light of the inf-sup condition (20), there exists

vV € V}, such that

from which one can conclude that ||uj,

€ pi o — 1pf T O IF Iy < by, pith. (23)

7"*1]lo. Now, plug u} ™' = 0 and

take v = 2 “Vand w = = p,, " in (22), then sum up the resulting two equations. Then, use
(23), (17), and the Cauchy—Schwarz and Young’s inequalities to obtain

Without loss of generality, we can assume that [|V[[y, = ||p;
n+l1 -

c* .
0= by (V. ") + araf (o p ) + e

> —(c Ipp o — |p”‘“| IVl + KpArnp"“nW +eollpf M+ 1pp 2

(C ) c*
> g — - |p"+'|2 ||p”+1 I3

+ K,,Arn PrRy, + co||p"+1 I3 + |p”“|
(C *)2 3( *)2
> ( o o ) Ipp TS + kpAtlpi IR, + | it = = 1Ip3,
from which p”+] = 0 follows immediately regardless of the values of ¢y and «, At. O

Remark 2 This existence and uniqueness proof implies that there is no spurious mode in the
pressure solution when cg, KAt — 0. Therefore, the new coupled EG method is free of
pressure locking.

7 Convergence Analysis

In this section, we prove a priori error estimates for the SIPG version, i.e., (6", 67) =
(=1, —1), of the fully-discrete problem (9). To proceed, the following regularity conditions
are assumed for optimal error estimates:

p e L¥0, Ty: HX(2)), ue L0, T [H ()],
pr € L0, Ty; H'(2)), u € L0, Tys [H* ()],
pu € L2, Ty; H'(2)), u, € L2(0, Ty; [H' (2)1%).
At any time ¢ > 0, the errors u — uy, and p — pj, can be split into two parts:
u—u, = (u—I'w) + {Ta—wy,) =1y + &, (24a)
p—pn=p—Mp)+UI]p— pp) :=np+&. (24b)

a d
Lemma 10 For ¢ = u or p, we have % =&y, and % = N,

Proof Let L be a continuous linear operator acting on continuously differentiable functions in
time. Then, L and the time derivative are a commutative pair. That is, L( = < a{)

@ Springer



26  Page 12 0f 23 Journal of Scientific Computing (2023) 94:26

This is particularly true for the interpolation operators L = IT}* and [T’ Hence, the results
follow from the definitions of &y and . O

Lemma 11 For any scalar or vector-valued function g € CZ(O, Ty, Hl(.Q)), we have the
following Taylor expansion:

1

gt g =Arg!t + f (s = 1")gu(s) ds == At g™ + pginp (25)
tﬂ
and, on each element K € Tj,
3 .
||Pg;n+1||j,K < (A2 ||gs ||L2(tn,tn+1;Hj(K)), j=0,1, (26a)

3 :
g™ =" llj.x < Atllgr™ .k + (AD2Ngull2gn merimiiyys J=0,1.  (26b)
The above result is particularly true for interpolation errors.

Corollary 1 Let ¢ = wa or p. Then,

iyt =y = Al 4 pgyn 27)
and, on each element K € Tp,
3 .
longinsillj, & < (AD2 g, Nz2qn 1 miky, J=0,1, (28a)
3 .
Iy ™ =l < Al & + (ADZ gy, g2 1 ixyy» J=0,1. (28b)

1 1 (An?
™ = mglv < € (IIn"+ llo.x + == lng., 2 m41:125))

3

+At”’7n+1 .k + (AD)2ng, ||L2(t",t"+1;H1(K))) : (28¢)
Due to the definitions of u2 and pg in (8), it is trivial to see that

£)=0 and &) =0. (29)

We are now ready to derive auxiliary error estimates. We break down this derivation into
the next two lemmas.

Lemma 12 The auxiliary errors &y and &) satisfy the following error equations at any time
" with0 <n < N — 1:

apEat vy —bu(v, &t = —al it v) + b v, ), (30a)
AT i .
o (F5 ) o (S )

77n+l 77” nnJr] _ nn
= —Cy (I]Atp,w — by uTtu,w (nn+l’ w)

+oo (= b (— L (Y
col —ppnr1, w — Puintl, W - Vw .
0 Atpp,nJrl - h Atpu,n+l Y Ar -

(30b)
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Proof At time "*!, multiply (1a) and (1b) by v € Vj, and w € W), respectively, integrate
by parts, then use (25) to see that the true solution (u, p) satisfies the following equations:

ap " v) — by (v, p"th =g ("), (3la)
¢ (p"“At—p” w) + by, <un+lAt_un w) +af (p"t, w)
=8 h (@ w) + e (Aitpp;n—‘rls w>7
h
+ by, (ipu;,ﬁ], w) + yPh? (V”H;t_v”n, w)ﬂ ) (31b)

Subtracting (9) from (31) and using (24) and (27), we obtain the desired error equations. O

Lemma 13 Provided that the penalty parameters B* and B are sufficiently large, the fol-
lowing auxiliary error estimate holds true for any cy > 0:

N
max ||Eu ||V+Co max (134 ||0+ max |€ |*+AIZI|§ 5%

n=1

1<

2 2 2 2 2
= c [h (||u||L°°(0,Tf;H2(Q)) + ”ut”LOO(O,T/-;HZ(.Q))) + (Al) ||u”||L2(O,T,-;H'(!2))

+h2 <”p”ioc(0,Tf;H2(_Q) + ||pf||ico(07Tf;H1(Q))) + (At)z(l + hz)”pll||%12(07Tf;1.11(9)):| s
(32)

where C > 0 is a generic constant independent of h and At.

Proof Take v = &i*! — £ in (30a) and w = Az&2"! in (30b) and add the two resulting
equations to obtain

u(g_-lrll-}—l S’H_l %-lrll)_’_ch (%-;;l+1 _ ;l’é_-;l-}—l) + At ag(%-lrjl+1,%-z+1)
= —apon ™ et - e bt — st — e (0 - )
— by, (Un+1 ﬂu»§n+1)

— Araf (s &) + co(opintt. €47 + ba(Puintr Ep T
T PR (Vp"+1 v, vg;;“) . 33)
T

In light of the symmetry of the bilinear forms aj; and ¢, and the inequality a(a — b) >
%(a2 — b?), we have

apEat et —gn > (a,, Er e —al &L &N,
@yt - gt > 5(ch(s;“,s;:“) —cn(Ep, Ep).
We bound the left-hand side of (33) from below using the above inequalities, then sum over

n from 0 to m — 1 for m > 1, and further bound the left-hand side of the resulting inequality
from below by making use of the coercivity of the bilinear forms aj (-, -) and a}’l) (-,+) in
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Lemmas 4 and 5, respectively, to obtain

m—1 8
*IISH I3 +2 IIS, 15+ 5 ISpI +kpAt IIS”“II T, (34)
;
n=0 i=1
where
Zah(nnJrl é_.n+1 53)7
th(én+l %-u, n+l)’
T=— Zch ( ntl Up,%'"ﬂ),
ﬂ:_zbh( n+1 77:;’5;4_1)’
m—1
Ts=— ) Amjlrt g,
n=0
m—1
7'6 = Z (&) (pp;n+la S;+1)T s
n=0 b
m—1
T =3 ba (punsr £571)
n=0
m—1
Tg = ph2 (V n+1 —Vp', Vv n+l)
nX:(:) y p Pvet)
To derive the desired error estimate, we need to bound 7; fori =1, ..., 8. In the following,

C > 0is a generic constant independent of 4 and A¢, which are assumed to be less than 1.
Let us bound 77 first. Using summation by parts and (29), we first rewrite 77 as

3/,(’711 ) ‘é::u ) + Z ah(nn+1 - 7737 %—l};)

n=0
Using the continuity of aj and (18e), we can easily obtain
ay(ny . &) < Chiw™ 211&7" Ilv

Similarly, for any 0 < n < m — 1, we can show using the continuity of a};, (28c¢), and (18b)
that

al (it — g g < Co I = v IEN Iy

1
= CAr (I I+ (A0 0l 21 ) ) 16TV
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Now, combining the above bounds and using Young’s inequality, we get

m—1

1

T<C (hnu laligg v + At 3 (I 2 + (A0l 20 1112 ) ||sﬁllv)
n=0

m—1

= S +C <At SR + h2 w3
n=0

m—1 m—1
+RZALY T + A Y ||u,,||iz(,,,,,nﬂ;m(m))

n=0 n=0
m—1
= §u||$u ”V +C (At Z 1§ ”V + (”u||L°°(O Tr; H2(R2)) + ”L°°(0 Tr; HZ(Q)))
n=0

+(At)2 ”utt ”%‘Z(O,Tf;Hl(.Q))) .

To bound 7>, we rewrite it using summation by parts and (29) as we did for 7. Then, use
(14) and Young’s inequality to see

m—1
th(s"“ gt =bu@El ) = Y bt =)
n=0
m—1
< ColIEM IV I o + Co Y IEX IV IS = Tl
n=0
m—1
|su I +C (Arz & 15, + 'y 115 + Z I+ — n;n%).
n=0
Now, using (28b) and (19b), we obtain
P m—1
2
7—2 = gngm”‘) + c (A[ X(:) ”S ”V +h (||p||Lo<>(0 Tf HI(Q)) + ||pt||Loo(O Tf Hl(.Q)))
n

+(At)2||l7tt ||iZ(0!Tf;L2(Q))> .
Bounding 73 makes use of the Cauchy—Schwarz and Young’s inequalities, (28b), and (19b):

m—1
T=— Z (CO ()724»1 _ nr;” $;+1> + ]/p]’l2 (V(nnJrl ng)’ VS;Jrl)E)
n=0
m—1

=< Z It = loll&s o + 702 3yt =l ) IVES T o

n=0
m—1
(At > collEpth G + At Z Y2 IVERTIG
n=0 n=0

-1
1 m
= D (I =l + vy n;uzl(m))
n=0
m—1
<C (At D @lley ™5 + 165D + 1P oo 1,112 + (DD 1P ||§Z(O,Tf;yl<m>) '
n=0 ’
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Next, (15) is useful when bounding 74:

T=— Z b (! . 67) = Z I = i lollEr ™

m—1

”Ar Z Iy 3y + C Z It = mili

| /\

m—1

Kp n+12 2 2 2 2
< Emgns,, By + € (210012 w0 71120y + (A0 100120 7, 1202 ) -

To bound 75, we use the continuity of a,f (-, -) and the trace inequality to see that

m—1

1 1
T5 < Ca, A1 Y Iy M w g+ iw
n=0

" S Z I3y + C A Z (nn"“ I+ 32 ||n”+1 ||0)

n=0

m—1

< "AzZ 165" 1w + CH 1PN 0,7, 5202
n=0

| /\

Bounding 7 is pretty straightforward, so we only state the result here.

m—1
To < C (Ar > collEpt g + (Ar>2||pn||22(O,Tf;Lz(m)> :
n=0

We bound 77 in the same fashion as for 73 to get

m—1
7 < ﬁm D E T By + Can Tz 1,120
n=0 )

Lastly, the following bound for 73 is a consequence of applying the Cauchy—Schwarz and
Young’s inequalities and using (26b).

7{5 <C (At Z |Sn+1 |>k + h2 (”pt”ioo(ony;Hl(_Q)) + (At)znptt”12(0,7‘].;1_11(_(2)))) .

Combining the above bounds for 77, ..., 7g with (34) and rearranging the terms, we obtain

m—1

K co 1 K

TIENS + ey 15 + S 167 5 + =7 Ar D g5 hw
n=0

m—1
<cC [Az > (all&r ' + collep™ I3 + 1657 1)

n=0
2 2 2 2 2
+ h (”u”LOC(O,Tf;HZ(Q)) + ”ut”LOC(O,Tf;Hz(.Q))) + (At) ”utt I|L2(0,rf;Hl(S2))

2 2 2 2 2 2
+h <”p”Loo(0’Tf;H2(Q)) + ”pl”Loc(()’Tf;Hl(Q))) + (At) (] + h )”Ptt ”LZ(O,Tf;Hl(Q)):I ’

where C > 0 is independent of 7 and Az. As this result holds true for any m > 1, the desired
auxiliary error estimate (32) follows immediately from Gronwall’s lemma. O
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‘We now state the main theorem of this section.

Theorem 1 Provided that the penalty parameters B* and BP are sufficiently large, the fol-
lowing auxiliary error estimate holds true for any cy > 0:
N
no_ onp2 no_ nyp2 n__ .n2 no_ np2
max 0" =i, +co max Ilp" = pjlg + max |p" = pjlz + Aer IP" = Phliy (35
n=

1

2 2 2 2 2
S C [h <||u“L°°(0,Tf;H2(Q)) + ”ut ||L9°(0,Tf;H2(Q))) + (At) ”u””LZ(O.Tf:Hl(.Q)) (36)
+h* (Ipll; + lpell3 + (A1 + B[ pull;
Pllpooo, 151202y T WPtliLeo,7/: 11 (2) Pulip2,7;:H ()
(37)

where C > 0 is a generic constant independent of h and At.

Proof The error estimate is a result of the triangle inequality, interpolation error estimates,
and the auxiliary error estimate (32). ]

8 Numerical Results

In this section, we present several numerical examples to validate our theoretical results
and to illustrate the good performance of our proposed scheme in various scenarios. As our
convergence analysis pertains to the SIPG version (" = 67 = —1) of the method, we
report only the results of the SIPG method in this section. All numerical experiments were
performed using the finite-element and solver library HAZmath [16].

Example 1 (Convergence for a smooth solution) First, we test the proposed method against
a manufactured smooth solution to confirm the optimal convergence rates proved in Sect. 7.
In a computational domain 2 x I = (0, )2 x (0, 1], the exact solutions u = [, u3] and P
are given as follows:

up(x, vy, t)y=e’ (sin(Zny)(—l + cos(2mx)) + ! 7 sin(wx) sin(ny)) ,

A+

1 . .
S x) sin(mw ,
A (7rx) sin( y))

ur(x, v, t) =e’’ (sin(an)(l —cos(2my)) +
p(x, v, t) = e 'sin(rx) sin(my).

The body force f and the source/sink g are chosen to satisfy the governing equations (1), and
Dirichlet boundary conditions are imposed for both p and u. Also, the physical parameters
are setto cp = 0.0001, ¢ = 1, K =1, u = 1, and A = 1, and the penalty and stabilization
parameters are set to " = 100, 8”7 = 100, and y? = 1.

Numerical experiments were performed on five uniform meshes. While the mesh size &
varied from 1/4 to 1/64, the time step size was kept to Ar = 0.01. The numerical errors in
the displacement and pressure were measured in appropriate norms and their convergence
rates were calculated. The summary of the results presented in Table 1 show the expected
optimal convergence rates.

It has been known that standard low-order numerical methods for poroelasticity tend to
suffer from volumetric locking in the displacement solution for a large Lamé constant A
[46]. In order to show that our EG method is robust with respect to A, we solved the above
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Table 1 Results of the convergence study in Example 1

h ||u_uh”L°°(0.Tf;H1('Th)) Rate ||p_ph|‘L2(0’rf;H1(7’h)) Rate
0.250000 5.1252 - 0.2911 -
0.125000 2.7903 0.963 0.1563 0.957
0.062500 1.4045 1.037 0.0736 1.120
0.031250 0.7007 1.026 0.0341 1.124
0.015625 0.3500 1.013 0.0165 1.055

Table 2 Results of the convergence study in Example 1 with A = 10°

h ”u_uh”Lw(O,Tf;Hl(Th)) Rate ||P_thL2(0J*f;H1(771)) Rate

0.250000 7.0323 0.0000 0.5987 0.0000
0.125000 4.7932 0.6069 0.3015 1.0558
0.062500 2.5488 0.9540 0.1487 1.0521
0.031250 1.0206 1.3509 0.0722 1.0583
0.015625 0.3932 1.3917 0.0352 1.0443

problem with A = 10% while keeping all other parameters the same. In this case, however,
we added an additional penalty term o). <he [[v : uZH]:I V- w]]>81 with " = 0.001 in
h

the bilinear form aj}. This penalty term was utilized in [48] to develop a volumetric locking-
free EG method for linear elasticity. Optimal convergence rates of the method for this large
A value are demonstrated in Table 2. Though this (volumetric) locking-free property has
been confirmed in several other unreported numerical experiments as well, error estimates
independent of A are yet to be derived.

Example 2 (Stabilization and eliminated pressure locking) In this example, we solve a can-
tilever bracket problem, one of the popular examples in the literature on poroelasticity [32,
33]. This example is to demonstrate that our coupled EG method does not suffer from pressure
locking. The spatial domain is the same as in Example 1, whereas the body force f and the
source/sink term g are set to zero in this example. The boundary conditions are summarized
in Fig. 1a. As mentioned earlier, pressure locking stems from the lack of inf-sup stability
condition for the problems with ¢y = 0 and very small K and/or Az. Recall that the proposed
coupled EG method employs a stabilization term to ensure the inf-sup condition. Therefore,
the main purpose of this numerical example is to test the new method with and without the
stabilization term and show the effect of the stabilization term concerning pressure locking.
For both simulations, we used the following physical and numerical parameters, which tend
to cause pressure locking:

a=093, co=0 K=10" A=10,u = 10, h = 1/32, At =0.001, B* = p” = 100.

On the other hand, we used y? = 0.01 and y” = 0 to turn on and off the stabilization
term, respectively. The pressure solutions after one time step are shown in Fig. 1b and c,
respectively. Pressure oscillations (locking) are visible in Fig. 1b, where the stabilization
term was not used. However, no oscillations are present in Fig. 1c, where the stabilization
term was used. Moreover, the magnitude of the two pressure solutions are quite different.
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qN = 07 ty = [07 _1]

H

-3
3
2
1
o

E

pressure.

T
§

qN = 07 ty=0
(a) (b) ()

Fig. 1 a Example 2 setup, b pressure solution without a stabilization term (y” = 0), and ¢ pressure solution
with a stabilization term (y? = 0.01)

p= 07 tN = [07 _1] 12
K=10"*
qnv =0 gy =0
u-n=0 u-n=20
ty-t=0 L eyt =0
\ OF|—p (EG pressure)
qN = 0 P 1 p (CG pressure)

un=_0 tN t=0 0 o1 02 03 04 o; 06 07 08 09 1

(a) (b)

Fig.2 a Example 3 setup and b comparisons of the pressure solutions from the coupled EG method and the
coupled EG-CG method after 1000 time steps

This test clearly shows the importance of the inf-sup condition to eliminate pressure locking
and that our stabilization term indeed ensures the inf-sup condition.

Example 3 (Eliminated numerical overshoots in a layered medium) The numerical experi-
ments in this example consider the significance of using a locally conservative method for
the pressure when simulating poroelasticity in a heterogeneous medium as previously inves-
tigated by others in [11, 12, 18, 19]. In the unit square (0, 1)2, the permeability K is defined
as a discontinuous function; the upper quarter of the domain (y > 0.5) has the permeability
K = 10~* and the remaining domain (y < 0.5) has K = 10~!% as shown in Fig. 2a. This
setup represents a simple layered field with high-contrast K values. The boundary conditions
are also summarized in Fig. 2a. In the conditions, n and t are the outward unit normal and
tangential vectors, respectively. The external body force and sink/source functions are taken
tobef =0and g =0.

In order to show the importance of using a locally conservative method for the flow
subproblem, we compare our new EG method with a method that is not locally conservative.
Specifically, the method used for comparison solves the mechanical problem with the same
EG method as in (9a), but the flow equation is solved with a stabilized linear CG method with
the same FPL stabilization term as in (10). It is well-known that the linear CG method with
or without this stabilization term is not locally conservative. For both methods, the following
physical and numerical parameters are used:

c0=0 a=1,A=1,p=1 At =10, h=1/32, f* = g? = 10°, y” = 0.1.
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1 1
K=10"%)\x=1 0.8 08
0.6 0.6
Yy Yy
0.4 0.4
0.2 0.2
K=10"% =1 —u 0
0
04  -0.3 02  -0.1 0 0 1 2 3
up P x104
(a) Setup (b) u2 () p

Fig.3 a Example 4 setup and b displacement (u#7) and ¢ pressure p solutions along the vertical line x = 0.5
after 1000 time steps

Figure 2b presents a comparison of the pressure, p, produced by the two methods at the final
time Ty = 10, 000. Even though the linear CG method is stabilized using the FPL stabilization
method, the coupled EG-CG method still produces unphysical overshoot near the interface of
the two material layers. On the contrary, our new coupled EG method produces no overshoot
in the pressure solution. These results clearly show that the stabilization technique itself is not
enough to eliminate numerical overshoots in a heterogeneous medium with a high-contrast
permeability if the method is not locally conservative.

Example 4 (A layered medium with discontinuous A and K) This example concerns a layered
medium with discontinuities in both A in the mechanics problem and K in the flow problem.
We use the same spatial domain (0, 1)2, boundary conditions, the body force f, and the
source/sink function g as in Example 3. In the domain, both A and K have discontinuities
along the two horizontal lines y = 0.625 and y = 0.375, and their values are shown in the
Fig. 3a. The rest of the physical and numerical parameters are as follows:

a=1,¢=0 Ar =10, h=1/32, ¥ = B* =10, y? = 0.01.

Due to the boundary conditions, the solutions change only in the vertical direction. The cross
sectons of the displacement (u2) and pressure solutions along the vertical line x = 0.5 are
presented in Fig. 3a and b. Here, we observe no unphysical oscillations near the material
interfaces in either solution despite the large jumps in the A and K values.

Example 5 (Poroelasticity in arandom heterogeneous permeability field) In this lastexample,
we consider a layered poroelastic medium with a randomly heterogeneous permeability field.
We take the spatial domain £2 = (0, 10) x (0, 2.5) and the final time 7y = 100. In this domain,
the permeability values were chosen randomly from the interval [10~#, 10~ ']. The layers
in the medium is due to the discontinuous Lamé constant A as shown in Fig. 4. But, other
physical parameters co = 0.1, « = 1, and i = 1 are constant throughout the entire domain.
We imposed an influx condition gy = 1072 for the flow problem and a traction boundary
condition ty = [0, —10~"] for the mechanics problem on the top boundary. On all other
boundaries, we imposed the following conditions: gy = 0, u-n = 0, and ty -t = 0. On the
other hand, the numerical parameters used in this simulation are h = 1/16, At =1, " =
BP =100, and y? = 0.01.

Figure 5 illustrates the displacement and pressure solutions after 100 time steps. The
horizontal displacement, u1, is very small in the entire domain as seen in Fig. 5a. This
was expected considering the imposed boundary conditions. On the other hand, the vertical
displacement and pressure solutions presented in Fig. 5b and ¢ show the effect of the discon-
tinuous elastic property of the medium. However, its effect is less pronounced in the pressure
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A=1
A =10
A=1
A=10%

K
10e-04  0.020.030.040.050060.070.08 1.0e-01
! t—

.

Fig.4 Random permeability field K and discontinuous Lamé constant A in Example 5

(a) w1

2.2e+00 2.4e+00

(c)p

Fig.5 Numerical solutions at time ¢ = 100 in Example 5: a horizontal displacement (u1), b vertical displace-
ment (u7), and ¢ pressure

solution than in 5 as the permeability K is a more influencing factor than the Lamé constant
A to the flow problem. Also, we observe no unphysical oscillations in the solutions. This
example demonstrates that the coupled EG method has great potential to handle problems in
more realistic scenarios.
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