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Abstract

The mass-conserving convective Allen-Cahn (MCAC) equation is an important component of phase
field modeling for the multiphase fluid coupled with a flow field. It inherits the maximum bound
principle (MBP) from the classic Allen-Cahn equation, in the sense that the time-dependent solution
under appropriate initial and boundary conditions preserves a uniform point-wise bound in the
absolute value for all time. In this paper, we develop two structure-preserving numerical schemes
for the MCAC equation based on the operator splitting approach. In particular, the advancing
of the MCAC equation at each time step is split into two (first-order splitting in time) or three
(second-order splitting in time) stages, and each of the stages consists of either a mass-conserving
AC equation or a transport equation. The mass-conserving AC part is then discretized by using the
classic finite volume approximation in space and the stabilized exponential time differencings in time
and the resulting system can be efficiently solved via fast Fourier transform based algorithms. The
transport part is solved by explicit strong stability preserving Runge-Kutta substeppings combined
with a maximum-principle-satisfying finite volume method. Optimal error estimates are derived for
the proposed fully-discrete schemes, as well as preservation of the discrete MBP and conservation
of the mass. Various numerical examples are also presented to verify the theoretical results and
demonstrate the performance of the proposed schemes.

Keywords: Convective Allen—Cahn equation, mass conservation, maximum bound principle,
operator splitting method, exponential time differencing, reconstruction

1. Introduction

The flows with multiple constitutive components have occurred in many important industrial
problems, such as the drop coalescence and retraction in viscoelastic fluids [57]. The phase field
method (or the diffuse interface method) [2, 17, 56, 46] is a very popular approach for modeling the
motion of multiphase flows, for instance, the Cahn-Hilliard (CH) equation and the Allen-Cahn (AC)
equation, which have been commonly used as two classic phase field models in the past decades
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(see [4, 1, 8, 6, 40, 11] and the references cited therein). Introducing the free energy functional

2
Elu] = E(VU’ Vu) + (F(u),1), (1)

where V is the gradient operator, (-,-) is the standard L? inner product and F(u) gives a potential
function, the CH equation is a fourth-order (in space) equation and viewed as the H~!-gradient
flow of E[u], while the AC equation is a second-order equation and regarded as the L?-gradient
flow of Efu]. Our study in this work focuses on the AC equation. It is well-known that the CH
equation conserves the total mass but the classic AC equation does not. The mass conservation is
often an indispensable structure for many physical phenomena and so does the phase-filed model
coupled with incompressible flows.

In [56], a mass-conserving fluid-transported AC equation was derived using an energetic varia-
tional approach in the following general form:

%+V.Vu:€2Au+f(u)—)\(t), x e t>0,

2)
d (
— de =0
dt/qu )

where Q € R? (d = 2, 3) is an open, bounded Lipschitz domain, A = V? is the Laplacian operator,
the unknown wu(x,t) € R is the order parameter, v(z,t) € R? is the bulk incompressible velocity
field (i.e., V-v =0), f = —F’ is a nonlinear function, and ¢ is a parameter related to the thickness
of the transition layers. Here, A(t) plays a role of the Lagrangian multiplier to conserve the mass
along the time. When the velocity field v is not present, J. Rubinstein and P. Sternberg [44]
proposed to set

1
AO = [ Slutent) de Q
€2 Jo
(12| is the Lebesgue measure of Q) to establish the so-called mass-conserving AC (MAC) equation:
?Z = Au+ f(u) (4)

with f(u) = f(u)— ﬁ Jo f(u) dz. Therefore, we consider in this paper the following mass-conserving
convective Allen-Cahn (MCAC) equation:

o _
£+V-Vu262Au+f(u). (5)
Under suitable boundary conditions, it is easy to verify that the classic Allen-Cahn equation [1]

satisfies the dissipation law with respect to the energy (1) in the sense that

%E[u] = @%dw = —/ |62Au—|—f(u)‘2 dx < 0. (6)
Q

The MAC equation (4) inherits this same energy decaying property (6) as it was derived by mini-
mizing Flu] under the mass-conservation constraint. However, such energy dissipation can not be
theoretically guaranteed anymore for the MCAC equation (5).



The maximum bound principle (MBP) is another important structure of the AC equation [1] .
We will show that MCAC equation also shares this property in the sense that if the initial value
and/or the boundary values are point-wisely bounded by a specific constant in the absolute value,
then the solution is also bounded by the same constant everywhere for all time. MBP is an useful
mathematical tool to study physical features of the AC-type equation [15, 43|, especially for the
logarithmic type potential F'(-). In this case, if the numerical scheme does not satisfy the MBP,
complex values may occur in the numerical simulations due to the logarithm arithmetic, which
could further lead to unphysical solutions. For the classic AC equation, discrete MBP-preserving
numerical methods have been thoroughly studied in recent years. For its spatial discretization,
a partial list includes the works on the lumped-mass finite element method [53], finite difference
method [25], finite volume method [42] and so on. For its temporal integration, the stabilized
linear semi-implicit schemes [51, 54] were shown to preserve the MBP unconditionally for the first-
order scheme and conditionally for the second-order scheme. In [34], H. Liao et al. show the
second order BDF scheme with variable time steps is energy stable, and conditionally preserves the
MBP. Some nonlinear second-order schemes were presented in [35] which preserve the MBP for the
time-fractional AC-type equations . In addition, some cut-off postprocessing methods were studied
in [28, 55] to preserve the MBP. For the MAC equation, energy-dissipative and mass-conserving
schemes were designed in [27] by introducing two different mass correction operators. In [45], Shen
et al. investigated the stabilizing MBP-preserving schemes for the convective Allen-Cahn equation
using the finite difference discretization with the upwind scheme in space, and later Shen and Zhang
designed a MBP-preserving scheme with a higher-order accurate finite difference scheme in [47].
However, both of them only considered the first-order implicit explicit (IMEX) scheme in time.

The exponential time differencing (ETD) method [3, 10, 20] was recently applied with the
stabilizing technique to preserve the MBP for semilinear parabolic equation in [12, 13]. Based on the
Duhamel’s formula, the ETD methods integrate the temporal integrals exactly after approximating
the nonlinear terms by polynomial interpolations. The ETD method is applicable to a large class
of equations, particularly those with a stiff linear part [32, 25, 26, 7, 9]. The first- and second-
order stabilized ETD schemes were first applied to the nonlocal Allen-Cahn equation [12] with
unconditional preservation of the MBP, and then in [13] an abstract framework for MBP-preserving
ETDRK schemes was established, which was later further extended to the conservative Allen-Cahn
equations in [29, 23]. Recently, some third- and fourth-order MBP-preserving schemes for the
Allen-Cahn equation were developed in [22, 30, 24, 60] based on the integrating factor Runge-Kutta
(IFRK) method, and an arbitrarily high-order ETD multistep method was proposed by enforcing
the maximum bound with extra cut-off postprocessing in [28]. The major computational cost of the
ETD method comes from the action of the matrix exponential on a vector, and the Krylov subspace
method [41, 16] provides an effective way for its calculation. If the spatial mesh is regular, fast
Fourier transform (FFT) based algorithms could be employed to further improve the efficiency
[26]. As an important component of the model equation (5), the convective term may increase the
difficulty of constructing efficient MBP-preserving numerical schemes. There exist several works on
preserving the MBP for the convective Allen-Cahn equation by utilizing the upwind strategy for
spatial discretization. In [45], a first-order unconditionally MBP-preserving numerical scheme was
designed by using the upwind finite difference method. Later first- and second-order unconditionally
MBP-preserving upwind ETD schemes were proposed in [5]. However, the resulting linear systems
in those upwind methods involve variable-coefficients due to the convective term and consequently
causes the failure of the FFT-based fast solvers. Moreover, the upwind strategy leads to the first-



order accuracy in space with certain strict CFL stability conditions [59], thus is hard to capture
well the dynamical interface behavior of phase evolution in practice.

To improve the spatial accuracy, we must take good care of the convective term in (5) and
design higher order spatial approximations for the flux. Essentially, we plan to treat the convective
term as a transport equation corresponding to the conservation law since there have been many
efficient high-order numerical schemes for its treatment. Among them the essentially non-oscillatory
(ENO) and weighted essentially non-oscillatory (WENO) schemes [49, 39, 48] have been widely
studied. Liu and Osher [38] designed the third-order scheme in the sense of flux approximation
which preserves the local maximum principle and the non-oscillatory property by introducing the
limiter. However, such limiter depends on the maximum value of the reconstruction polynomial
over the chosen stencils, and is difficult to implement in high dimensional spaces. Later on, Liu and
Osher’s limiter was relaxed in [61] by focusing on finding the maximum value of the reconstruction
polynomial on the quadrature points instead of the whole cell, and maximum-principle-satisfying
high-order schemes were successfully developed under the finite volume and discontinuous Galerkin
frameworks.

Our paper aims to design structure-preserving (i.e., MBP-preserving and mass-conserving) effi-
cient numerical methods for the MCAC equation (5). Motivated by [33, 58, 36, 37], we first use the
operator splitting method to decouple the MCAC equation at each time step into a split system
consisting of MAC and transport equations. The resulting MAC equations naturally satisfy the
MBP and can be efficiently solved by the stabilized ETD schemes with FFT as discussed above.
At the same time, the limiter-based maximum-principle-satisfying finite volume scheme [61] with
explicit strong stability preserving Runge-Kutta (SSPRK) stepping is adopted to solve the resulting
transport equation.

The rest of this paper is organized as follows. In Section 2 we briefly review and derive the
conditions for the MCAC equation to satisfy the MBP. In Section 3, the first- and second-order op-
erator splitting schemes are first presented which decouple the MCAC equation into some transport
and MAC equations, then the corresponding subsystem solvers are discussed in detail. In Section 4,
fully discrete schemes for the MCAC equation with MBP-preservation and mass-conservation are
proposed together with their error analysis. In Section 5, various numerical experiments are car-
ried out to verify the theoretical results and demonstrate the performance of the proposed schemes.
Finally, some concluding remarks are drawn in Section 6.

2. Maximum bound principle for the MCAC equation

Let us briefly review and derive the conditions for the MCAC equation (5) to hold the MBP
property. Assume that f : Dom(f)(C R) — R is a continuously differentiable nonlinear function
and the initial condition is given by

u(zx,0) = up(x), x €l (7)

For simplicity, we also assume that the periodic boundary condition is imposed for a rectangular
domain Q = H?Zl(ai, b;), and note that the results obtained below also can be easily extended to
the homogeneous Neumann boundary condition case. For some appropriate nonlinear function f
and velocity field v, the MCAC equation (5) admits a unique smooth solution by the classic theory
for the semilinear parabolic equations [52]. Following the analysis in [44], the following assumption
on f is important for establishing the MBP for (5).



Assumption 2.1. There exists a constant 5 > 0 such that [—3, 8] C Dom(f), f(B) < f(—=5) and

f(B) < f(w) < f(=p), Vwel[-50]

Moreover, for any € > 0 sufficiently small, it holds that

FHEBNNB—e8)=0 and [fTHf(=B) N (=B, B +e)=0.

Note that if the function f satisfies f(M) < f(w) < f(m) for w € [m, M], then an affine
mapping can transform f into the form in Assumption 2.1 as suggested in [29, 13]. Therefore, we
only focus on the situation stated in Assumption 2.1. Two such typical potentials are widely used
in phase field modeling: one is the double-well potential:

Fuy==@®-1)%, flu)=u—1u? (8)

=

where Dom(f) =R and g € [%ﬁ, 00), and the other is the Flory-Huggins potential:

F(u) = g [(1+w)In(14+u)+ (1 —u)In(l —u)] — %u2, flu) = glnm + 6.u, (9)

where 0. > 6 > 0, Dom(f) = (—1,1) and 8 € [p,1) with p denoting the positive root of f(p) =
f (—1 /1 (,i)

Given a terminal time 7' > 0, under Assumption 2.1, we can show that the MCAC equation (5)
satisfies the MBP as stated in the following proposition.

Proposition 2.2. [MBP for the MCAC equation| Suppose that the Assumption 2.1 is satisfied,
v e C([0,T); [CH () NC([0,T] x Q), and v € C*((0,T); C%(Q))NC(0,T]; C1(Q)) is a solution to
the problem (5) on the time interval [0,T). If the initial value ||uplloo < B (|| - [|oo s the L norm),
there holds

Ju(-,t)lloc < B, VWt e€[0,T].

Proof. Define t, = max{0 <t < T|||u(-,$)|locc < B,Vs € [0,t]} and t, is well-defined by the conti-
nuity assumptions on the exact solution u(x,t). Thus we need to show t, = T'. By contraction, we
suppose that 0 < t, < T such that ||u(-,t.)||lcc = 8. Then there exists a sequence {t;} such that
tr b te and ||u(-,tg)]|oc > B (k= 1,2,---). Let us choose {@} with |u(xy, tr)| = [|u(-, tk)]lec > 5,
then for some convergent subsequence x; — x. € Q (denoted as the original sequence {xy} for
simplicity), we have u(x.,t.) =  and u(xy,ty) > [ as ty — ti, Tp — T, (or u(x,, t,) = —F and
u(xg, ty) < —F). Without loss of generality, let us assume u(x,t.) = 8 and u(xg,ty) > 5. Due to
the periodic boundary condition, we can simply treat x, € Q (since the gradient Vu(-,t,) vanishes
at x, if x, is on the boundary), and the following estimates hold by Taylor expansion

?:(w*,t*) >0 and Au(x,,t,) <O0. (10)

Based on (10) and the equation (5), we then obtain

(@, 1)) = V- (Vi) 1) > 0.



Recalling V - v = 0 and Vu(x,,t.) = 0, it can be further reduced to

_ 1

Flut@..t) = 169) - | rute.t)) >0 (1)
On the other hand, since f(u(x,t.)) > f(B) for any = € €, we have

1
f(B) - 1l /Q flu(z,ty))de <0

and the equality holds if and only if f(u(x,t.)) = f(8). If u(x,t.) is not a constant function on £,
the continuity and the Assumption 2.1 would imply f(3) — ﬁ Jo f(u(z,t,)) dz < 0, contradicting
(11). On the other hand, if u(x,t,) = 5 is a constant for all € Q, it follows that u(x,t) = § is
the solution to the equation (5) for all ¢ > t,,x € . This contradicts the assumption ¢, < 7. To
conclude, we have t, =T and the proof is completed. O

It is worth noting that under the framework in [13, 14], the Laplacian operator A generates a
contraction semigroup {Sa(t)}+>0 with respect to the supremum norm on the subspace of C(f2)
satisfying the periodic boundary condition. Moreover, we have the following lemma regarding the

semigroup generated by A = A — aZ, where 7T is the identity operator and a > 0 is a constant.

Lemma 2.3. [13] The operator A generates a contraction semigroup {Sa(t)}i>0 with respect to
the supremum norm on the subspace of C(S) that satisfies the periodic boundary condition. Fur-
thermore, it holds

1Sa(®)ulloo < €™ lullos,  Vu e C(R), t > 0.

Thanks to Lemma 2.3, we next introduce a constant parameter x > 0 for the MCAC equation
(5) for the purpose of stabilizing its nonlinear term in the temporal discretization. Note that
V. (vu) =v-Vusince V- v = 0. Let us reformulate (5) in the following equivalent form:

ou

a+v-(vu):£nu+ﬁ(u), xeQ 0<t<T, (12)

where L, = €2A — kZ, fo(u) = ku + f(u) and the stabilizing constant & satisfies

K> g@;lf ©)I- (13)

Note that & in (}3) is always well-defined since f is continuously differentiable. Furthermore, the
nonlinear term f,(u) bears the following properties.

Lemma 2.4. [29] Under Assumption 2.1 and the requirement (13), it holds that
(D) 1£<(§)| < KB for any £ € [, B];
(I) [£x(&1) = fu(&2)] < 3k[&1 — &of for any &,,&5 € [, 5].

3. Operator splitting method for the MCAC equation and subsystem solvers

In this section, we will consider the operator splitting method and corresponding subsystem
solvers for solution of the stabilized equation (12) (which is equivalent to the original MCAC



equation (5)). Choosing a uniform time step size 7 = £ with N > 0 an integer, we have the time

N
steps as {t, = nT}_,.

3.1. Operator splitting schemes

The operator splitting technique is adopted to decouple the convection part and the MAC part
of (12). According to [21], the first-order operator splitting (in time) of (12) containing two stages

can be expressed as: given u’(z) = ug(x), for n = 0,1,--- , N — 1, find v" () = u**(x,7) such
that
8U*(.’13, S) * n * * n
s =L.u(x,s) + fe(u(x,s)), s€[0,7] & u(x,0)=u"(x), (MAC)
(%8(:6’8) =—-V - (v(z,tn + s)u"(x,s)), s€[0,7] & u*(x,0)=u"(x,7). (Transport)
s

(14)
As shown in [21, Chapter IV], the above scheme (14) bears a splitting error of O(7) and we state
the result in Lemma 3.1.

Lemma 3.1. [21] Assume that v € C((0,7);[C*(Q)]%) and the evact solution to the MCAC
equation (5) u € C?((0,T);C%*(Q)). Let {u"}\_, be the numerical solution produced by the first-
order splitting scheme (14). Then there exists a constant C > 0 independent of T, such that

||U(',tn) - unHoo < 07', 1<n<N. (15)

Next we consider the second-order operator splitting (in time) scheme, also called “Strang
splitting”, which contains three stages. Since the convection term contains the time-dependent
velocity field, we will put the transport equation at the middle stage and the MAC equations at
the first and third stages. Then the second-order operator splitting of (12) can be expressed as:
given u’(x) = ug(x), for n =0,1,--- , N — 1, find v"*!(x) = u***(x, 7/2) such that

&L*éf’s) =Lout(@,s) + falu'(x,9)), s € [0,7/2] & u(x,0) =u"(z), (MAC)
&L’“@(Z:,s) =—V-(v(z,ty, + s)u™(x,s)), s€[0,7] & u™(x,0)=u"(x,7/2), (Transport)
W =L 0™ (2, 8) + fu(u*(x,3)), s€[0,7/2] & u**(z,0) =u™*(z,7). (MACQ)

(16)
As shown in [21, Chapter IV], the above scheme (16) bears a splitting error of O(72) and we state
the result in Lemma 3.2.

Lemma 3.2. [21] Suppose that v(z,t) € C2((0,T); [C*(Q)]?) and the ezact solution to the MCAC
equation (5) u € C3((0,7); C*(Q)). Let {u™})_, be the numerical solution produced by the second-
order splitting scheme (16). There exists a constant C' > 0 independent of T, such that

Hu('vtn) - unHoo < 07'2, 1<n<N. (]_7)

We then construct numerical methods for solving the two subsystems: the MAC equations and
the transport equations resulting from the operator splitting schemes (14) and (16). To simplify
the description, we only discuss the two-dimensional (d = 2) case and all results can be easily
extended to the three-dimensional (d = 3) case. Let us introduce the uniform mesh €}, of domain



2 as set of nodes x; j = (z,y;) with z; = a1 +ih, y; = az+jh, 0 <i < Ny and 0 < j < N,, where
h = blﬁ“ = ZDJGTGQ. We will use the finite volume methods for spatial discretization. The control
volume Kj; associated with the nodes (r;,y;) is defined to be (z;_1/2, Tit1/2) X (Yj—1/2; Yj+1/2)
and set Q, = {K;;}. Denote ;;(t) as the cell average of u(xz,t) on the control volume K; ;,
ie., u;;(t) = % fKij u(x,t)dx for any K;; € € and ¢t > 0. To deal with the period boundary
condition, we have ﬁNmii,j(t) = U;;(t) and u; N, +5(t) = ;+5(t) for 0 <7 < Ny and 0 < j < N,,.
The discrete L? norm || - ||, and the L™ norm || - ||e s are respectively given by

Ny—1Ny—1

lulln = | h2 D Dl Nulloo = max i 51,

° 5 0<i<Nz—1,0<j<Ny—1
=0 j5=0

and the discrete total mass M(u) is computed by

h2 szlNyil Nz—1 Ny*l
_ _ _ _ _ 2 _
M(a) = 7 > > (@i i+ G T Gige) =B Y Y g,
=0 j=0 i=0 j=0

where the last equality comes from the periodic boundary condition.

3.2. FExponential time differencing finite volume method for the MAC equation

Let us consider the MAC equation (4) with u(0) = wug. Integrating the equation over the control
volume K; ; and applying the finite volume approximation, we obtain a space-discrete system as:

oU; (t Uir1; ) + Ui—1 () + Ui j1 (8) + Ui jor (t) — 4U; ;(8) - -
7]( ) _ 62 +17J( )+ 17]( )+ 7]"!2‘1( )+ 5J 1( ) ,]( ) +f(UZ7j(t)) (18)
dt h
with U; 5(0) = (o) = 3 fK] ug(x) de and f(U;;(t)) = f(Ui(t)) — M(f(Ui;(t))). By denoting
Ap, as the discrete operator of A, we can express (18) as

OU(t)

o =AU (1) + F(On (1),

where Uy (t) is the discrete function defined on Qj with Up(z;,y;,t) = U; ;(t). Consequently, we
can rewrite (18) in the stabilized form as:

OOE) _r, 1) + Fo(On ), (19

where L, , = €2y, — kI, and Ij, is the identity operator on the discrete grid function. If we regard
Upn(t) as a vector of length NN, with elements arranged first in z-coordinate then in y-coordinate,
then the discrete operators L, ,, Ay and I also can be regarded as square matrices of dimension
NNy x NyN,. By modifying the arguments in [50], we can prove the following result.

Lemma 3.3. Suppose that Assumption 2.1 holds, the exact solution to the MAC equation (4)
u € CH(0,T); CHR)), and |luo(-)|loc < B. Let Un(t) be the numerical solution produced by the
scheme (18). There exists a constant C' > 0 depending only on u, 2, T, and €, such that

u(,t) = Up(-st) oo < Ch?, ¥Vt €[0,T]. (20)



Proof. By Taylor expansion, we can approximate u(x,t) on K; ; by
1
u(@,t) = u(@ijt) + V(@i t) - (@ = i5) + 5 (@ = 2i5)" = (VVu(@i,1))
1
5@ 2iy)’ = (VVVu(, 1)) + O(le — i),

Integrating over any K;; € €, and dividing h? on both sides, we have

. . )2
wi; = u(x;j,t) + /K (wh;r”) -Vu(zx; j,t) + /K W = (VVu(z, 5,t)) de
i i
oy )3
+/ (‘”6;” 11 (VVVu(@i g, ) dao + O(hY) (21)
K

0,3
h2
= u(wm, t) + ﬂAu(wm, t) + O(h4),

where the second equality comes from the fact that @; ; is the center of K; ; thus | K Vu(z;j,t) -
(x —x;j)dx =0 and fKij(a: — ;)% 1 (VVVu(z; j,t)) dz = 0. The five-point central difference
scheme for the Laplacian has second-order accuracy in space, i.e.,

u(®iv1,5,t) +u(@i-15,t) + u(@iji1,t) + w(@ij—1,t) — du(zij, 1) L o).

Au(:cm-,t) = h2

Plugging (21) into the above equation, it yields

U1, (t) + Ui—1,5(t) + Ui j1(t) + Ui j—1(t) — 4w, 5(t)

Au(zij,t) = 2
B giAu(mHLj, t) + u(@i1 j,t) + u(m;;éﬂ, t) +u(xij—1,t) — du(®i,,t) +O(h?)
_ Ui (D) + a1, (1) + uz',;‘:;l(t) + Uij-1(t) —4u(t) ZAQU(@J, t) + O(h?).
Hence,
A1) = ¢ Uit1,5(t) + Bim1,5(F) + Ui jy1 () + Ui j—1(8) — 4ui 5(¢) +O(h2). (22)

h2
Next, we turn to the nonlinear term. Since f is continuously differentiable, we obtain

N,—1Ny—1

1 1
M/Qf(u(w,t))dm— 0] ZZ; ; /KJ fu(z,t)) de
| Nez1 Nyl ) NN
= ] ZZ; JZ; /K” f(uz;j(t))da:%—@ ZZ; ]Z; /Km‘(f(u(:z:,t))—j‘(uiﬂ-(t)))aga3
1 Ny—1Ny—1
+ @ Z Z / (f(u($i,j,t)) — f(ﬂlyj(t))) dx = M(f(ﬂz,j(t))) + O(h2),
i=0 j=0 YHKij



where the fact that x; ; is the center of the cell K; ; and (21) are used. Therefore,
Fluig(t)) = f(a(zij 1) + O(h?). (23)

Following Proposition 2.2 and [29], both the numerical solution Uy (t) and the exact solution u(zx, t)
are bounded in the maximum norm by 3. Therefore, the nonlinearity can be controlled easily [29],
and by Duhamel’s Principle, we can obtain the estimate (20) in view of (21), (22) and (23). The
details are omitted here for brevity. O

We then apply the ETD schemes for temporal integration of the stabilized space-discrete system
(19). For this space-discrete case, we have the semigroup S, , (1) = eFrrt which is a matrix
exponential. Denoting U,’L‘ as the numerical approximation of Uy, (t,), we compute U, ;ZH as follows:

e First-order ETD scheme (denoted as U}""! = sETD1-MAC (U7, 7))
Urth = ebwntgp —|—/ eLron(T=5) £ (T ds.
0

e Second-order ETDRK scheme (denoted as U;'"! = sETDRK2-MAC (U7, 7))
Uyt = sETDI-MAC (U}, 7)

U,?—H _ eﬁthU}? +/ eﬁn,h(Tfs) (7' - SfH(U;Z,) + jfﬁ(ﬁ}?-ﬁ-l)) ds.

0 T

Note that FFT-based fast algorithms can be easily used for the implementation of the above
sETD1-MAC and sETDRK2-MAC stepping schemes, see [13, 29] for details.

3.3. High-dimension reconstruction

Reconstruction process is well-studied in ENO and WENO schemes [48] to obtain high-order
fluxes. We will employ the 2D reconstruction based on the cell averages. Given the cell averages
{i—24m,j—24n Y neo o0 the cells {K; 5 imj 24n}i, neo, OUr Teconstruction process is to find the
bi-quadratic polynomial R;;(x,y), such that

1 [Ti2ztmtd [Yi24nt] _
hQ/ R; j(z,y)dxdy = Gi—24m j—24n, 0<m, n <3.
X

1 Yy

i—24m—3 1

Jj—24+n—35

In [48], the WENO interpolation and the WENO reconstruction were bridged by using the primitive
function for the reconstruction polynomial. Following this way, we introduce the primitive function

x Yy
rij(,y) = / / R; j(n,§)dndE, (24)
z, 5y, 5
L) I=2
and it is clear that
m n
Pig (T8 s Yyo8en) =YY Uicnepjo24q, 0 <mn <3, (25)
p=0 g=0
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We then consider the tensor-product Lagrangian interpolation (where the degree of each variable
is at most 3) based on the values at the half-grid points from (25). The one-dimensional Lagrange

interpolation functions on {xi_§+m, 0 <m <3} and {yj_;+n, 0 < n < 3} are respectively given by
2 2

Hl;ém(x - wi—%—‘,—l) Hl;én(y - yj_%_H)

I (z) = SO
Hl;ém(xi—%-i-m - xi—%-ﬂ) Y Hl;én(yj—%-H—L - yj—%—i—l)

for 0 < m,n < 3. Therefore,

rig(e,y) =h* ) ZZ% 24p.j-2tqls ()1 (Y)- (26)

0<m,n<3 p=0 ¢q=0

Since R; j(x,y) = 8275';7'8(;’7’), we have
dIm(z) dI)( )
Rij(x,y) —hQZZuZ 2+p.j- 2+qZZ
p—lq 1 m=pn=q (27)
arr
hQZZ dx dy 09D S
m=1n=1 p=1 g=1

For convenience, we list the derivatives dl’g;;(w on the stencils associated with the center Koo and

h =1, while other cases can be treated via translation and scaling:

dlii(z) 1/, 9 dI?(z) 1L/, 5 9 di3(z) 1[4 1
22— (32— - S 22— 2 (3 — = 222 — ~ (30® 4+ 3z — - ).
dx z(x 1) T 2\ TP Tae e\ TR TG

By the interpolation properties, it is easy to prove the following result.

Lemma 3.4. Assume u(z,y) € C3(Q) and let R; j(x,y) be given in (27) on the cell K; ;. For any
(z,y) € K, j, it holds R; j(x,y) —u(z,y) = O(h3).

3.4. Mazimum-principle-satisfying finite volume method for the transport equation

Let us consider the transport equation:

ou
E—FV (vu) =0, (28)

with «(0) = ug, where the impressible velocity field v = (v1,v2) and thus
V- (vu) = (viu)g + (vau)y.

Note the above transport equation is to carry the order parameter u moving with the velocity v,

and thus under the periodic boundary condition it will not change the maximum and minimum

values of u along the time, which is also called the maximum principle of the equation (28).
Introducing o1 = max |vi(x,t)| and ay = max |vy(x,t)|, where the maximums are taken over

11



(x,t) € Q x [0,T], the finite volume approximation of (28) in space is given by

8(72‘,]' N 1 yj+% _ 4 _ +
ot~ w ), MWy Ui T Ml Uy
)2 (29)
LM - ot WU~ ,,UT ,1d
CR2 2| zj+3 x,j+%]_ 2| wj—3 z,j—é] “

with Ui’j(O) = (ﬂo)@j =
respectively, and hy[-,:] and hg[, -] are certain monotone fluxes. The Lax-Friedrichs fluxes are
adopted in our work, i.e.,

% K., ug(x) de, where U~ and U™ represent the left and right limits,

hifu,w] = = (nu+nw —ar(w—u)), ha(u,w) = = (vau + vow — ag(w — u)) .

2 2
To obtain the values at the half-grids, the reconstruction is needed based on the cell-averaged value
U. Assuming the reconstruction polynomial R;;(x,y) is found through (27), the two integrals in
(29) can be approximated by quadratures with sufficient accuracy due to Lemma 3.4. Here, we
shall employ the Gaussian quadrature with 2 points, which is exact for single variable polynomials

of degree 3. Denote S¥ = {mf : ¢ = 1,2} as the Gaussian quadrature points on [z ], and

Sjy = {yjC : ¢ = 1,2} the Gaussian quadrature points on [yA 1,41 1]. For example the Gaussian

quadrature points on [—%, %] are {_T’ 7} with the corresponding weights w; = , and wy = %

Meanwhile we also introduce the quadrature points Sf = {ZEZ cp=1,2,3} as the Gauss—Lobatto
], and S;-J = {yéL : = 1,2, 3} the Gauss-Lobatto quadrature points

1,1
_ 1, 1
i—37 ity

quadrature points on [3327% , xiJr%

on [y] 141 1]. For instance, the Gauss-Lobatto quadrature points on [—3, 1] are {—21,0,1} with
the correspondlng weights w,, = {6, 5 6} On the generic cell K; ;, we denote x; i+l as the point

(xi+l,y§) and @, ;1 as the point (xf, yj+;). The same rule applies for other grid points with the
2 ) 2 2
subscripts ¢ and p. The forward Euler scheme for time integration of (29) for (28) then reads:
given U™, compute B B

Ut =07 = F (0T, (30)
where

Fig0" =Y (MU, U = mlUr, U

27C’ 27< 2747

o
I N
MR

n— n—+
+ hg[U%L%, U

n— n-+ %
sl = helUl LU ]) .

Cv — 3 h
The CFL condition of the above forward Euler scheme is that

1
<2, 31
< (31)

However, U "1 obtained from (30) with the values on the half-grid quadrature points evaluated
by R} (z, y) generally does not satisfy the maximum principle possessed by the transport equation
(28), where the superscript n indicates the dependency on the values at t = ¢,. X. Zhang and
C.-W. Shu [61] designed an efficient limiter approach to bound the maximum and minimum values
on the quadrature points, and we will adopt their strategy in this work.

(01 + )

Sl
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Define the special quadrature point set S; ; = (Sf ® Sj’) U (Sf ® S;’) U (S’f ® Sjy) U (x4, y5),
where ® denote the tensor product. Note that we add the grid point (x;,y;) into .S; ; since we want
to bound its value too. Then, the modified forward Euler scheme can be stated as follow:

S1. Use the two-dimensional cell averages to obtain the reconstruction polynomial sz(x, Y):

= tructi
{U:j reconstruction sz (l‘, y)

S2. Calculate the values of R}';(x,y) on the quadrature point set S; ;, and find the limiter ¢ on

each cell such that
. Mg — U}’ ¢
0 = min : 17, (32)

My = Ul
where M}, = max(, s, ; Bf;(z,y) and m; = ming es, ; B;(2,y). Here Mg and mg are

the maximum and minimum values of the exact solution u (which will be specified later in
our complete numerical schemes for the MACAC equation).

mg — Ui

no_gn
mit; — Ui

)

S3. Evaluate the half-grid point values via the following polynomial

R j(x,y) = 0(R};(z,y) — UJ,) + U} (33)

which is then plugged into (30) to update Ugj‘fl.

Remark 3.5. As shown in [61, 62, 31], the transport velocity field v plays an important role on
preserving the mazximum bound, and the divergence-free property should be maintained locally on
each cell. The required CFL condition (31) is usually more strict than that allowed by the ETD
schemes used for the MCAC equation in Section 3.2. As a consequence, we better conduct the
substepping to evolve the transport equation from t, to t,+1 as needed.

The above 3 steps (S1,52,S3) perform one step of the forward Euler scheme, and we shall refer
such one Euler step as

_,?H = MP-FEuler-Transport (U}, t,,, T, Mg, mg).

As shown in [61],“MP-FEuler-Transport” can maintain the accuracy of the scheme for smooth
solutions. More generally, if the substepping is used from ¢, to t,+1, we denote such process as

(7,7;“ = MP-FEuler-Transport-Substep (U}’ t,,, 7, M, Mg, mg)

where M denotes the number of substeps and each substep is a one forward Euler stepping with

the small time step size 7;. To achieve second-order temporal accuracy, we use the second-order
explicit strong stability preserving Runge-Kutta (SSPRK2) scheme which consists of two forward

Fuler steps at each time step:

Ot = O — 75 (07,
ﬁn—i—l _ EUn + l(ﬁn-i-l — T F ((j'n+1)) (34)
[ 9 %,] 2 %, 2] .
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We refer the corresponding SSPRK2 substepping from ¢, to ¢, for (28) as

Ut = MP-SSPRK2-Transport-Substep (U}, t,, 7, M, Mg, mpg),

T

which contains M substeps of the SSPRK2 stepping with the small time step size 7;.

Lemma 3.6. Suppose that v € C1((0,T);[C3(Q)]?) and u € C?((0,T); C*(Q)) is the exact solution
to the transport equation (28). Under the CFL condition (31), there exists a constant C > 0
independent of T and h, such that

(s tnt1) = Upllooss < l[ul tn) = Uploon + C(7% + 7h?), 0<n <N -1. (35)
where U is any approzimation of u(-,tn) with ||u(-,t,) — U |leo, = O(h?) and
Uy = MP-FEuler-Transport-Substep (U}, t,, 7, M, Mg, mg).

Proof. Let u;;(t) be the cell average of u(t) over the cell K;; € €. Since R; j(x,y) is the recon-
struction polynomial defined by (27), for any (z,y) € K; j, Taylor expansion gives

u(zx,t) = u(x;j,t) + Vu(z ;) - (€ — 2 5) + %(w — :zzm')2 1 (VVu(z5,t)) + O(h?), (36)

and 1; ;(t) — u(z; ;,t) = O(h?). Taking the integral of (28) over K; j, we have

dﬂ(a)id,t) _ 1 yj+%

T ) halu(z; 1, 9), w1, y)] = halu(; 1), u(z;_ 1, y)ldy
L [ (37)
ity
~ 73 /x 1 h2[u($a yj+%), u(z, yj+%)] — hg[u(m,yj_%),u(q;,yj_%)]dg;_
i=3
It is also easy to see that
dﬂ(xi,j,t)

du(mz 79 t) )
= ——" O(h
dt ‘t:tn dt ‘t:t" +O(r) (38)
B u(wiJ’thrﬁ) —u(xij, tn) B Ld2u($i,j7tn) n O<T2 L h2>
N /M 2M dt? M?2 ‘

By the interpolation properties, u(x) = R” (z,y) + O(h3) for any = € K ; (Rw is the modified
reconstruction polynomial according to the numerical limiter on Kj;; in (33)), (37) and (38) then
lead to
;2
— .. _ DU,MN DU, _ DU, U,
u@iotyyg) = ul@igte) = 3o & <h1[Rz'+§,<’Rz'+§,<} hl[Rz‘—;,c’Rz‘—;,c]> we

: ~ ~ ~ ~ 2 d2 ot
o (hﬂRu’n R ] —ho[RETY  REY ]) we + 2T @i, tn)

_MhC—l Caj-i-%’ C,j+% C,j—%’ C,j—% M2 dt?

Th? 73
e (M " M3) ,

where C' is a generic positive constant independent of k and 7, and R™"

~m .
i+i¢ R, (xi—i-%vyg“) with
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the superscript w indicates that the reconstruction is decided from the values of .
Let e = <e”-
b meNy

are linear in both u(x; ;,t,) and U” once the coordinates are specified and the parameter ¢ in the

with e'; = u"(wi;) — U-"-. For the transport equation (28), h; and ho

modified reconstruction on cell K ; is fixed (the one used in the reconstruction for updating Ui";rl).
Subtracting (30) from the above equation, we can obtain the error equation as follows:

n+1/M ol en €, e,n
O M (L B )

2
T He,n He,n RE™ Th2 7-2
~ Mh 1 <h2[R<,j+é’Rc,j+2] hQ[RC, é’RCJ%]> et < i M2>

Next we replace the polynomial R®"(z,y) by the modified reconstruction polynomial R®™(z, ) with
the limiter (32) determined by e7'; with max{e};} and min{e}';} replacing Mg and mg, respectively.
By Lemma 3.4, extra errors of O(h3) would be introduced and we have

2
n+l/M T :e,n
i SER VS Z <h1 po B 2,<] glung —5¢ Ri—;,c]> e

2
T en Zon Th2 7_2
h ; h2 ,]+17 g, ] h2[RC’] é7RC’j_§]> we + C (M + ]\/[2> ]

By the CFL condition, the above reconstruction using ]:267”(:5, y) is maximum bound preserving,
which immediately implies

n n Th? 72
e e < e+ © (G + 47 ) (39

Applying the telescoping on (39) from ¢,, to t,41, we can obtain (35) which completes the proof. [

Lemma 3.7. Suppose that v € C%((0,T);[C3(Q)]?) and v € C3((0,T); C*(Q)) is the exact solution
to the transport equation (28). Under the CFL condition (31), there exists a constant C' > 0
independent of T and h, such that

lu(stni1) = Uy lloon < llulstn) = Uploon + C(° + 7h%), 0<n <N -1. (40)
where Ul is any approzimation of u(-,tn) with ||u(-,t,) — Ul ||oo, = O(h?) and
Up* = MP-SSPRK2-Transport-Substep (U}, t,, 7, M, Mg, mg).

Proof. The SSPRK2 stepping with the step size §; can be expressed as

2,7 1,7 M 1/7]
+i/m 1= 1 /=pnii/M T  Zngi/M
oM = JUi+ 35 (U;,Lj / — 277U / ))'
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Correspondingly, the exact solution w(x; j,t, + 7/M) satisfies

. T T
@ M = (@i tn) = L F @i ta)) = u(@ig b ) + O (Mf#) :
1 1 - 1 M 7' ~ 1 M ’7'3
Under the CFL condition, the above equation gives
1/M
@i, tn 1) = Up M oo
1 - M M 3 Th?
= 5””(331',]'7%) - JHOOh + *H n+1/ UnH/ oo, +O<M3 T M )
3 Th2
< [[u@igstn) = O lloen + O(375 + 5 )
Let e" = (e%) with e, = u(x;j, tn) — U ;'; be the error function. The error growth can
) Nyx Ny
be controlled as
n+1/M < n O T3 Th2 4
€™M o < leloen+ O (75 + 5 ) (1)

Applying the telescoping on (41) from ¢,, to t,4+1, we can obtain (40) which completes the proof.
0

Remark 3.8. For the phase-field equation coupling with the incompressible Navier-Stokes or other
equations, the velocities at the fractional steps are not available. As a remedy, one could borrow
the idea from local time-stepping methods [19, 18] and interpolate the velocities for those values.

4. Fully-discrete structure-preserving schemes and error analysis

Now, we are ready to present the operator splitting based fully-discrete structure-preserving
schemes for the MCAC equation (12) (or (5)) and corresponding error analysis.
Given UY = Uy(0) with {U; ;(0) = (to);;}, for n=0,1,--- ,N — 1, compute U;""" by:

e First-order (in time) scheme (MBP-FEuler-sETD1):
Ut = sSETD1-MAC (U, 7),

U = MP-FEuler- Transport Substep (U* " b, 7, M, Mg, mg) (42)

e Second-order (in time) scheme (MBP-SSPRK2-sETDRK2):

(77712 = SETDRK2-MAC (07", 1),
U;:*’mrl MP-SSPRK2-Transport-Substep (U* n+1/2 o, 7, M, Mg, mg)
with Mg = max{U, ’n+1/2}, mg = mm{UZ’nHﬂ}a
| Up ! = SETDRK2-MAC (U, """, ;)_

(43)
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Remark 4.1. In the above MBP-FFEuler-sETD1 and MBP-SSPRK2-sETDRK2 schemes, at the
second stage of each time step, we set Mg and mg as the maximum and minimum values of the
ETD solution of the MAC' equation from the first stage, instead of B and —f3, due to the important
fact that the transport equation does not change the maximum and minimum values of the solution
imposed by its initial values under the periodic boundary condition.

4.1. Structure preservation

Now we show the proposed MBP-FEuler-sETD1 and MBP-SSPRK2-sETDRK?2 schemes pre-
serve the discrete maximum bound principle and conserve the total mass.

Lemma 4.2. (Discrete MBP) Suppose that Assumption 2.1 and the requirement (13) are satis-
fied. The schemes (42) (MBP-FFEuler-sETD1) and (43) (MBP-SSPRK2-sETDRK2) preserve the
discrete MBP under the CFL condition (31), i.e., if (cq + a2) 5 < % and [|UP|loon < B, then
107 lloo < 8 for any n > 0.

Proof. Tt suffices to prove that each component of the schemes (42) and (43) preserves the maximum
bound. First of all, it is shown in [29] that the stabilized ETD method preserves the discrete MBP
unconditionally for the MAC equation. Secondly, the discrete MBP of the MP-FEuler-Transport
scheme is proved under the CFL condition (31) in [61]. Moreover, the SSPRK2 stepping is just
a convex combination of two forward Euler steps (indeed it is a TVD scheme). Therefore, the
MBP-preservation of the MP-SSPRK2-Transport-Substep follows. O

Lemma 4.3. (Mass conservation) Suppose that Assumption 2.1 and the requirement (13) are
satisfied. The schemes (42) (MBP-FEuler-sETD1) and (43) (MBP-SSPRK2-sETDRKZ2) conserve
the mass under the CFL condition, i.e., if (a1 + ag)7 < %, then

M(OR) = MUR™) =+ = M(Op). (44)

Proof. We only need to show that the mass is conserved by each component of the schemes (42)
and (43). First, according to [29, Lemma 4.1 and 4.2], we have for MBP-FEuler-sETD1,

Nx—lNy_l Ng;—lNy_l
2 e+l g2 340
YD U =Ry Y TR
=0 75=0 =0 75=0

and for MBP-SSPRK2-sETDRK2,

( N,—1Ny—1 . Ny—1Ny—1
2SS o =2y N o
i=0 j§=0 i=0 j=0
Np—1Ny—1 Ny—1Ny—1
B2 Z Z Uv}?—ﬁ—l — p2 Z Z UZ*7TL+1.
i=0 j=0 i=0 j=0

Now we are only left with proving the mass-conservation of the MP-FEuler-Transport with M = 1.
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Summing (30) over i =0,..., N, — 1 and j =0,. — 1 yields

Nz—1Ny—1 Nz—1Ny—1 2 Ny—1N,-1
2 2 U= XU T ) (m U7 U = U, U ]) w
=0 j=0 i=0 j=0 (=1 j=0 i=0
2 NT—INy 1
n— n n— n+
_T; Z; halU7 5, 15U ) = hg[Ugj_é,Ucyj_éo we,
= 1= j:

where the periodic boundary condition implies

Ny—1
n+ n— n+ n+ o n— n+ _
Z; <h1[U Lo Ul ’C] m(U" LUl 27C]> m(U?, U | — (U™ Lo UM ] =0.

The other terms vanish similarly, thus MP-FEuler-Transport conserves the mass, i.e.,

Ny—1Ny—1 Np—1Ny—1
1
2 2 U =2 X Ul
=0 j5=0 =0 4j=0
which completes the proof. O

4.2. Error estimates

Now we present the error estimates for the schemes (42) (MBP-FEuler-sETD1) and (43) (MBP-
SSPRK2-sETDRK2).

Theorem 4.4. (Error estimate of MBP-FEuler-sETD1) Suppose that Assumption 2.1 and the
requirement (13) are satisfied, the velocity field v € C1((0,T);[C3(Q)]?), the evact solution u to
the MCAC' equation (5) belongs to C%((0,T);C*(R)), and the initial data ||ug(-)||ee < B. Let
{Ul} >0 be the numerical solution generated by the MBP-FEuler-sETD1 scheme (42). Then for
any sufficiently small 7 and h satisfying the CFL condition (31), it holds

(- tn) = Uffloon < C (T +h%), 0<n<N, (45)
where the constant C > 0 is independent of T and h.

Proof. Let u™(x) (x € Q) be the numerical solution obtained by the first-order operator splitting
scheme (14). Lemma 3.1 indicates that, in order to obtain (45) it suffices to show that there exists
a constant C' > 0 independent of i and 7, such that

I = Ol < C (7 +h%), 0<n<N. (46)

When n = 0, it is is trivial by the choice of the initialization U ,?. For the simplicity, we denote u}
as the restrictions of ™ on the grid points €2, (the same notations will apply to other functions
defined on Q). We note that the MBP property ensures u"(z) and U . are point-wisely bounded by
3 in absolute value, and the nonlinear function f (and f.) can be treated as a Lipschitz function.

From t, to t,41 for n > 0, based on the assumptions of the theorem and the properties of the
semilinear parabolic equations and transport equations, u*(x,s) and uv**(x,s) (x € Q,s € [0,7])
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in (14) are sufficiently smooth. On the domain Q, uj(0) = u}, and by the finite difference
discretization, we have for s € [0, 7],

ouj(x, s)

9 Lonui(z,s) + fo(u}(®)) + O(r +1h?), xeQy. (47)

The Duhamel’s principle implies,

ui(r) = eLrnT uf + / eﬁﬁah(T_s)fH(u?) ds + O(Th2 + 7'2).
0

Define the error function £"(z) = ul(x) — U(x) for * € Oy and n > 0. Subtracting the first

equation in the scheme (42) from the above equation, we obtain

i) = Ut = efenen sy [FeLalr ] u) £ (UR))ds + O(rh 4 7).

Recalling the MBP property, by the discrete version of Lemma 2.3 [29, 13|, Lemmas 2.4 and 3.3,
we can get

(1) = T o < e E oo + 36/ E™ | co.n / e ") ds + O(r% + Th?). (48)
0

Next, thanks to Lemma 3.6, the estimate on the second part of of the scheme (42) can be given as
€™ oo = ™ (1) = Uy Hloon < llu(7) = U™ oo p + O (7% + 7h7). (49)
Combining (48) with (49), noticing 1 —s < e * <1+ s (s> 0), we get
1 __ p»,— KT
Ty C(r? + 7h?)
K
<1+ 26T)|E oo + C(T* +7h%), 0<n < N —1.

€ o 6™ € oo + 311" o 50)

Thus, the discrete Gronwall inequality with (50) and ||€°]|«., = O(h?) gives (46), which completes
the proof. O

Theorem 4.5. (Error estimate of MBP-SSPRK2-sETDRK2) Suppose that Assumption 2.1 and the
requirement (13) are satsified, the velocity field v € C2((0,T);[C3(Q)]?) and u € C3((0,T); C*(£2))
is the ezact solution to the MCAC equation (5), and the initial data ||ug(-)|co < B. Let {Ul}n>0

be the numerical solution generated by the MBP-SSPRK2-sETDRK2 scheme (43).Then for any
sufficiently small T and h satisfying the CFL condition (31), it holds

lu(stn) = Uplloon < C (T2 + 1%, 0<n<N, (51)
where the constant C > 0 s independent of T and h.

Proof. Let u"(x) (x € Q) be the numerical solution obtained by the second-order Strang operator
splitting scheme (16). Lemma 3.2 ensures that, in order to obtain (51) it suffices to show that there
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exists a constant C' > 0 independent of h and 7, such that
Hu"(~)—U,?||h§C(7-2+h2)7 0<n<N. (52)

Following the notations and arguments in the proof of Theorem 4.4, from ¢, to t, + 1 for n > 0,
based on the the first step of the scheme (16), we can get

uy <%> = eLrrayl + /0; eLrn(3=9) <T_T28f (uf) —|— f,.6 (ul (;))) ds 4+ O(13 + 7h?),

Recalling the error function £"(z) = u}(x)— U (z) and subtracting the first equation in the scheme
(43) from the above equation, we have

_xn+L T 3 T -2 r £ o(TT
ut (g) . e Langgn 4 /02 eLrn(5—5) <T s (fm(u?) _ fﬁ(U}T;))> ds

T

T

# [Fenatoo (2 (4 (15 (3)) - G ) s+ 063+ i),

"3 _ SETD1-MAC (07, T). From (48), we have

where U h

~ a1 .
i (5) = 00" 2 oo < (3= 26 )||E oo + C (72 + 7h?).

Using the MBP property, we can proceed to get

ROREE] n * n+ 3 2s k(T
lui (5) = 00" 2 loon < €2 1€ oo+ 3510 (- ) = Oy wmhA 2 ds
r_ 9 .
+3HH5nHOO,h/2 T 5675(5*8)033_’_0(7_3 _|_7_h2)
0
<(1+967)[|E™ oo + C (7% + TR?). (53)

By Lemma 3.7, under the CFL condition, we have the following estimate on the second equation
in the scheme (43):

s (7) = T oo < st <;> _ UZ’nJr%Hoo,h L O(rh? + 7). (54)
Next, by the similar arguments for deriving (53), we obtain
1€ oo < (1 4+ 967) |Juf* (1) — U:*MHHOO,;L + C(Th? + 73). (55)
Combing (53)-(55), for some constant C > 0 depending on x, we reach
1€ loon < (14 Cur) €™ loon + C(Th? +7%), 0 <n <N —1. (56)

Thus, the discrete Gronwall inequality with (56) and [|£9]|o0n = O(h?) gives us (52), which com-
pletes the proof. O
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5. Numerical experiments

In this section, we present various numerical examples to verify the theoretical results and
demonstrate the performance of the proposed two schemes, MBP-FEuler-sETD1 (42) and MBP-
SSPRK2-sETDRK2 (43), for solving the MCAC equation (5). The computational domain is set to
be Q = [0,1]%.

5.1. Convergence tests
We consider the MCAC equation (5) in two dimensions (d = 2) with the initial condition

uo(z,y) = cos(2mx) cos(2my),

and the thickness parameter ¢ = 0.1. In addition, the nonlinear reaction f = —F’ is given by the
double-well potential case, i.e., f(u) = v — v?, and thus the bounding constant 3 = % The
stabilizing coefficient is chosen as k = 3 to satisfy the requirement (13). The terminal time is set

to be T'= 0.5. We choose the velocity field

v = e ![sin(2my), sin(27z))T.

The solution obtained by MBP-SSPRK2-sETDRK2 with h = 1/1024 and 7 = 1/2048 is adopted
as the benchmark solution for computing the numerical errors at the terminal time. We first
set M = 1, which means that no substepping is used in the transport equation solver. With 7
decreasing by a factor of 2, h decreasing by a factor of roughly v/2 for MBP-FEuler-sETD1 and 2
for MBP-SSPRK2-sETDRK2. The numerical results on the discrete L™ and L? errors along the
time-space grid refinement and corresponding convergence rates are reported in Table 1. The first-
order convergence is clearly observed for MBP-FEuler-sETD1, and for MBP-SSPRK2-sETDRK2,
the convergent rates initially are higher than two but gradually decreases to be close to two. Next,
we test the effect of substepping M = 10. We use MBP-SSPRK2-sETDRK?2 with h = 1/1024 and
7 = 1/1024 to generate the benchmark solution. The numerical results on the discrete L> and L?
errors along the time-space grid refinement and corresponding convergence rates are reported in
Table 2. We again observe the similar convergence behavior as that of the case of M = 1.

Table 1: Numerical results on the discrete L™ and L? errors and corresponding convergence rates for the MBP-
FEuler-sETD1 and MBP-SSPRK2-sETDRK2 schemes with M = 1.

MBP-FEuler-sETD1 \ MBP-SSPRK2-sETDRK2

h L> Error Rate L? Error Rate h L™ Error Rate L2 Error Rate
1/32 | 1/16  1.1274e-01 - 5.6793e-02 - 1/16  6.7898e-02 - 2.6305e-02 -

1/64 | 1/23 4.8982¢-02 1.20 2.5412¢-02 1.16 | 1/32 1.2884e-02 240 4.6348e-03 2.50
1/128 | 1/32  2.4268e-02 1.01 1.2344e-02 1.04 | 1/64 1.6587¢-03 2.96 6.8019e-04 2.77
1/256 | 1/45 1.2895e-02 0.91 6.1584e-03 1.00 | 1/128 3.0517e-04 2.44 1.2386e-04 2.46
1/512 | 1/64 6.8748e-03 0.91 3.1424e-03 0.97 | 1/256 7.0718e-05 2.11  2.8486e-05 2.12

-

5.2. MBP tests

In this subsection, we numerically investigate the discrete MBP of the proposed schemes in long-
time phase separation processes governed by the MCAC equation (5) with the thickness parameter
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Table 2: Numerical results on the discrete L® and L? errors and corresponding convergence rates for the MBP-
FEuler-sETD1 and MBP-SSPRK2-sETDRK2 schemes with M = 10 .

\ MBP-FEuler-sETD1 \ MBP-SSPRK2-sETDRK2

h L> Error Rate L? Error Rate h L>® Error Rate L? Error Rate
1/16 | 1/16  4.4959e-01 - 2.1578e-01 - 1/16  8.9967¢-02 - 3.1431e-02 -

1/32 | 1/23 1.5397e-01 1.55 7.4041e-02 1.54 | 1/32 1.9435e-02 2.21 7.4245e-03  2.08
1/64 | 1/32 6.4828e-02 1.25 3.0636e-02 1.27 | 1/64 3.4128e-03 2.51 1.6692e-03 2.15
1/128 | 1/45 3.0456e-02 1.09 1.3926e-02 1.14 | 1/128 8.1959e-04 2.06 3.9305¢-04 2.09
1/256 | 1/64 1.4907e-02 1.03 6.7183e-03 1.05 | 1/256 1.9468e-04 2.07 9.1946e-05 2.10

T

e = 0.01. For simplicity, we only test MBP-SSPRK2-sETDRK2 (43) since the basic components of
MBP-FEuler-sETD1 are similar. We start the simulations at time ¢ = 0 with the initial configura-
tion given by

uo(z,y) = 0.9sin(207z) sin(207y),

and the cell-averaged quantities are computed accordingly. The convection velocity field is again
set to be

v = e ![sin(2my), sin(27z)]7,
which eventually approaches to zeros when the time ¢ becomes very large. The time step size,
the number of substeps (for the transport equation solver), and the spatial grid size are chosen as
7 =0.01, M = 10, and h = 1/256, respectively.

We first test the case of double-well potential function (8) with the bounding constant 5 = %ﬁ
and the stabilizing constant K = 3. Figure 1 presents the configurations of the numerical solutions
at the times t = 0.5, 30, 70, 100, 150, and 200 respectively, which shows a steady-state is gradually
reached along the time evoltuion. The dynamics of the supremum norm, mass and energy (defined
in (1)) are plotted in Figure 2. It is observed that the discrete MBP is well preserved where the
red solid line is y = % which gives the theoretical maximum bound. Furthermore, we find the
supremum norm of the numerical solution in fact quickly approaches the red dashed line y = 1 which
is the maximum bound of the classic AC equation in this case. In addition, it is easy to see that
the mass is numerically conserved perfectly and the energy (defined by (1)) decays monotonically
along the time (although theoretically the energy dissipation law is not guaranteed anymore for the
MCAC equation).

Next we test the case of Flory-Huggins potential function (9) with the parameters 6 = 0.8 and
0. = 1.6. The bounding constant is now [ = 0.9868 for this case and the stabilizing coefficient
is taken as k = 28.87 to satisfy the requirement (13). Figure 3 presents the configurations of the
numerical solution at ¢ = 0.5, 30, 70, 100, 150, and 200 respectively. The corresponding dynamics
of the supremum norm, mass and energy are plotted in Figure 4. It is shown that the discrete
MBP is well preserved, the mass is perfectly conserved, and the energy decays monotonically along
the time. In this case, the red solid red is y = 0.9868 which gives the theoretical maximum bound,
but we find that the supremum norm of the numerical solution again quickly approaches the red
dash line y = 0.9575 which is the maximum bound of the classic AC equation. By comparing the
coarsening phenomena in Figures 1 and 3, we observe that both cases of potential functions produce
very similar steady states at the end although they follows some different intermediate dynamics
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Figure 1: Numerical solutions at the times ¢ = 0.5, 30, 70, 100, 150, and 200 respectively (from left to right) for the
MCAC equation (5) with the double well potential (8) in two dimensions.
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along the time evolution.

5.3. 3D simulations

In this subsection, some 3D simulations are reported for the MCAC equation with e = 0.01. The
initial configuration is the quasi-uniform state obtained by setting uy = 1.8(rand(-) — 0.5), where
rand(-) is the Matlab function which generates pseudorandom values from the standard uniform
distribution on the open interval (0,1). The velocity field is chosen as

v=[y—0.505—z07,

which is time-independent and rotates around the center (0.5,0.5) in the xy-plane at each vertical
level. We use MBP-SSPRK2-sETDRK2 (43) to simulate the case of double-well potential function
(8), thus the stabilizing coefficient x = 3 is used. The other used parameters are 7 = 0.01, M = 10,
and h = 1/128. Figure 5 shows the iso-surfaces formed by the zero level set (i.e. u = 0) of the
numerical solution and the snapshots of the two cross-sections z = 0.5 and x = 0.5 at the times ¢t =
0, 1, 5, and 20 respectively. The ordering and grain coarsening process are clearly observed along
the time evolution, together with the rotating behavior in the xy-plane due to the specially imposed
velocity field. The corresponding evolutions of the supremum norm, mass increments (comparing
to the initial mass) and energy are shown in Figure 6. It is again easy to see that the energy decays
monotonically, and the discrete MBP and mass equation are perfectly preserved.
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Figure 2: Evolution of the supremum norm (left), mass (middle), and energy (right) of the numerical solution for the
MCAC equation (5) with the double well potential (8) in two dimensions.

6. Conclusion

In this paper we have developed two structure-preserving numerical schemes, MBP-FEuler-
sETD1 and MBP-SSPRK2-sETDRK2, for solving the MCAC equation based on the operator
splitting approach. Each time stepping of the MCAC equation is split into two (first-order splitting
in time) or three (second-order splitting in time) stages, each of them consisting of either a MAC
equation or a transport equation. For the MAC part, the finite volume approximation is applied
for spatial discretization and then the stabilized exponential time differencing schemes are used for
time integration. Note that FFT-based fast algorithm can be used to efficiently calculate the ma-
trix exponential acting on the vectors in the implementation of the MAC solver. For the transport
part, the explicit SSPRK method for time integration is combined with a limiter-based maximum-
principle-satisfying finite volume discretization in space, in which a substepping procedure is also
adopted to deal with the CFL condition in order to match large time step sizes allowed by the MAC
solver. In addition to preservation of the discrete MBP and conservation of the mass, we also show
that, while MBP-FEuler-sETD1 is first-order accurate in time and MBP-SSPRK2-sETDRK2 is
second-order accurate in time, both schemes are second-order accurate in space. Various numerical
examples are also presented to verify the theoretical results and demonstrate the performance of
the proposed schemes. As an important application, the MCAC equation is one of the essential
components for phase field modeling of the multiphase fluid system coupled with a flow field de-
scribed by Stokes or Navier-Stokes equations, thus how to extend the proposed schemes to solution
of such more complex models is subject to our future research.
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