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Abstract

Coupled subsurface fluid flow and geomechanics is receiving growing research inter-
ests for applications in geothermal energy, unconventional oil and gas recovery and
geological CO, sequestration. A key model characterizing these processes is the Biot
system. In this paper, we present optimal L error estimates for the Biot system. The
flow equation for the pressure is discretized in time by a backward Euler scheme and
in space by a continuous Galerkin scheme, while the elastic displacement equation
is discretized at all time steps by a continuous Galerkin scheme. We prove optimal
L? a priori error estimates in space for the resulting Galerkin scheme, provided the
domain is a convex polygon or polyhedron according to the dimension and the data
and solution spaces have sufficient regularity. The key idea is to introduce suitable
auxiliary elliptic projections in the error equations and to use one such projection
to approximate the given initial pressure. These theoretical results are confirmed by
numerical experiments performed with a fixed-stress split algorithm.

Keywords Biot system - Error estimates - Elliptic projection

1 Introduction

Poromechanics or Biot systems have numerous important applications such as simu-
lating fluid flow in natural (static) and hydraulic (dynamic) fractures, fracture analysis
of aging bones, multiple-network poroelastic theory (MPET) arising in dementia and
Alzheimer’s disease, and evaluation of accelerated degradation of ceramic matrix
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composites (CMC) in aerospace shuttles. Here mathematical modeling is challenging
because it involves not only coupled chemical reactions, diffusion, and deformation
but also initiation, propagation, and branching of cracks in the bulk matrix as well
as fluid flowing through cracks. To address these challenges, high fidelity numerical
schemes and multiphysics models must be coupled in order to simulate these processes
and their interactions accurately and efficiently. A priori and a posteriori analyses are
essential in formulating these schemes. Barbeiro and Wheeler [3] considered mixed
finite elements for Darcy flow and Galerkin finite elements for elasticity and estab-
lished convergence with respect to the LZ-norm for the pressure and for the average
fluid velocity and with respect to the H !-norm for the deformation. Girault et al. [11]
considered a poroelastic region embedded into an elastic non-porous region, where a
fixed-stress split algorithm is employed, with the elastic displacement equations dis-
cretized by a continuous Galerkin scheme, and the flow equations discretized by either
a continuous Galerkin scheme or a mixed scheme. The authors established a priori
error estimates for the resulting Galerkin scheme as well as the mixed scheme. The
work is further extended to Enriched Galerkin scheme for flow [8], where residual-
based a posteriori error estimates are established with both lower and upper bounds.
To date, most of the error analysis has produced estimates in the energy norm for the
pressure and displacement system, even though numerical experiments indicate that
higher-order optimal L? estimates, such as would be obtained by directly interpolating
the exact solution, are also valid. But proving that the error in L of the discrete solution
satisfies an improved bound is by no means trivial and requires delicate arguments.
As an illustration, consider the very simple case of a Laplace equation in a bounded
polygonal domain 2 with a homogeneous Dirichlet condition on its boundary 02

—Au=fin2, u=00nds2.
In variational form, this problem reads: find u € H(; (£2), such that

Yv € Hy(£2), /Vu~Vv=/fv. (1.1)
2 2

To discretize this problem, let X, C HO1 (£2) be a finite element space and replace
(1.1) by: find u;, € X, such that

Yv, € Xy, / Vuh~Vvh=/ f . (1.2)
2 2

The similarity between (1.2) and (1.1) explains why u, is called the elliptic projection
of u on X, This is confirmed by the following equality

Yop € X, / YV —up) - Vo, =0, (1.3)
2

called Galerkin orthogonality that leads to the following energy estimate (see for
instance [5]):

Vup € Xi, [V =)l 2oy < inf (V= )l 2qo)- (1.4)
h h
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It reduces the interpolation error of u in the H ' norm. Thinking in terms of interpolation
errors, one would then expect the L2 bound

lu = unli22y = ChIV(u —un)ll22)- (1.5)

But the proof of this estimate is far from obvious. It was obtained, under suitable
assumptions on the domain, via a clever duality argument by Aubin [2] and Nitsche
[17]. The idea is to write the L? norm as a dual norm,

Jou—upn)g
||M _Mh”LZ(_Q) = Sup Q—
gtz N8l @)

and introduce the function ¢, unique solution of the auxiliary problem
—Ap=ginf2, ¢=0 onas2.

Then, owing to (1.3),

/(M_uh)8:/ V(u—uh)-V<P=/ V(u —up) - V(g —on),
2 2 2

for any ¢;, € Xj and hence
/ w—ung = (inf 1V = @nll2e ) IV @ = un)l 2y
2 on€Xp

Thus, a possible gain in accuracy of the error u — uy, in L? results from the quality of
approximation of ¢ in X}, for the H! norm. This depends solely on the regularity of
@, which in turn depends on the angles of the polygonal boundary d52. Indeed, as g
belongs only to L2, the function ¢ belongs at most to H2, and according to the regularity
results of Grisvard [12], this holds if £2 is convex. The Aubin—Nitsche argument that
looks deceptively simple heavily relies on the nature of the problem under scrutiny; it
must be carefully adapted to the problem and does not always succeed.

In this paper, we present optimal L? error estimates for the Biot system when
discretized as follows. The flow equation for the pressure is discretized in time by
a backward Euler scheme and in space by a continuous Galerkin scheme, while the
elastic displacement equation is discretized at all time steps by a continuous Galerkin
scheme. We prove optimal L2 a priori error estimates in space for the resulting Galerkin
scheme, which provided the domain is a convex polygon or polyhedron according to
the dimension and the data and solution spaces have sufficient regularity. The key idea
is to introduce elliptic projections in the spirit of (1.2) [22] in the error equations and
to use one such projection to approximate the given initial pressure. These theoretical
results, which to the best of our knowledge are new for this problem, are illustrated
by numerical experiments performed with a fixed-stress split algorithm.
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This article is organized as follows: the notation and statement of the problem
are introduced in Sect. 2, its finite element discretization is described in Sect. 3, and
error estimates are derived. Section 5 is devoted to numerical experiments and the last
section presents a summary of results.

2 Statement of the Problem

Let us recall the notation used in this work.

2.1 Notation

To be specific, the notation is expressed in three dimensions in a bounded connected
open set £2 C R3. The scalar product of L2(£2) is denoted by (-, -)

Vige LXQ). (f.g) = /Q F0)g@)dx.

For any non-negative integer m, the classical Sobolev space H™ (§2) is defined by (cf.
[1] or [16]),

H™(2)={veL*(2) : o*ve L2 (2)V k| < m),
where

3lkly

akv = —-——---
ki ky o k3’
0xy' 0x,°0x3

equipped with the following seminorm and norm for which it is a Hilbert space:

2 2

_ k.2 _ 2
ol ) = ngw vldx | L ol = | Y 10,

Ik|=m 0<|k|=m
The subspace of functions of H!(£2) that vanish on 952 is HOl (£2),
Hi(2)={ve H'(2) : vlse =0).
We also recall Korn’s inequality valid for all functions v in H] (£2)°,
g1 = Kle@llr2g), 2.1
and the generalized Poincaré inequality valid for all functions in H'(£2),
10l 2@y = P10, DI+ ol g ) 22)

where e (v) is the strain tensor, and /C and P are constants depending only on £2.
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As usual, for handling time-dependent problems, it is convenient to consider mea-
surable functions defined on a time interval ]a, b[ with values in a functional space,
say X (cf. [14]). More precisely, let || - || x denote the norm of X; then for any number
r,1 <r < oo, we define

b
L (a,b; X) = {f measurable in ]a, b[ : / Il fOlydr < oo} ,

equipped with the norm

1
b ¥
N fllLra.px) = (/ IIf(t)Il}dt> ;

with the usual modification if » = oo. It is a Banach space if X is a Banach space, and
for r = 2, it is a Hilbert space if X is a Hilbert space. Derivatives with respect to time
are denoted by d; and we define, for instance,

HYa,b; X)={f € L*(a,b: X) : & f € L*(a, b; X)).

2.2 Biot’s Model

In a bounded, connected, Lipschitz domain £2 C R4, d = 2,3, with boundary 952
and exterior unit normal n, and in an interval of time ]0, T[, we consider Biot’s
consolidation model for a linear elastic, homogeneous, isotropic, and porous solid
saturated with a slightly compressible fluid, see [4]. The unknowns are the solid’s
displacement u# and the fluid’s pressure p. This model is based on a quasi-static
assumption, namely it assumes that the material deformation is much slower than
the flow rate, and hence, the second time derivative of the displacement (i.e., the
acceleration) is zero. After linearization and simplifications, it leads to the following
system of equations a.e. in §2 x]0, T[

8,(%p+aV~u)—V~KVp=q, (2.3)
— V(MY -w)I +2Gew) —apl) = f. (2.3b)

This system is complemented by an initial condition
p(0) = po in £2, (2.4)

and boundary conditions on the pressure p and the displacement u. In practical situ-
ations, these are mixed, in general non-homogeneous Dirichlet and natural boundary
conditions. But, except in particular cases, mixed boundary conditions do not lead
to optimal error estimates in L. For this reason, we assume homogeneous Dirichlet
boundary conditions for # and natural boundary conditions for p,

u=0, «kVp-n=0, on 052. 2.5)
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Note that gravity is neglected, but it can easily be incorporated in the problem. Here,
A > 0and G > 0 are the Lamé coefficients, « > 0 is the Biot—Willis constant, which
is usually around one, M > 0 is the second Biot constant, ¢ is a volumetric fluid
source term, and « is the permeability tensor, assumed to be symmetric, uniformly
bounded, and uniformly positive definite, i.e., each eigenvalue A; of k is real and there
exist two constants Amin > 0 and Apax > O such that

ae. X € 2, Amin < Ai(x) < Amax- (2.6)

Strictly speaking, the initial condition should be given as

1 1
<Mp+otv-u)(t=0)= Mpo+otV-u().

However, in practice, the pressure is either measured or computed through a hydro-
static assumption and the initial displacement is computed satisfying (2.3b). When the
data are sufficiently smooth, as stated below, initializing the pressure is sufficient to
determine the solution.

It is well known, see, for instance, [9, 18, 21], that for f € L?(0, T; H~'(£2)?) and
g € L*(£2x]0, T[), problem (2.3)—(2.5) has the equivalent variational formulation:
Findu in L>°(0, T; Hy (22)?) and pin L>(0, T; L*(2))NL*(0, T; H'(£2)) solving

Vv e Hy(2)%, 2G(e(u), () +A(V-u, V-v) —a(p, V-v) = (f,v), (2.7a)
Vo € H'(2), (3,(%p+aV~u),9) + (. Vp,VO)=(q.0),
p(0) = po in £2. (2.7b)

Moreover, if in addition the data satisfy f € H'(0, T’ L2(£2)?), and py € H' (),
this problem has one and only one solution that depends continuously on the data.

3 Finite Element Discretization

From now on, we assume that the boundary of the domain £2 is a polygonal curve in
two dimensions or a polyhedral surface in three dimensions, so that £2 can be entirely
meshed by triangles or tetrahedra according to the dimension. For 4 > 0, let 7, be a
regular family of conforming simplicial meshes of the domain £2, with & the maximum
element diameter. The family of meshes is regular in the sense of Ciarlet [5]: there
exists a constant o > 0, independent of %, such that

h
ZE -5, VEeT, (3.1)
OF

where h g is the diameter of E and og the diameter of the ball inscribed in E.
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Letk > 1 and m > 1 be two integers. On this mesh, the displacement and pressure
are approximated, respectively, by the following finite element spaces:

X; = {ve H (2) : v|g € Pu(E),VE € Tp}, (3.2)
Qn=1{q € H'(2) : qlr € Pk(E),VE € Tj}. (3.3)
Regarding approximation in time, the interval [0, T'] is divided into N equal subin-
tervals with length A ¢ and endpoints 7, = nA t. The choice of equal time steps is a
simplification; the material below extends readily to variable time steps. Observing

that f is continuous in time, it is approximated at each time step by its pointwise
value,

f" = ft). (3.4)

It is convenient to do the same with the source term ¢; for this, we assume that ¢
belongs to C°([0, T'1; L?(£2)) and approximate it by its pointwise value

q" =q(ty). (3.5)
Starting from
Py = Su(p(0)), (3.6)

where S, is a suitable approximation operator that will be chosen below, the initial
displacement is computed by solving

Vo, € Xp, 2G(e(u)), e(p)) +A(V-uf), V-vp) = a(pf. V- vp) + (2 vi).
3.7

Then, for 1 < n < N, the scheme constructs a sequence ( pZ) € Qj, and a sequence
(u},) € Xp, solution of

Vi € On, %A%(”Z )
(kY PV 6,) + %(v @l — w7 0) = (" ) (3.8)
Vo, € Xp, 2G(e(u}), e(wp)) + A(V - ul,
Vo) =a(p), Vo) + (" vn). (3.9)

It has been proved (see, for example, [19, 20]) that, owing to Korn’s inequality, the
discrete scheme (3.6)—(3.9) generates two unique sequences (py) and (u}),0 <n <
N. These references also establish a priori error estimates of the displacement in
L>(0, T; Hy (£2)?) and the pressure in L°(0, T; L*(2)) N L*(0, T; H'(£2)). The
following theorem gives typical a priori error estimates:
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Theorem 1 If the data f belong to H'(0, T; L2(£2)%), g to C°(0, T; L*(2)) and po
to H! (82), then there exists a constant C, independent of h and At, such that

“rh(P)(tn) - PZ||%2(Q) + ||€(Rh(u)(tn) - uz>”i2(g)
HIV - Ry @) (1) — w720,

+ 3 IV ER(P) ) — PP,

m=1
= C(Im(P)O) = PRI g, + e (R @) (O) — a5 g
V- (R @)(©0) = #1720, (3.10)

2

L2(£2)

+ Z 3 V@)@ = pan)|
m=1

F11rn @) = 3 P12 0.0y
IR @) = uutl| 20, 1y

2 "2 "2
+ (At) (”P ”LZ(.QX(O,[n)) + ”u ”Lz(o,tn;Hl(.Q)d)))’

where ry, and Rj, are suitable approximation operators in space with values in Qp, and
X, respectively.

It can be shown that, owing to the above assumptions on the data, all terms in the
right-hand side are meaningful. Moreover, when the solution is sufficiently smooth,
considering the degree of the polynomial functions of Qj and X}, (3.10) yields the
error bounds, again with a constant C independent of /2 and At,

Ilrn(PY(tn) = Pil 720, + lle(Ra@) (1) — w172 o) + IV - (R @) (1) = w175
" (3.11)
+ Y VO ) = P32 g) = C((AD? 4 H2=D 424D,

m=1

4 Error Estimates

We propose to derive sharper a priori estimates in space for the displacement and
pressure in the L? norm. The argument of Aubin [2] and Nitsche [17] discussed in
the introduction does not readily adapt to problem (2.7)—(2.7b), which is a complex
time-dependent system; but we can try to use the underlying idea of elliptic projection.
Thus, following the strategy of [7, 22] for simpler time parabolic equations, the idea
is to express all error estimates in terms of the L norm of suitable elliptic projections.
They will give more accurate results than the energy norm. More precisely, we shall
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prove further on, in Theorem 3, the following estimate:

N

1 n nn2 1 n n n—1 n—1y2
— su - + — Py — -
a2 P = Pl 2Mﬂ;np ph—(p P D720
<Ch2H Yo —onl +‘ Yoo —anl’
K — K —
- P co.7:0202) PN 2 @a0.mp
2 1 2
] L @ = v rp |+ CCAD? | b+ a¥ W) ,
L(82) ’ M L2(2x]10,T])

that holds for all 6, and 6, in Qj, and all v, in X, under suitable assumptions on the
solution and the domain.

4.1 Elliptic Projections

Consider the following elliptic projections S;,(p) € Qp and P, (u) € X, of the exact
solution almost everywhere in ]0, T'[:

Yo € Qn,  (kV(Sp(p(®) — p), VOy) =0, (Sp(p®) —p(1),1)=0,ae.1 €0, TI,
“.1)

Yo, € X, 2G(e(Py(u(t)) — u()), e(wp)) + A(V - (P, () —u(®)), V- v,) =0,ae.1 €]0, T[.
4.2)

Here Sj, is the operator used for the initial value Sj,(p(0)). Note that the second
equation is added to the definition of Sj to guarantee uniqueness of the projection.
Again, owing to Korn’s inequality, (4.2) defines uniquely Py, (u(?)). To simplify, we can
freeze time since it only acts as a parameter. Being projections, these operators satisfy
forall p € H'(£2) N L}(£2) and u € H(2), optimal approximation properties in
the energy norm,

1 1
v : H SV (SH(p) — <H 5V (6, — ‘ , 43
h € Qn,  |K2V(Sp(p) = Pp) . L ©On —p) @ (4.3)
1
Vo € Xp, (2Gle(Pu@) = )32+ HIV - (P = )12 ) )
1
= (261e@h w122 + AV - @1 = W20 ) (4.4)

By an Aubin—Nitsche duality argument [2, 17], these projections have the following
approximation properties in L?.

Theorem 2 Let the domain $2 be a convex polygon or polyhedron according to the
dimension. Then, there exists a constant Cy, independent of h, such that for all u €
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Hj (2)7,
3
Yoy € Xp, [1P4@) — ull ) = Cuh(2Glen = w125, + M1V - @ = w1125 6))
4.5)

If in addition, the coefficients of k belong to W' (§2), then there exists a constant
Cp, independent of h, such that, for all p € H' (),

1
V0 € i 1S0(p) = Py < Cph |12V = p) (46)

L2(2)

Proof The proof is sketched because it is an easy variant of the elements of proof
given in the introduction. For (4.5), we use the same duality argument with auxiliary
function ¢ € Hol (£)4 solution of

Vo e Hy(2)Y, 2G(e(p),e()) +A(V-9,V - v) = (g, ),

where g is an arbitrary function of L?(£2)?. This linear elasticity system with constant
coefficients has a unique solution ¢ that, according to [12], belongs to H 2(Q)d when
£2 is convex and there exists a constant C depending only on §2 such that

lel a2y < Cliglizg)-

By proceeding as in the Introduction, we readily derive

1
2

h h

1

x (2Gle(Pu@) = w1320+ HIV - (Pu@) = )15 )

Then (4.5) follows from the above regularity of ¢ and standard approximation prop-
erties of X7,.

For (4.6), in view of the second part of (4.1), it is convenient to work in the space
of L? functions with zero mean value,

L3(2) = {0 € L>(2) : (0,1) =0)}.

Then for any g in L(%(.Q), the relevant auxiliary function ¢ in H'(£2) N L(z)(.Q) is the
unique solution of

—div(kVe) =g in2, kVg-n=00n9%Q,

and we easily obtain

2

2V = p)

. 1
(1) = p.g)| = inf |2V (g —6n)

L2(2) L2(2)
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The regularity of ¢ can be assessed by setting w = 'V ¢ and observing that if £2 is
convex and the coefficients of « are in W!->°(£2) then w belongs to H'(£2)? (see [10]
for instance). In turn, this implies that ¢ belongs to H 2(£2) and (4.6) follows from
standard approximation properties of Qy.

O

Remark 1 The above proof shows that the extra factor 4 in (4.5) and (4.6) is obtained
when the solution of similar elliptic problems with any data in L?, and homogeneous
boundary conditions, belongs to H?2. It cannot be improved, whatever the degree of
the polynomials, because the data for these problems must be measured in L2. When
the domain has corners (and the other data are smooth enough) such regularity holds
if the domain is convex, see for example [12, 13]. If the domain is Lipschitz but not
convex (and again the other data are smooth enough), then the extra factor has the
form A° where % < s < 1 depending on the inner angles of the domain, see [12].
The most unfavorable case is that of mixed boundary conditions when the change in
conditions does not occur at a corner, see [6].

4.2 Error equalities

In order to derive the error equations, we write the displacement equation at time ¢,,
0<n<N,

Yo, € Xy, 2G(s(u”), e(vh)) + A(V -u", V- vh) = ot(p", V.- vh) + (f", vh),
“@.7

and the flow equation at time f,,, 1| < n < N, but it is convenient to express the time
derivative as a difference quotient; this gives

1
V0, € O T (P = P 0) + (kY PV ) + A%(v " —u"). 0,)

= (q", 0n) + En(6h), 4.8)

where
_ 1 1 n n—1 n
Ei0n) = o[ (5 (" = ") = @p)".61)]

1
+a[(EV W —u"Y =V - B, eh)]. (4.9)

Here ¢" and f" are defined, respectively, by (3.5) and (3.4); the other superscript n
indicates the value at time ¢,,.

To simplify, it is convenient to denote the time difference of a function v by the
symbol &,

s =" — "L (4.10)
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With this notation, we subtract (4.8) from (3.8), for all 6, € Qy,

1
27 a7 8Pk = 8", 00) + (k¥ (Pl = p"). Vi)

o
+A—t(V - (Suj — 8u"), 0) = —E, (6n),

and we replace p" by its elliptic projection in the second term, see (4.1), for all
On € On,

1
o (87) = 80".60) + (€Y (P}, = Su(p")). V 61)

o
+—

~; (V- 6P =3p"). 64) = —En(6n)-

Next, we introduce Sy, (p™) in the first term and the elliptic projection Py (#") in the
third term, see (4.2). This gives a flow error equation, valid for all 1 <n < N, for all
On € Oh,

I
7 B = Su(P™). 6n) + (€V (P = Su(p"), V 61)

o
+ E(V - (8 (uj, — Py(u™), 6p) (4.11)

= _E,@® L 50 — a0, 0) + 2 (V- (S — Py(u™). 0
=— n(h)+m( (p" = Su(p™)), h)+A_t( - (8(u" — Py(u")), h)-

A similar, but simpler computation gives the displacement error equation

Vo, € Xp, 2G(e(u) — Py(u")), e(wp)) + A(V - (w) — Po™)), V - v)

=a(p) — Su(p"). Vo) +a(Su(p") — p". V- v3).
4.12)

Following a standard procedure, see for example [19], (4.11) is tested with 6, =
P, — Sp(p™) and the interaction term

o

AL (V- (j, — Pu@™), py — Su(p™)
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is eliminated by testing (4.12) with §(uj, — P, (u")). This yields a first total error
equation,

2
S 3012 = S22 o) + 185 = Sk (P2 g |

+ ety - s

L2(2)

1

+ E[zGa(ue(uz — Po@")I72q)) +2G 18], — Pr(™"))72g)
+28(IV - @), = Ph@™)72q)) + I8V - (], — Ph(u”)))uiz(m]

At(Sh(P ) = p", V- S(uj — Py(u")))

8(S — Sn(p"
MA((h(P) "), pp — Su(p™)
- A—t(V -8(Py (") —u"), ply = Su(p") = En(p) — Sn(p™).
The third term in the above right-hand side is not amenable because it involves the

divergence of the displacement’s projection error, from which no accuracy can be
gained. The divergence can be eliminated by Green’s formula in space

o n n n n
— 5, (V3P —u™), ply = Si(p")

o n n n n
= A—t(5(Ph(u ) —u"), V(py — Su(p")),

with no contribution from the boundary owing that P, (u#") — u” = 0 on 952. Thus,
we have a second total error equality

1
S 3012 = S o) + 18 = Sh (P2 g |
2V Ry ‘
Hetver s,
1
+ g [ 263 (e = P Iag) + 2613 (@] — P

+ (I - = Pa@ 2 ) + 18V - @ = Pu@ D)3 |

At(Sh(P )= p", V- 8(uy — Py(u")))

~ A ——(8CSn(p™) — P, Pl — Su(p™))

+ E(S(Ph(u") —u"), V(pl — Sh(p™)) — En(P) — Su(p™)).

(4.13)
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Let us multiply both sides of (4.13) by Ar and sum over time from 1 to n. The
left-hand side of the resulting equation reads forall 1 <n < N,

1
LHS = [ 117} - sh<p>||L2(m+Z||8<p = SHP" N2 ]

m=1

Z s et v g = i |

L2(£2)

+ G[ne(uz — P72, — le@) — Ph@®)72 g,
(4.14)

n
+ Y I8y — Po@™) 220 ]
m=1
A
+ E[IIV - (ufy = P72 ) = IV - )y = Pu®) 32,

+ YISV @] = Pa@ g |

m=1

Note that the pressure error at initial time vanishes owing to (3.6). Regarding the
right-hand side of (4.13), observe that the second argument of the first term cannot be
controlled by the LHS, but it could be handled if the § operator were switched to the
first argument. This can be done by a discrete summation by parts,

o Y (Su(p™) = p" V- Sy — Pu(™)))
m=1

—a| - Z B(SH(p" ) = "V - () — Pyw™))

+(Sp" = PV - = Pa@) = ($ipY) = p' V- @) = Pa@®)].
Thus, the right-hand side is expressed, forall2 <n < N, as

n—1

RHS =af = Y (355" ) = p"* ). V- @)! = P(w™))

m=1
+(Su(p") = p". V - (uj — Py(u")))
~(S(p") = .V - ) = Py ") | (4.15)

1 - m m m m
—=7 2 (8™ = ™). Pl = Si(p™)

m=1

+a Y (S(Pa@™) —u™). V(py = Su(p™)) = > AtEn(p) — Su(p™)).

m=1 m=1
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When n = 1, the first sum in (4.15) is empty while the other terms are unchanged.
This is summarized in the following proposition.

Proposition 1 The scheme (3.6)—(3.9) satisfies the following error equality for all
1<n<N:

n
175 = S22y + D 18R = Sh(P™ )220, ]

m=1

1
il

2

n
1
AtH 2V (py — Su(p"
+m§_l K2V (py = Su(p™) @

+G[ ey — Pi@ )2 g
_||€(u2 - Ph(uo))”%Z(_Q)

+ 7 It — Pa@™)I3 )|

m=1

A
+5[||v Sy = Po@") 12 = IV - @)y = Ph@®)|72 o)

+ D18V - @ = Pa@ )|

m=1
n—1
=af = 3 (3siph = ph,
m=1

V- uy — P@™) + (Sn(p™) — p". V- (), — Py(u")))
~(S(p") = P! V- @f) = Pu™) |

l n
M > (8CSup™ = ™. Py — Su(p™)

m=1

+a Y (S(Pu™) —u™),

m=1

V(py = Su(p™))) — Z AtEy(py — Sn(p™))- (4.16)
m=1

4.3 Error Inequalities

Let us start with the error in time E,, ( pZ’ — Sp(p™)). According to (4.9),

1
AtEn(pf! = $i(p") = 2| (" = P = At@p)" pff = Sh(p™)]

+ a[(V @ —u"Y = AtV - Q)™ pit — Sh(p'"))]
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1 m
= M[ —/ (s = tm—1)p"(s)ds, pj — Sh(P'"))]
1,

m—1

l’”
a[ = [ 6= te0¥ @ s o - 5im)].
1,

m—1

if p and u are smooth enough. More precisely, if

p” and V- (u”) bothbelongto L*(£2x]0, T[),
then
3
At|En(py = Si(P")| < J5(AD2 (137 0"
+aV - @) 22511 1R = SH(P™ 22

Hence, after summing over m, isolating the term with superscript n and applying
Young’s inequality, we derive for any > 0,

N =

n
D AHEL (PR — Su(p™)] <
m=1

1 2

aM 1

(At 3 =
+3- (A7) P

17\ 12
taVv-(u )”Lz(ﬂx]tnfl,tn[)]

1 1 = m my 2
+5| 37 3o |7 = 510122
m=

"

+ M Ay
3 mu?

2
+aV.- (u”) ”Lz(QX]OJn—ID:I'
4.17)

A similar treatment is applied to the sum in the second line of (4.15),
1 n
o 22 (™ = p™,
m=1

1 r1
Pi = Sip™)| = 552 [ 178 = S 0
18" — Sh (P22
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n—1

1
+3 2 AP = i (P2 g

m 1
-1 i
+4 ) 18" = S (P2 |
m=1
(4.18)
The first term in the third line of (4.15) is easily estimated; first we write

[(8(Pr(u™) —u™), V(P — Sp(p"™N)| < 8Py (@™) — u™)|| 12(q2)
= KV () = Su(p™)|

Lo(£2) ) 12(2)

Then

o Z (8(Ph(u™) — u™),

VP — Sh(p™))| < —[ZN H’“V(ph Sh(pm))’wm

n

2 1 m m
. Zl SR = ") g |
m=

1
+oz2 ch_f

(4.19)

Next, we consider the first sum in (4.15),

n—1
af = Y (BS(p™hH = pth,
m=1
1 n—1
vV - (uh _Ph(um)))| —[ ZA[”V (”h — Py(u™ ))”LZ(_Q)

m=1

\S)

n—1

2
+oo Z —||5(Sh(l7m+l) PR (4.20)
The second and third terms are straightforward,

al(Su(p") = p", V - () — Py™))| <

N =

A
|51V @ = Pa@™) I

2 2 n ny2
+ =11 (P") = P2 |
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1
o|(Sh(p") = P!,V - f) = Py@D)| < 5

A 2
[Euv @y = Ph@)IT ) + SeISu (Y = p! 22gy]- @20

Then, by substituting (4.17)—(4.21) into (4.16) and collecting terms, we derive for
alln > 2,

1 n ny2 n n 2
7158 P") = PRI g, + Glleh = PL@™) I3z o) + 5 1V @ Pl g,

4= ZAtHKZV(p;, Su(p™ ))

L2(2)

n
+—M Z 18(Sh(P™) = PRS2y + G Y I8 (e(ay — Pu@™ )2 q)
m=1 m=1

)\' n
+3 Z IV - 8@y — Pu@™) 32,

742 AISHP™ = P 2y + 5 Zmnv W = Pa@™) 220,
(12
7[||Sh<p >—p”lle<g)+Z 1865 (P™) = P™) 2 )|

n—1

1

—1? 1
+7Hx d Z;,”S(" — Pi@")2 g
P

2

+2—M(At)2(At Lo tav.wh
3 M

L2(2Xty—1.ta])

N
+aV - (u )”L2<9x]o,zn,1[)>

3A
+Glley — Pu@lga g, + IV - @l = Ph@™)lIT2(q)

2
o
+ =180 (PD) = P2y 4.22)

When n = 1, all sums except the last one are empty. Let

3
In = Glle@y = Pu@™) ) + IV - @ = Pu@™)lIg2q)
o 1 12
+—1Sk(P) = P72y (4.23)
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2
Ch = [ Iswp) = p ||L2(9)+Z 18CSH (™) = P™) 122 ]
[||6<Sh(p) p")||L2(m+Z 185 (P™) = P™) 22 ]
2 2 N
+2- e ZE||6(u"’—Ph<u’")>||iz(m, (4.24)
M 2 1 /" /" 2 1 "
Ca = 22 (A1) (At — ' +av. @) +—p
3 M @i b M
2
+aV - @) 320 10 ) (4.25)

Then by Gronwall’s Lemma, we deduce the next proposition.

Proposition 2 Let both p” and V - (u") belong to L*>(£2x10, T|). The scheme (3.6)—
(3.9) satisfies the following error inequality for all 1 <n < N:

1 n n n 2
m”Sh(p ) ph”LZ(_Q) + G||€(uh - Ph(u ))”LZ(Q)

A
+IV - @ - Pr@")72q)

+5 Zm ety - siomf,

Z 18(Sh(P™) = P72y + G Y I8 @) — Pu@™ )72,

+= va S(u — Ph@™ )72 0

m 1

< (In + Ci + Ca) exp(ty). (4.26)

If n = 1, the first two sums in Cy, are empty.

Note that
o? a2 2 1 5
n m m
Cp < —||Sh<p )= Py + 25+ 27) 20 5 I8H™) = P
m=1
| 2 n

1 1
> 18" = Pz q)-

2 n ny 2 o
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Let us bound the first sum. We have

2

t777
18CSK(P™) = P20y = ‘ / 39 (Sn(p) — p)(s)ds
tm—1

m

L2(2)
=< At”at(sh(]?) - p)”iz(gx]tm—lstm[)'

Thus,

n

Zina(S( ™) = P20y < 10:(Si(p) = P
At np P L2(2) = ANIAVL 1% L2(2x]10,T)
m=1
= 11553 P) = 3 PlI7 2010, 7p)
owing that S, and 9; commute. Likewise,
n

1
D 5 18" = Pa@™)T2 ) < 10:(Pa@) = )72g00. 1

m=1

= || Py (0ru) — 3:"”22((“]0][)'

Finally,
18(Sh(P™) = P72y < ALISH@:P) = 3PUa gy o
Therefore, by substituting these bounds into (4.24), we infer

n n
Ch < 18 (P") = P2

2
o 2 At
+ _(1 + 7))”Sh(atp) - 3tP||iz(QX]07TD (427)

+2(/\—2 m

ot 1 2 2
2 PP @) = Bl g, 7
It remains to bound the initial terms. By definition of the projection, Py, (x°) satisfies
2G (e(Pa@®)), e(wp)) + A(V - (Pa@®)), V - ) = a(p°, V - vp) + (f°, va).
Then subtracting this from (3.7) leads to
2G(e(u) — Py(u®)), e(p)) + A(V - ) — Pm®)), V - v;) = a(p) — p°, V - vp).
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From this, and the fact that |V - v|? < d(e(v) - £(v)), we easily derive that

2
o
Gley — Pu@’)l7a0) < 5120 = P20,

3 0 012 3da? 02 (4.28)
Z”V : (uh - Ph(u ))”LZ(Q) = o= 312G ”ph p ”LZ(.Q)
Hence
ne Ly NP~ P gy + ||Sh<p )= p s (429)
8 “3x (£2) L2(2)

Finally, by substituting (4.27), (4.29), and (4.25) into (4.26) and applying (4.5) and
(4.6), we derive the next lemma.

Lemma 1 Let the domain 2 be a convex polygon or polyhedron according to the
dimension, let the coefficients of k belong to W (£2). If

ue H' O, T; H ()Y, pe HY0,T; H'(2)), p"andV-u" € L*(2x]0, T|),
(4.30)

then, foralln, 1 <n < N,

1 A
1 150" = Pl g, + Gl — Ph(u"»niz(m + IV @ = Pl g

1 n
+§ZA1)
m=1

AVl — S|

L2(2)

n
237 2= I0Gh(™) = PG g
m=1

n n
A 431
2 2 .

+G Y 18] — P Isg, + 5 YIS = PR, P

m=1 m=1
<Ch2H Sv(p— ( SV, p—6
< k2V(p —6h) c0<orL2(m>+ k2V (9 p — h) L2@x10.TD

2

+‘K2 Loo(82) ”s(al vh)”Lz(.QX]O,T[)]

2 1 ?
L v. W
vl T (u™)

)

L2(22x]0,T|)

for any 6y, O in O, and v, € Xy, where C is a constant that depends on o, M, G,
A, and d, but is independent of h, At, p and u.
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Theorem 3 Under the assumptions of Lemma 1, and with the same notation, we have
1 .
— sup [1p" = phlliag + 5 > 18" — pII;
AM 2,0y Y n; WlL2(2)
< [t vip - + et @ -
= k=VIP = On)licoo. 1022y T I1¥ tP =Yl 22 x10,11)

+ [ ||ioo(:2>||€(3t" - ”h)”iz(m]“[)]

1 2
+CAN | —=p" +aV - @) ,
M L2(£2x10,T)
(4.32)
where C is another constant independent of h, A t, p and u.
5 Numerical Experiments
Consider the following benchmark problem on §2 = [0, 1] x [0, 1]:
— V-V -w)I+2Gew)—apl)=f in2x]0,T],
1 1 . 6D
o|—p+aV-u)|——V-(kVp)=q in2x]0,T[.
M M
The system has the following analytical solutions
_exp(—A1) [ cos(x) sin(w y)
u(t, x,y) =— 2 [sin(nx) cos(my) |’
p(t, x,y) = exp(—At) sin(zwx) sin(mry), 5.2)

with A = j’fj,x =«l, k =0.05,a=0.75 4 = 3.4 =0.5,G=0.125, f =0,

qg=0,puy = 1. Dirichlet boundary conditions are imposed on both pressure and
displacement of the true solutions; an initial pressure of the true solution is prescribed.
Convergence-in-space tests are performed with a small time step Ar=2.5e—4 and a
very tight fixed-stress iteration stopping criterion er; = le—7 to mitigate the errors
caused by the time discretization and the fixed-stress split, we refer to [15] as a ref-
erence for the fixed-stress split algorithm. The numerical errors are measured at final
time T = 0.01 s and summarized in Table 1. These spatial refinement tests show that
both the pressure and displacement solutions achieve second-order convergence in the
L? norm. The results confirm that an extra factor /4 is obtained when the solution of
similar elliptic problems with any data in L2, and homogeneous boundary conditions,
belongs to H?. The convergence-in-time tests are performed with & = 1/128, eg, =
le—7, and final time 7 = 1. The results are summarized in Table 2. These results
confirm that no accuracy is gained with respect to Ar.
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Table 1 Convergence of pressure and displacement solutions under spatial refinement

1/h 1PN = pyll 2 Rate N —ullll 2 Rate IV —ul e  Rate

8 1.3441e—02 - 3.2188e—03 - 1.8980e—02 -

16 3.3727e-03 1.9947  8.1489e—04 19818 9.3237¢-03  1.0255
32 8.2670e—04 20116 2.0420e—04 19892 4.6401e—03  1.0161
64 1.8876e—04 20490 5.0911e—05 19944 23173e-03  1.0109
128 3.3605e—05 21447 1.2557e—05 20004  1.1583e—03  1.0077

Table 2 Convergence of pressure and displacement solutions under temporal refinement

At 1PN = PNl 20y Rate e —ull, 2  Rate luV —ulle  Rate
025  2.9107e—02 - 2.4810e—03 - 7.2982e—03 -

02 2.3479%—02 09629  2.0112e—03 09408  59177e—03  0.9397
0.1 1.1924e—02 09748  1.0311e—03 09596  3.0496e—03  0.9533
005  5.9977¢—03 09817  5.2069e—04 09704  15741e—03  0.9539

An experiment with a larger time step At = 0.025, 7 = 1, was conducted. It
suggests that when the time step is too large, the time error dominates the spatial
discretization error.

A second group of tests was performed with mixed boundary conditions imposed
on the flow: namely, a natural boundary condition on x = 0 and a Dirichlet boundary
condition on the remaining three sides of the domain, so that the change in boundary
conditions was located at a boundary corner with a right angle. The other data are the
same as in the previous experiments. We observe that the pressure and displacement
solutions achieve second-order convergence in the > norm under spatial refinement,
and first-order convergence under temporal refinement. This is in agreement with the
theory, see the end of Remark 1, indeed the change in boundary conditions occurs at
an angle 7 /2.

6 Conclusions

Here we have presented optimal L2 error estimates for Biot system where the flow
equation for the pressure is discretized in time by a backward Euler scheme and
in space by a continuous Galerkin scheme, while the elastic displacement equation
is discretized at all time steps by a continuous Galerkin scheme. To validate these
results, we have employed a manufactured solution where Dirichlet or mixed boundary
conditions are imposed on both pressure and displacement of the true solutions and
an initial pressure of the true solution is prescribed. Convergence-in-space tests are
performed with small time steps and a fixed-stress iteration scheme has been utilized.
The numerical errors are measured at a final time 7 and summarized in Tables 1, 2, 3,
4 and 5. These spatial refinement tests show that both the pressure and displacement

@ Springer



340 La Matematica (2022) 1:317-341

Table 3 Convergence of pressure and displacement solutions under spatial refinement

h N =pl2g)  Rae N —u)l2g, Rae  uN —uffle  Rae
8 1.5150e—03 - 1.1021e—03 - 1.2220e—02
16 4.9272e—04 2.4073e—04 6.0144e—03
32 8.5265e—04 2.1689e—04 3.2618e—03
64 9.5567e—04 2.5077e—04 2.1077e—03
128 9.8192e—04 2.6083e—04 1.7045e—03

Table 4 Convergence of pressure and displacement solutions under spatial refinement with mixed flow
boundary conditions

Ve Y =plagy  Rae N —uflpg) Rate u —upfle  Rae

8 4.4032e—03 - 3.2190e—-03 - 3.7960e—02 -

16 1.1080e—03 1.9905 8.1504e—04 1.9816 1.8648e—02 1.0254
32 2.7424e—-04 2.0025 2.0432e—04 1.9888 9.2801e—-03 1.0161
64 6.4691e—05 2.0280 5.1020e—-05 1.9934 4.6346e—03 1.0108
128 1.1493e—-05 2.1261 1.2582¢—-05 1.9995 2.3166e—03 1.0077

Table 5 Convergence of pressure and displacement solutions under temporal refinement with mixed flow
boundary conditions

At PN =il 2 Rate NV —ull,2o — Rate lu —ullll  Rate
025  9.5271e—03 - 2.4809¢—03 - 14596e—02 -

02 7.6851e—03 09628  2.0111e—03 09408  1.1835e—02  0.9396
0.1 3.9027e—03 09748  1.0311e—03 09595  6.0991e—03  0.9532
005  1.9630e—03 09817  5.2067e—04 09704  3.1480e—03  0.9538

solutions achieve second-order convergence in the L? norm. The results confirm that
an extra factor 4 is obtained when the solution of similar elliptic problems with any
data in L2, and homogeneous boundary conditions, belongs to H?.
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