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Abstract

We first derive convergence and a priori stability, and next reliability and efficiency of a posteriori error indicators for a Biot
poroelastic model coupled with an elastic model in R3, solved by a continuous Galerkin scheme (CG) for the displacement
and a mixed finite element scheme for the flow. The coupled system is decoupled by a fixed stress splitting algorithm. The
numerical implementation of the residual based error indicators is simple, even for the mixed discretization, but at the expense
of two suboptimal bounds. The scheme is tested on two benchmark problems via several numerical experiments.
© 2022 Elsevier B.V. All rights reserved.
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1. Introduction

Coupled multiphase flow, geochemistry, and geomechanics models are receiving growing research interests
for applications in unconventional reservoirs that include geological C O, sequestration, geothermal and recently
hydrogen storage. These multiphysics and multiscale simulations are computationally expensive and require
preservation of physics, chemistry and biology across spatial and temporal scales, such as local mass conservation
for flow. In addition, these algorithms must be able to handle efficiently high performance computing, adaptive
mesh refinement and highly nonlinear algebraic systems with rough coefficients. Additional computational issues
include data extraction, optimization, uncertainty quantification and machine learning. Solving monolithically these
multiphysics and multinumerics problems is often too costly computationally, and decoupling algorithms such as
iterative coupling are frequently applied. The latter, such as fixed-stress split algorithm, were first introduced by
[1-3]. Later a contractive property of the scheme was established by [4]. In the fixed-stress split algorithm, the flow
problem is solved first, followed by the mechanics problem, and a constant mean total stress is assumed during
the flow solver. Additional references on stability and a priori convergence of fixed stress iterative coupling can be
found in [5], a recent common publication on residual a posteriori error estimates for a poroelastic model discretized
by an Enriched Galerkin method for the flow equation.

This work is dedicated to Professor J. Tinsley Oden. The authors wish to thank Professor J. Tinsley Oden for
his many scientific contributions in engineering, applied mathematics, and computational science. Specifically we

* Corresponding author.
E-mail address: lihanyu234@oden.utexas.edu (H. Li).

https://doi.org/10.1016/j.cma.2022.115240
0045-7825/© 2022 Elsevier B.V. All rights reserved.


http://www.elsevier.com/locate/cma
https://doi.org/10.1016/j.cma.2022.115240
http://www.elsevier.com/locate/cma
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cma.2022.115240&domain=pdf
mailto:lihanyu234@oden.utexas.edu
https://doi.org/10.1016/j.cma.2022.115240

M.F. Wheeler, V. Girault and H. Li Computer Methods in Applied Mechanics and Engineering 402 (2022) 115240

acknowledge Professors Tinsley Oden and Mark Ainsworth [6] for their seminal work in the introduction of mesh
adaptivity based on a posteriori estimation for numerical solution of partial differential equations. Their work has
motivated the results obtained in this paper. Here, we introduce a high fidelity approach for unconventional reservoirs
that shows promise for modeling reservoir energy production, namely a posteriori error estimation for coupling
multiphase and geomechanics. A posteriori error estimates are derived for the poromechanics Biot system solved
with a fixed-stress split where a mixed finite element (MFE) approximation for the flow equation, and a conforming
Galerkin (CG) approximation for the mechanics equation are employed respectively. An upper bound is derived for
the error equation, distinguishing different error indicators, namely the fixed-stress algorithmic error, the time error,
the flow error and the errors arising from the mechanics equation. The residual a posteriori error analysis of mixed
methods has been a standing concern of many authors over a long period of time, but so far no fully satisfying
solution has emerged. The reason is that, in mixed formulations, the residual error equation for the velocity is set into
a space (H(div)) with very little regularity. Authors have tried to mitigate this deficiency by introducing a saturation
assumption or by proposing error indicators computed by solving local problems as in [7,8], but these are too costly
for many industrial applications. In the present work, the residual a posteriori error analysis is a simplified version
of that applied to mixed discretizations by [9,10]. Here for deriving bounds a Helmholtz decomposition is utilized,
but it does not involve computation of curls and tangential components as in [9,10]. No local problems need to
solved but only a simple interpolation of the pressure is required at the vertices. These theoretical results are for
general mixed method spaces provided such interpolation result is satisfied. The price to pay for this simplification
is the loss of optimality of two velocity error indicators. This result is demonstrated by numerical experiments with
RT, finite element spaces on hexahedra.

1.1. Notation

In this work, we shall use the following notation written in three dimensions in a bounded connected open set
2 C R3. The scalar product of L%({2) is denoted by (-, )

Vi g e L* (D), (f.8a= /Q f(x)g(x)dx,

and the index {2 is omitted when the domain of integration is clear from the context. For any non-negative integer
m, the classical Sobolev space H"({2) is defined by (cf. [11] or [12]),

H™(2)={veL*R) : d"ve LX)V k| <m)},
where
alkly
- axi 1 oxa2ox3’

equipped with the following seminorm and norm for which it is a Hilbert space:
1 1

2 2

_ k2 _ 2
vl gy = Zfﬂw idx |, Il = | Y g,

[k|=m O<l|k|<m

9%y

This definition is extended to any real number s = m + s’ for an integer m > 0 and 0 < s’ < 1 by defining in
dimension d the fractional semi-norm and norm, see [13,14],
1

2
|0k v(x) — 0% v(y) 1
1Vl ) = Z /Q/Q T dxdy |, Ilusc) = (1015m + vso)? -

|k|l=m
These fractional order spaces are often used for traces. The following trace property holds in a domain 2 with a
Lipschitz continuous boundary 9(2: If v belongs to H*({2) for some s € ]%, 1], then its trace on 92 belongs to
H ‘Y_%(a {2) and there exists a constant C; such that

Yv e H* (2 <G 5(2)- 1.1
veH @) ol g < Gl (1.1
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In particular, H %(8 12) is the trace space of H'({2), with norm
2
v(x) —v 1
v 1 =(/ ) = v (3))| dxdy)?,
HZ(I) rJr |x—yl
and H™? (042) is the dual space of H 2(8 .Q) Finally, if I" is a subset of d{2 with positive measure, |I'| > 0, we say

that a function g in H 2(F) belongs to HOO(F) if its extension by zero to 9{2 belongs to H 2(8(2) It is a proper
subspace of H > (I"), and is normed by

] 2 2 : 1.2
1ol = (o f| @) F)) (1.2)

where d(x, I") denotes the distance to I'.
The space H(div, §2) is the Hilbert space

H(div, 2) = {v e L} ()¢ : divv € L} ()}, (1.3)

equipped with the graph norm. Let n, denote the exterior unit normal vector to 2. The normal trace v - ng, of a
1 1

function v of H(div, {2) on 92 belongs to H™2(d{2), the dual space of H2(d{2), see for instance [15]. This allows

to define the subspace

Hy(div, 2) ={v e H(div, 2) : v-nyp =0 on 32} (1.4)
Note that if v is in H(div, {2) a}nd if I" is a portion of 32 that is not a closed surface, then the restriction of v -ng,

to I belongs to the dual of Hg(I').
We also recall Korn’s and Poincaré’s inequalities both valid for all functions v in H'!(£2)* that vanish on a portion
I'" of 942 with positive measure:

|v|H1(Q) =< ICHE(U)”LZ(Q)s (1.5)

||v||L2(Q) < P|U|H1(_())v (1.6)

where e(v) is the strain tensor, and C and P are constants depending only on {2 and I'. We also recall a trace
inequality on the complement of I" on 92, say I', assuming that I" has also positive measure:

ol 1 < Cnlvigig)- 1.7
Hy (1)

1
To understand this last inequality, recall that if v in H'(2) vanishes on I', then its trace on r belongs to HO%(f“).
As usual, for handling time-dependent problems, it is convenient to consider measurable functions defined on a
time interval ]a, b[ with values in a functional space, say X (cf. [13]). More precisely, let || - ||x denote the norm
of X; then for any number r, 1 <r < oo, we define

b
L' (a, b; X) = {f measurable in ]a, b : f Il fOll'ydt < oo},

equipped with the norm

b ¥
||f||u<a,b;x>=( / IIf(t)IIS(dt) ,

with the usual modification if r = oco. It is a Banach space if X is a Banach space, and for r = 2, it is a Hilbert
space if X is a Hilbert space. Derivatives with respect to time are denoted by 9, and we define for instance

HYa,b; X)={f € L*(a,b; X) : 9, f € L*a, b; X)}.

2. Domain and model formulations

Let £2 be a bounded, connected, Lipschitz domain in R®. We are interested in the situation where a poro-elastic
model holds in a connected subset {2, of (2 (the pay-zone), completely embedded into {2, while an elastic model

3



M.F. Wheeler, V. Girault and H. Li Computer Methods in Applied Mechanics and Engineering 402 (2022) 115240

holds in (2, (the nonpay-zone) where
2, =0\ 02,

Let I';; denote the boundary of (2, assumed to be Lipschitz, and let n,, be the unit normal on I, exterior to
(1. In the examples we have in mind, (2; is much smaller than (2. This work extends readily to more general
configurations, but for simplicity, we focus on this situation. Let the boundary of {2, 92, be partitioned into two
disjoint open regions not necessarily connected, but with a finite number of connected components, each with
Lipschitz-continuous boundaries,

a0 =TpUTy.

To simplify, we assume that the measure of I'p is positive: |I'p| > O.
Let o be the effective linear elastic stress tensor,

o(u)=2Ge(u)+ MV -uwl, 2.1)

where e(u) = %(V u-+ Vv u) is the symmetric gradient tensor, I the identity tensor, and A > 0 and G > O are the
Lamé coefficients. Let ¢P°" be the linear poro-elastic stress tensor

o™, p)=0)—apl, (2.2)

where @ > 0 is the Biot—Willis coefficient. Let f be the body force in {2. In the nonpay-zone, i.e., a.e. in {2, x]0, T'[,
the governing equations for the displacement u are those of linear elasticity. In the pay-zone (2, the equations are
those of Biot’s consolidation model for a linear elastic, homogeneous, isotropic, porous solid saturated with a slightly
compressible single-phase fluid. The unknowns are the solid’s displacement u and the fluid’s pressure p. This model
is based on a quasi-static assumption, namely it assumes that the material deformation is much slower than the flow
rate, and hence the second time derivative of the displacement (i.e., the acceleration) is zero. After linearization and
simplifications, it leads to the following system of equations in 2x]0, T'[,

V-V -w)I +2Ge(m) —apl)=f a.e. in £2,x]0, T'[,
V- MV -l +2Gew)=f a.e. in {5 x]10, T[,
1 1
0 <—p +aV - u> - —V. (lc(Vp — pgV n)) =q a.e. in 2, x]0, T,
M M
1
——Kk(Vp —pgVn)-n;; =0 a.e.on 3§ x]0, T,
g 2.3)
[ul =0 a.e.on 3/ x]0, T,
[c@)n, =apni, a.e.on 38§ x]0, T[,
u=>0 a.e.on I'px]0, T,
ongp =ty a.e.on I'yx]0, T,
p(0) = pgy a.e. in {2y,

where M > 0 is the Biot modulus, 1 the fluid’s viscosity, « the permeability tensor, g the gravity constant, p the
reference density, 1 a signed distance in the vertical direction, g a given volumetric fluid source or sink term, and
ty a given normal traction.

The spaces for the primal formulation are

Hyp(2)={ve H'(2) : vlr, =0}, W = Hy,(2). (2.4)

The equivalent primal variational formulation is:
Find u € L*°(0,T; W) and p € L*(0, T; L2(02)N L0, T; H' () solving a.e. in ]0, T'[

2G(e(w), ) + MV -u, V-v)o =(f,v)o+alp, V- -v)g + {ty, v)ry, YveW, 2.5)

1 1
(at <_P+(Xvu)79) +_(’C(Vp—logvn)’ ve)g 2(9,9)91, VGGHI(Ql)ﬂ (26)
M o Mf :

4
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with the initial condition

p(0) = py ae. in (2. 2.7)

1
The assumptions on the data are f € H'(0, T; L*>(2)%), g € L*(£,x]0,T|), ty € H'(0, T; (HOZ()(FN)d)’). It can
be shown that, under these assumptions, problem (2.5)—(2.7) has a unique solution, see for instance [5].

2.1. Mixed variational formulation for the flow equation

Here, we use a mixed formulation for the flow because it leads to locally conservative discrete schemes.
For the mixed formulation, we introduce an auxiliary reservoir velocity z defined by

K
z=——(Vp—pgVn); (2.8)
M f
the space for the reservoir velocity is
Z=1{q e H(div, 2)) : ¢ -n1, =0 on I';} = Hy(div, ). 2.9)

With the same data regularity, the mixed variational formulation reads: Find u € L*(0, T; W), p € L*(0, T, L2
(), and z € L*(0, T; Z), such that a.e. in 10, T,

Vo e W, 2G(e@). ), +A(V-u,V-v), —a(p,V-v), = (f.v),+{tn. ), . (2.10)
1

v0 € LX), (3(5;p +aV- u),a)Ql +(V-2.0), = (4.6).,. @11)

VeeZ, (use'2.8) g =PV O +(pgV1.8) . (2.12)

subject to the initial condition (2.7):
p(0) = po a.e. in 2.

The following equivalence result holds with the same assumptions on the data:

1
Proposition 1. Let f € H'(0, T; L>(2)%), ¢ € L>(£,x]0, T[), ty € H'(0, T; (HOZO(FN)d)’). Suppose that problem
(2.3) has a solution u € L0, T; W) and p € L=, T; H'({2,)) such that

8,(%p+av~u) e L*(2x10, T]). (2.13)

Then by defining z through (2.8), this solution also satisfies (2.10)—(2.12), and (2.7). Conversely, any solution of
the mixed formulation (2.10)—(2.7) and (2.12) also solves problem (2.3).

Then by equivalence, problem (2.10)—(2.12), (2.7) has also a unique solution. In the sequel, we suppose that the
assumptions of Proposition 1 hold.

3. Discretization and algorithm

We propose a finite element discretization of problem (2.10)—(2.12), (2.7), split by a fixed stress algorithm to
reduce the memory load in the pay-zone.

3.1. Meshes and discrete spaces

From now on, we assume that the domain is a polygon or polyhedron according to the dimension d, and such that
each part I'p and I'y has polygonal boundaries, when d = 3. For & > 0, let 7, be a regular family of conforming
simplicial meshes of the domain {2, with & the maximum element diameter. The family of meshes is regular in the
sense of Ciarlet [16]: there exists a constant o > 0, independent of A, such that

hE

— <o, VEeT, (3.1)
OE
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where hp is the diameter of E and op the diameter of the ball inscribed in E. We assume that
T =T, VT,

where 7, (resp. 7,%) is a conforming simplicial mesh of 2; (resp. {2,). We also assume that the trace of 7,2 on 92
meshes completely I'p and I'y. Let &, (resp. 5,?) denote the set of interior (resp. boundary) faces of 7. For any e
in &, w, denotes the union of the elements adjacent to e. We suppose that

f=epouer

where 5}? -2 (resp. S}]LV ‘%) is the set of all faces lying on I'p (resp. I'y). The set of faces interior to 2, (resp. (2,) is
5,1 (resp. 52). Finally, the set of faces on I, is 6,12. A unit normal vector n, is attributed to each e in &, and £7;
its direction can be freely chosen. Here, the following rule is applied: if e € 5;3, then n, = ng,, the exterior normal
to £2; if e is in 5,} or 5,3, then n, points from E; to E;, where E; and E; are the two elements of 7 adjacent to e
and the number of E; is smaller than that of E;. Finally, if e € 5;:2, then n, = n|,, the outward normal to {2;. The
jumps and averages of any function f on e € &, (smooth enough to have a trace) are defined by

[f(O)]e := fX)Ig, — f(x)|Ej, when n, points from E; to E},

1
{(f(xX)}e == E(f(x)|E,~ + f@)lE;)-

When e € £?, the jump and average coincide with the trace on e.
Let kK > 0 and m > 1 be two integers, n = max(l, k). On this mesh, we introduce first the following standard
finite element spaces:

W, ={veW : vlgeP,(E),VE €T}, (3.2)

O, =1{0e H' () : 0|z e P,(E),YE € T,'}. (3.3)
Next, we define the usual mixed finite element spaces such as for instance,

My ={q € L*() : qlp € Pi(E),VE € T}/}, (3:4)

Z,={z€Z:zlp e RTW(E),YE € T}'}, (3.5)

where RT(FE) is the Raviart-Thomas finite element space of order k (i.e., incomplete degree k + 1). Recall that the
pair (Z;, M;) satisfies the compatibility condition, see for instance [17],

V-Z, CM,. (3.6)

The displacement will be discretized in W, the pressure in M, and the velocity in Zj,.
In the sequel, we shall use the L? projection operator P, from L>(2) onto M), in each element E, and the
approximation operators of Scott & Zhang (see [18]),

S, € LW, W,), S, LH'(2), 6. (3.7)

Considering the degree of the polynomial functions in W, and M, these interpolants have the following quasi-local
optimal approximation errors:

VE € Tp, Yo € H'(Q, v = $i@|gipy < C 7 olyscay), 1 <s <m+1,0<j <s, (3.8)

VE € T;'.¥g € H'(2), 1 — Si@\ iy < Chy lalysap) 1 S5 <k+1,0<j <s, (3.9)

with constants C independent of E and hg, where Ag is a small patch of elements including E containing the
values used in computing the approximation.

Regarding approximation in time, the interval [0, T'] is divided into N equal subintervals with length At and
endpoints ¢, = nAt. The choice of equal time steps is a simplification; the material below extends readily to
variable time steps. The data is assumed to be continuous in time, and we set a.e. in {2

S = [l 1), q"(x) =qx, 1), th(x)=1ty(x, 1y). (3.10)
Strictly speaking, the last equality should be understood in a dual sense.
6
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3.2. Fixed stress algorithm

With the above discrete spaces, problem (2.10)—(2.12), (2.7) is discretized and split as follows by the fixed stress
algorithm. Let K be the bulk modulus,

2
Ky =h+3G, @3.11)

and denote by n, 0 < n < N, the time step, and for each n, by £ the iteration counter of the algorithm.
Initialization. Set

pi = Su(po)- (3.12)
Compute u2 e Wy, z2 € Zy, and 6,? by solving

Vo, € Wi, 2G (@), €) o +A(V -, Vo vi) g = a (p Vo) o + (O o0 + (1R va) s (Bi13)

Veu € Zi g (K2 80) g = (P V- 80) g, + (P8V 1. 84) g, (3.14)
and by setting
) =KyV-u) —ap). (3.15)
Time step n > 1.
1. Set pZ’O =pi uZ'O =u !, zZ’O =z;"! and 6}:"0 =o'

2. For £ > 1, compute

(a) the pair (pZ’Z, z,"l‘g) € M), x Z; by solving for all (Qh, ;,1) €M, x Zy,

1 O(Z 1 n,l n—1 nt a 1 —n,l—1 —n—1 n
(M+E)E(ph _ph agh)gl—i_(v'zh’ 7611)91 Z_EE(O./‘[’ _O—h 7€h)91+(q 70]1)917
(3.16)
H’f('cilzzqg’ Ch)ﬂl = ( Z,e’ V. ;h)gl + (logv n, ;h)_QI ’ (317)
(b) the predictor of the difference in fluid content 85; by
1 @\ e n,—1
5 = (37 + )" = P, (3.18)

(c) uZ’Z € W, by solving for all v, € Wy,
ZG(e(uZ‘[), e(vh))g +A(V . uZ’Z, A v,,)n = Ol(pZ'e, V- vh)n1 + (f", vh)Q +(t';v, U/1>FN, (3.19)
(d) ;" by

ot =KV oult —aplt, (3.20)
(e) the corrector of the difference in fluid content 8;; by
n n,t— 1 n nl—
85 =aV -y’ —uf+ M(p,/ —prth. (3.21)
If
58— 87 ” ,
] P
set £ < ¢ + 1 and return to (a);
else, set
. n . n,tn n . n,ln n . n,Ln —n . —n,ly
by=2L, pp=p,", w,=uw", zp=z,", 0 =0,", (3.22)

march in time n < n + 1 and return to 1.
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Note that at initial time, the given initial pressure is approximated by S, thus violating the space compatibility
condition (3.6), but this property is not used at this stage since p2 is known.

Owing to Korn’s inequality (1.5), (3.13) and (3.19) are uniquely solvable. Clearly, (3.14) is uniquely solvable.
The solvability of (3.16) and (3.17) for each n > 1 and ¢ > 1 is given by the following proposition.

Proposition 2. The system (3.16)—(3.17) has one and only one solution for each n > 1 and £ > 1.

Proof. Since (3.16)—(3.17) is a finite-dimensional linear square system it suffices to prove that if pZ‘l =q" =
o' =5"" =0and pgVn =0, then p}"* =0 and zJ"* = 0. Now, by testing (3.16) with 6, = p}"* and (3.17)
with ¢ = zZ’e, we obtain
1 Ol2 1 n,t2 1 a2
(M + E)A_t”ph ”Lz(Ql) +uylle 2z, ”LZ(QI) =0,

whence pj* =0and 2}* =0. O

Therefore, as long as the iterative procedure with superscript £ converges, the algorithm (3.12)—(3.22) generates
one and only one discrete sequence pj, uj, z;, for all time steps n.

The following theorem establishes convergence of the above algorithm with respect to ¢. Beforehand, we
define

1 1
_ , 3.23
P=tia ™ K, (3-23)

and denote the difference between two consecutive iterates by §,

ve>1, sgt=gb—g"t, (3.24)
Note that
BKp > 1. (3.25)

Note also that any vector valued function v : R?* — R? satisfies formally

IV - v]* <3e(v) : e(v).
Theorem 1. The algorithm (3.12)—(3.22) converges geometrically as £ tends to infinity.

Proof. Following the ideas of Mikelic & Wheeler [4], it can be shown that

-, 2At 1 1
1853 Wiacayy + 5 1erle 2023 o, +4G (56 + ) e @u Mgy, + RV -0 g
3.26
+ 4G K, |e(Su™H|? + 20K, ||V - Sut)? < ——|Isa R (320
b h LZ(QZ) b h LZ(_QZ) = IBZKZ h LZ(QI)'

This implies in particular that

1
—n,l —n,l—1
||501? ”LZ(_Ql) =< E”aahn ||L2(Q|),
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hence
56, < (1) s 3.27
1665, Il 12(02)) = 8K, 1863, 1 .2(02,)» (3.27)

whence the unconditional geometric convergence of c"r,;”e, since K, > 1, unconditional in the sense that it does
not depend on &, n and Ar. We also deduce that

nt 1 1 % 1 =1 —n,l
le@u; 2o, < 5 ( ) (5) 167 2y,

GG +1)/ \BK,
IV 0o < (o) 852
souy’ LZ(Q)_—(_) on N2
ANBK, (3.28)

o1 0
(An)2 |k~ 28z), 222

B \2/ 1 \¢! .
() () " 05t

S nt < 1 -l 8—11,1
ladp), ™ 20, = 3K, 166, Il L2(02,)-

This proves the theorem. [

4. Stability of the discrete scheme

In this section, we show that the scheme issued from the fixed stress algorithm is stable when convergence is
attained.

4.1. Basic stability estimates

Let us start with stability of the mean stress. It stems from (3.27) that the influence of the time-lagged term is

determined by that of 6,:”1 — 6,:’*1. To simplify, we use the notation 8, see (3.24), and recall that at step n, £ =0

corresponds to n — 1, so that 6(6:’1) = 5,:"1 - 6,:‘_1

We can derive a possibly sharper estimate for this quantity by proceeding as follows. We have
181132, = 1KV - 8y") = ad(py D3 = KoV - 8 DIz + @185 DIl
n,l n,1
— 2aK,(8(py ), V - 8(uj, ))9.‘

This last term is evaluated by the difference in the elasticity equation (3.19) at step n with £ = 1 and at step n — 1
tested with v;, = 8(u2’1),

20K, (8(py "), V-8 D) o = —4GKplle(dy DI g — 21Kp IV - 8 DI
n n,1 n n,1
+ 2K, (8Cf™), 8(uy ), + 2K, (887, 8(uj, ))FN.
By substituting this equality into the preceding one, we obtain
185320,y = —4G K lle@y NlTa g, + (K = 20KV - 8 D3 ) + @185 D 2,
+ 2K, (8(f™), 8y ), + 2Kp(8(t3), 8y D) — 4G K lle(@y NIGa g, — 22Kp IV - 85152
4.1

—4Ge(v): e(v) < —2Ge(v) : e(v) — %GW v,

the first line in the right-hand side of (4.1) is bounded above by

—2GK, |le@@™") |I? +(—%GK + K7 = 20Kp) IV - 8(u) D1
b h L2(2) 370 b b b NL2)
= —2GK, |l NII3 o) = KbV - 85 720

9
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This gives a first bound

185132, < —2G K3 €@y DI ) = MoV - 3G DI + @187 DI

+ 2K, (8CF™), 8y ) g, + 2Kp(8(t3), 8y D) . — 4G Kplle(duy Ml g ) — 20Kp IV - 8 DI

L2(£2) L2(f)"

4.2)

By Young’s inequality, we easily derive the next proposition.
1
Proposition 3. Let f belong to C°([0, T1; L>(£2)?) and ty to C°([0, T1; (HOZO(FN)”Z)/). For all n > 1, we have
185, ‘>||L2m [ <a ||5(p;1 Mz = MBIV -8y DI ) = 22K6lIV - 8t D172

/CZ(P2||a<f">||Lz(Q) +CIBENE ).
(H 0<FN>>’

4.3)

This is done by splitting
(80" 8yh) o = (30, 8 h) o + (3C™, 8 ) g

and applying Young’s inequality to each term, with an analogous treatment of the boundary term after applying the
trace inequality (1.7).
The next proposition gives a bound for the initial difference §(p)’ h.

Proposition 4. Let g belong to CO([O, T1; L*($2)). For all n > 1, we have

l‘l l”

I + At —— (4.4)

1 1 1
A2
A_t”(Sph ”LZ(QI) =< Eufﬁ LZ(Q) 4ﬁ2 ”q “Lz(Ql)
Proof. The flow equation (3.16) at level £ = 1, tested with 6, = SpZ’l gives
1 o?

(M+7)—|| P Mooy + (V-2 803 ) g, = (@ 80 D

But the difference between (3.17) applied at level (n, 1) and (n, 0), i.e., n — 1, tested with &, = zZ’l yields

n—1

,1 ,1 _1 1 _
(V'ZZ . 8p), )Ql :/Lf( l‘SZh .z ) = uysle28z, ||2L2(91)+Mf(’c 15Zh » Zp )Ql'

Hence

1 2
(57 + ?)_” o o, 382 R ) =~ (825 1) + (0" 8 D
By Young’s inequality, we infer
1 2 n,l1 2 1 a2 -1 2
(M +?)_” ph ||L2(Q) — ”'C Z(SZ ||L2(Ql)+At(M+E) ”qn“LZ(Ql)’

and (4.4) follows by using the quantity ,8 defined in (3.23). O

By substituting (4.4) into (4.3), we immediately deduce a further bound for 86, !

1
Proposition 5. Let f belong to C°([0, TT; L*(2)?), q to C°([0, T1; L*(21)), and ty to C([0, T1; (Hgy(I'n)?)).
For all n > 1, we have

1 1/’l’f - 1 n,1
1850 2 <575 5 22y 2, + A 2ﬁznq 1220, — ||v sui 2
_z)\_uv 8u21||L2(Q) (4.5)
Kb’C 2 2 2
B (P18 1" agg + Chlot ) )-
26 A e (H2<FN>d>’

10
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Therefore, a definite bound for 85, ‘' will follow from a standard proof of stability of the scheme. The next
proposition establishes a partial stability result.

Proposition 6. Under the assumptions of Proposition 5, the following bound holds for all n, 1 <n < N,

1
( 1951220 + Z 1827 122(0,)) + s 3 Arfebeg 20,

m=1

+ G(lle@pl2s p, +2 Z leGuI2200) + A(IV - @I g, + Z IV - Gl )

1 n—1 n—1 (46)
e S AP R + G Y Al
m=1 m=1
0[2 _ —nt,—1 lm—1
+4MF(”G’1 —o ”L2<91>+Z Ao o ”Lzmn) + i+ D,
b
where I,? and D), are respectively contributions of the initial terms and data,
)= ||ph||Lz<Q 3G le@2 s + ANV -1l 4.7
n—1
=—(PIC)2(||f 200y + 1 W2y + D A—Iléf’”“ ||Lz(m)
m=1
n—1 1
—(CNK)2 ||tN|| + eyl + ) By (4.8)
A
0<FN>>' (H, 0<FN>>' =l (Hg(I'n)Y

—1 n
1 1
2 ny2 2 5 2
+ 4M (A0l 12 + Z Atllg"sq,) + 2 A gV Ml g
m=1 m=1

with the constants K, P, and Cy of (1.5)—(1.7). When n = 1, all sums ranging from 1 to n — 1 in the right-hand
sides of (4.6) and (4.8) are empty.

Proof. At each time step n, we choose a suitable £, (that will correspond to a satisfactory level of iteration) and
denote with the superscript n all unknowns at the level ¢,,. First, we rewrite the flow equation (3.16) with a direct
approximation of the exact equation in the left-hand side, as follows

d 1 1 —n ~n,tn— n
(8(1)1’!) 0},) + E(V 8(”2)1 eh)Ql + (V.ZZ’ eh)_Ql = EE(Gh _O‘hl 11 Qh)_ol + (61 ’ eh)gl' (49)

This equation is tested with 6, = pj; and combined with the velocity equation (3.17) tested with zj and the
displacement equation (3.19) tested with uj, — uz_l divided by Az. This gives

MAt

1 n n —l n G n n
S (BRI 20) + 18P ) + 1l 32002 0 + = (8(16@I ) + I€G@INI )

L 1 —n —n,lp—1

ny2 ny 2 n n
2 (500 - @ ag) IV - 8WIEs g = (0V 1.25) 5, + o =a ),

2A¢

n .n 1 n n 1 n n
+ (q P ph)_()l + E(f P S(uh))_(z + _(tN’ 8(uh)>[‘N

At
(4.10)

After multiplying both sides by 2A ¢ and summing, we proceed in three steps.
11
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(1) As expected, the last two terms in the right-hand side of (4.10) are summed by parts because they cannot
be controlled by the left-hand side. Owing to (1.5)—(1.7), we have

n n—1
| Yo swial = PR( YIS Dl o@Dl + 1 2w le @i,

m=1 m=1

1 0
+ 1 22 “e(uh)”Lz(Q))’

. 1 4.11)
| D (e 8@ ry | < CNIC(Znau’;“)u L lle@lle I L lle@ll2e)
m=1 m=1 OO(FN))/ ( OO(FN))/
U le@lig)-
(He ("))
Then, by Young’s inequality, we infer
n n—1
23 [ s@ial + [ 8wy ] = G(le@DIZs g, + A1 Y le@)IZs 0 + @Iz )
m=1 m=1
2 PZIC2 n 5 m+1
+Z 1 gy + 1" Wy + 5 Zn SO0,
e s (R Y L Zna(t'"“)n2 L))
(H (T'y)Y (H; } 2 (TN (Hg (I'y)Y
(4.12)

(2) To apply Gronwall’s Lemma, the terms involving pj in the right-hand side of (4.10) cannot be left as such.
There are several ways to deal with them. The simplest, but perhaps not the sharpest way, is to write for the term
at time ¢,

o - ot n n n 1 n
2K ‘(Uh _G;:l = l’ ph)91’+2At|(q aph).Q]| S 2M ”ph”iZ(Ql)
b 2 (4.13)

—n,ty—1 2
+ 4M K}z ||Gh - Uh ”LZ(QI) + 4M(A t) ||q” ||L2(.Q])’
and for the sum of terms at the preceding times
n—1 o
m —mly—1
3 (2E|<a,/ =& P +241@" pa ) = 5 Z AP} 122,
m=1 m=1 (414)
2 n—1 n—1
— iy —1 2
+4M e Z 100 = G e +4M 3 Alg" g,
b m=1 m=1
(3) The treatment of the flow velocity is straightforward,
n n n
_1 1 1
2y Atl(pgV ) g | < s At 2255, + o Y Atle2 pgV il (4.15)

m=1 m=1 m=1

Finally, (4.6) follows by collecting (4.12)—(4.15). U
From here, stability of the scheme is derived by taking ¢, sufficiently large at each time step, and applying (3.27)
and (4.5).

Proposition 7. Under the assumptions of Proposition 5, if At < 1 and if for each m, 1 <m < N, the number of
iterations £, satisfies

1 20, —1 A
(E> < Tf(,m —1), (4.16)
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then the following bound holds for alln, 1 <n <N,

11 . _1
—(S1PE 0, + Z 1607 ag) + s Al 21

+ G(lle@)Iag +2 Z le@u g ) + (17 @I, + Z IV U2 @.17)
n—1 n—1
a7 O AP W2, + G D Atle@DGag, + T} + I7" + Dy + D},
m=1 m=1

where T, IZ’O, D}, and D" are defined respectively by (4.7), (4.20) below, (4.8), and (4.19) below. When n = 1,
all sums ranging from 1 to n — 1 are empty.

Proof. By substituting (4.5) into (3.27) and neglecting the negative terms in its right-hand side, we obtain

1 \2-D 1y 1
—n,ly —n lh—1 f -2 2 ny2
ot 220y < (ﬁK) i R e E P
K, K2 , , (4.18)
+ B (P gy + Rl )]
2G A (€0 (HZ(FN))/
with a similar inequality (without the first factor Ar) for the sum of —-|5," gt =112 running fromm = 1

L2(2)
to m = n — 1. By inspecting the right-hand side of (4.18) multiphed by the factor 4M “22, we see that the upper

bound for the sum of all these terms involves a sum of terms |k~ 2z 12 12(2) with m running from O to n — 1.
Except for the first term, that will be addressed further on, this sum can be controlled by the left-hand side of (4.6)
provided the fixed-stress algorithm is iterated a sufficiently large number of times. More precisely, we assume on
the one hand that ¢, is large enough so that

29 1 \2tn—D
0‘_2_&&(_) < uyAt,
Kb 2 ﬂ ﬁKb

ie.,

(iyaﬁl - %(ﬂKb ).

On the other hand, we assume that for 1 <m <n — 1, £, is large enough so that

2 _
M L (LY
K;2 B \BK,
i.e. we recover (4.16). As we can reasonably suppose that Ar < 1, this is the stronger assumption and therefore we
assume that at each time step m, the number of iterations ¢,, of the fixed-stress algorithm is chosen so that (4.16)
holds.
Of course, (4.18) also brings a data term; under hypothesis (4.16), this data term becomes

Do = Mg (m — )[PA(A8 S a gy + Z 18 ™1 2c2))

n—1

+ C3 (A5t | + ) seRIP )]+27(5Kb— 1At (4.19)
(H%(FN»’ m=1 (H0<FN>>’ BK»

n—1

((Ar)2||q 2oy + 2 Arnqmlliz<m>)~
m=1
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Finally, (4.18) brings an additional initial term when m = 1; under hypothesis (4.16), this term reads

- Ma
00 = —At/,L,(ﬁKb — 1)K~ 2zh||L2(Q]) (4.20)
Then (4.17) follows by collecting these results. [

Regarding the initial data, s(ug) and V - u2 are computed by solving (3.13). An easy application of Young’s
inequality shows that

1 K?
G”e(uh)”LZ(_Q) ||V uh”LZ(Q) — 2)\’ ”ph”LZ(Q]) + 2 G (PZHfOHLZ(Q) + CN”t ||(H (F )d)/). (421)
004 N

The control of 12 is more problematic because it is defined by (3.14) that involves its divergence. However, since
Sn(po) is a continuous approximation of py, we have

(p2, V. Z?,)Ql =—(V Si(po), 12)91,
thus implying that

_1 1 ~
tyrlle 220l 20, < k2 (pgV 1 — V Su(po)) 20

Consequently

730 < MO A (BKy — 1)l (05 - v $1P) 22 - 4.22)

mrKep
Finally, regarding the data terms in D}, and D}, it is easy to see that they are bounded uniformly with respect to

1
h, n, and At provided f belongs to H'(0, T; L*(£2)?) and ty to H'(0, T; (Hg(I'v)?)"). Summing up, by applying
Gronwall’s Lemma, we obtain the stability of p, and uy,.

Lemma 1. We retain the assumptions of Proposition 7. Then the following bound holds for all n, 1 <n < N,

537 1P 2y + GlE@DIT ) + MV - @} o) = C explta), (4.23)

| o IZ’O, D}, and Dy". Moreover; if in addition f belongs to H'(0, T; L*(2)?) and ty
to H'(0, T; (HO%(FN)")/), then (4.23) holds with a constant C independent of h, n, and At.

where C depends only on T

It remains to establish stability of the discrete velocity zj. For this, we revisit the contribution of the velocity to
the right-hand side of (4.10) when it is multiplied by 2A¢ and summed. It occurs in two terms. The first term is

n

n
_1
241 (pgVn.zj) g < mg Y Atle™22] 3 ) + y ZAtnmngnan(Ql)

m=1 m=1 m=1

This will leave sy, | Atllc™ 2z'" 17
is

12(2) in the left-hand side of the new formulation of (4.10). The second term

n n 1 n 1
200, _ it —1 200 2 | B —mily—1 2
(M — O’m' m , m < _( At m 2 ) ( —e" — O_m m— ) .

D @ =g = ; 1P i) " (20 S 068 = 3 g

m=1 m=1

1
As we now know that (Zm | At py ||L2(Q ))2 is bounded uniformly with respect to &, n, and A¢, we can use

Young’s inequality with whatever parameter is convenient to control the occurrence of the velocity in the upper
bound of the second sum (in view of (4.5), the other terms are bounded by the data). Thus the relevant term in the
sum is

1,uf( 1 )Z(Zm—l)” 4 .

2
2 ,3 ,BKb ”Lz(.Q y = 4Ath(13Kb - 1)M/f||K 2zh ”LZ(QI)’

14
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owing to (4.18) and (4.16). Therefore, by Young’s inequality, we can write

§ 200 m —m, by —1 m 1 . -1 m
ZK,,(" = D) g, Sgir D At 22 g + (ﬂKb—l ZArnp a0 40

m=1 m=1

+ bounded data terms.

Hence by combining (4.24) with the second part of Lemma | we deduce that under all its assumptions,
1 " 1
s D Al 22y Wy g < C explny), (4.25)

with a constant C independent of &, n, and At. With (4.25) and the previous arguments (see (4.18)), we readily
derive that

Z 7100 =3 2, = € explin). (4.26)

Of course, the sum of differences

— Z 181320, 262 le@@EMI} 20, XZ IV - 8@ 1720

m=1

are also bounded independently of &, n, and At.

4.2. Additional stability of the discrete scheme

Neither (4.23) nor (4.25) address stability of the velocity’s divergence. We can interpret the velocity equation as
a constraint on the pressure equation and it is well known that in this case, a bound for this divergence requires a
bound on the time derivatives of the pressure.

Proposition 8. If g belongs to C°([0, T]; L*(£2,)), then

—ZAtnv 2320, = M2Z yr ||6(pz”)||Lz(m+2aZZ—nv 3@ 20,)
4.27)

—m —mtm—1)2 m) 2
K2 Z 210~ % ”L2<91)+22At”‘1 W22

b m=1 m=1
Proof. Owing to the compatibility condition (3.6), (4.9) can be tested with 6, =V -z}, forn > 1,

1 ol —n - n n n
At||V-zh|? M(s(p;),v-zz)gl—a(v-a(ug),V.zz)m+%(a,f—ah-‘" LVzp) g +A0(q" Vo2)) g

hlp20) =
From this, we easily derive (4.27) by Young’s inequality. [
Hence a uniform (L? in time) bound for the divergence of the velocity requires a uniform bound (L? in time)

for the time derivative of the pressure and divergence of the displacement. This is the object of the next lemma.

Lemma 2. Under the assumptions of Proposition 5, we have

n

1 1
57 2 7 18! >||L2(Ql)+GZ r ||e<6<u'">)||Lz(m+AZ IV 0@
m:l

n—1
-1 -1 1
o+ EL (320, + 32} + D I H0E D )
m=1

15
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2 n

K 1 2
—-1_0 m m
< k120 2 M At Pl ) + Cn I8ty 1
py(e'z h) Z la ”LZ(QI) G Z ( 18CF 222y + Cnl )“m()%(r,v))/)

m= (4.28)

Z 5" — a1
Ar "% T %h L2(2)

m=1

Proof. To derive a bound for the time derivative of the pressure, (4.9) is tested with 6, = §(p},),

A BP0 + 7 2V, 8(p) g, + (V- 24, 8(pi) g,

1 —n,ly— n n
= % (&7 — a5 8(ph ))n (a ’S(IJh))Q]'

The displacement equation (3.19) at times ¢, and ¢,_; gives
a(8(p). V - vn) = 2G (e((uy)), €(n)) , +A(V - 8. V- vi) o, — (8CF™), vi) , — (8}, va)

By combining these two equalities, summing, and applying Poincaré’s and Korn’s inequalities and a trace, inequality,
we deduce

—Z 187 >||L2<9)+2GZ ey ))Ile(erXZ AR LY

m=1

n
< D g 2 18PN 2,

m=1

(4.29)
"1
+ K 2_:1 — (PISC iz + CulIBEDI  )le@@i )l

(Hoo(FN))

n n

o Loom  —mtn—t o
+ 2 2 1o = e I8l = D (V2 8(i) g

m=1 m=1
Of course, the last term cannot be left as such. Let us sum it by parts,

n—1

—Z (V2 8i) g, = DV 8@ ™. pif) g = (V2 i) g, + (V- 23 P

m=1

For the sum, we test the velocity equation (3.17), first with z;l"“, next with z}', and for the last and first terms, we
test it with zj and with z}l. By collecting these equalities, the gravity terms cancel, we obtain

_Zv 2 8o g, = S (I 24022 ) = W22}, an 25 ) w0

L a2 -1,0 1
- Mf”K 2ZZ||L2(QI)+Mf(K przh)_()l

When (4.30) is substituted into (4.29), we find

1
—Z n ||6<p;?>||L2(Q)+202 ey ))||L2(Q)+AZ IV 0@

m=1 m=1

Hf (1 -1
e (CEA P [k 1||L2(Q)+Z||x 25 )

n
-1,0
< sz, 23) o + D a2 18P 2y
m=1

16
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+’CZ (PI8CS ™ 22) + CalIBED 1 )Ie@@RN 20

(Hg (TN

~ em 1
Z —|| "M 2o 18P 22y

and (4.28) follows by suitable applications of Young’s inequality. [J

Then (4.26) leads to the stability for all n of

n 1 1 .
—Z 18D 2y 26 Y S 1EG@NI2 g, /\Z—IIV S Tagy 1225 50
m=1

In view of (4.27), this in turn leads to the stability of

1 ¢ )
2 2 ANV -2yl g, -

m=1

5. First a posteriori analysis

To simplify, all a posteriori analysis will be done under the assumption that the exact solution is smooth enough.

In contrast to Enriched Galerkin or Discontinuous Galerkin discretizations of the flow equation, as is done in [5],
a posteriori estimates for a mixed discretization of the flow equation are not derived by the two consecutive steps
used in establishing stability in Section 4. Indeed, the velocity’s divergence is eliminated in the a priori estimates
of Section 4.1, so that all other terms can be bounded. As we shall see below, this is not the case of a posteriori
estimates, and although we shall still proceed in two steps, the first step will not produce an independent estimate;
this will be closed in the second step.

As is usual in time dependent problems, we need to interpolate the discrete sequences in time. As the time
discretization is first order, for any discrete function in time v", we define the affine, globally continuous function
in each interval [t,_1,t,], for 1 <n < N,

_ =1
vnzvnl+—"

. 7 @W" =", t €Tty bl 5.1

5.1. First basic error equation

The discrete flow equation (3.16) reads in each interval ]z,_1, t,]

1 2
V0, € My, (M + Z—b)(a,p;;f, 0n) g, + (V2" 0h) g, = _1(;,, (35727, 01) g, +@", ) (5.2)

Hence, assuming that d,p, V - (3;u), and V - z are sufficiently smooth in each interval ]z,_y, t,], the flow’s error
equation, tested with 6y, is

2

1 —-n,
VO, € My, (= + ) (@(p — P 0) o, +(V - @ = 2. 01) +K%(az<a T, 0n) g,

M K, (5.3)

=(@q—q9",0)g-

Let 6 be an arbitrary function in L2(£2;). The exact flow equation (2.6) tested with & — 6, reads in each interval
][,,,1 s tn],

2

1 o o _
Vo€ M (37 + ) @p,0 =80, + (V2.0 =61) g = =1 (35,6 = 61) g, + (4,6 =)y (54

17
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Therefore, by writing 6 = 6 —6), +6;, and using (5.3) and (5.4), the flow error tested with any 0 € L?(£2)), becomes
for all 6, € M, in each interval 1t,_1, t,,],

1 Ol2 n n o — —n,l—
(37 + &) O = P 0) g + (V- =2, 0) o, + (6 =517, 0),
PR ) @ (5.5)
= (q.0 — O)g, — [(M + E)(@,ph‘f, 0 — 0o, + (V-2 0 —0h), + E(E’z%‘l Lo— eh)ﬂl]

+ (@ —q",0)q.

By observing that

@". 0, = (q,.60h)0, and (.0 — O, + (@ — q;, 0o, = (@ —q,. 0o, +(q,.0 — 0o,

where g, denotes the L? projection on P in each cell E, (5.5) becomes for all 6 € L*(12)), all 6, € M;, and in
each interval |t,_1, t,],

2

1 a n n, o ~ —n,l—
(37 + 1) @p - pi) o + (V- (2 —2;,60), + K, (0@ - T, 0)g,
(5.6)

" n 1 o?
=(q—qh,9)gl+Z(6]h—( + =

N N O -1
_ i Kb)a,p;jr—Vz;ﬁ —Ea,a,;’r .0 —61) .
ECQl

n

The time error is exhibited by replacing zh‘Z by zZ’f in the left-hand side of (5.6), and the algorithmic error by
collecting all terms involving %—i; this gives the following intermediate flow error equality for all 8 € L2({2;), all
6, € My, in each interval |t,_1, t,]:

1
(57 = P+ @V - (= ui)).0) o + (V- @ = 54.0),,

1 n n n
=g =400 + Y (a0 m +aV uy) =V 20 —6), 5.7)
ECE]

+ (V@ =z 0) g, — @

—nl _ =nt—l
X, (0" = Gps s 9;,)91.

By the assumption (3.6) on the spaces, we have
1 ¢ ¢
qp — M&PZ} —V.z;" € M)

Therefore, by choosing 6), = P,,(), the L? projection of & on M), in each element E, the second sum in the above
right-hand side reduces to

=Y (@, V-uyf. 60— Py®),.

ECﬁl
With this choice, we have the flow error equality for all 6 € L%($2)), in each interval Jt,_;, 1,]:
1 n n n n
(3r(ﬁ(” —p) eV @ —u). 9)9 + (V@ =z 0)g = —qj. 00

1
— Y (@V-u 60— Pu®) + (V- @ —2).0) p — — (06 —an T, Pu©) -

ECﬁl

(5.8)

o
Ky,
As Eq. (5.8) will be tested below with 6 = p — pZ’Te, we must examine the cross terms

N N N N4
(V-0 —uph) p—pil), and (VoG- p =),
18
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The first term is obtained by means of the elasticity error equation. By arguing as above, it reads in each interval

1ta—1, t,], for all v in W
Vo, € Wi, 2G(e(u —uyl), e@)o + AV - (u —u;), V- v)g —alp — pii', V- v)g,
=(f = fie Vo +{tn =t 0. 0)
+ Y U+ Veo@pH—aVpilv—ve+ Y (fi+Voo@)). v —v)e

EC$, EC(, (59)
N N N
- Y (lo@p) —appHlene, v —v;), = Y (lo@))lene. v — vy),
ecEfugl? ecE?

€
— (o) mg — 1ty .. v — ”h>FN'

Note that (5.9) is valid at initial time (i.e. when n = 0). Note also that when the data and solution are smooth

enough, (5.9) can be differentiated with respect to time,

2G (e (u — u}))), ), + MV - @ u —uj)), V-v), —a(d(p — pp). V- V),
= (3(f = [ 0) o + (Btn — 4 V) — (0@t g — Aty e ¥ — vi)

+ 2 (afi+Voo@uh —aVapyv=w)+ Y (A1 +V0@u) v =), (510
EC EC(2,

— Y (lo@uy) — adpy Nene. v —vy), — Y _ (l0@u))lene, v — vy),.
ecEfugl? ecE?

It stems from (5.9) tested with v = 0,(u — uZ’f) that

V.9 n,t n,t =G d n,l\n2 d \V/ n,ly\n2
a( . t(u_uh-[ )ﬂp_phr)Ql - E”e(u_uhr)”LZ(Q)-’_EE” '(u—u}”)||L2(Q)
— (f = fhe 0w — ”Z’fl))g —{tn =ty e O — qu))FN

= 2 (fhe Vo — oV ) — ),

ECﬁl
i " n (5.11)
- Z (fht +V. O'(uh:f), at(u - uh;f) - 8,vh)E
Ecﬁz
+ Y (o)) = apl Nene, oy — ujih)y — dva), + Y (o @ Vene, 8w — ) — ,v),
ecE)UE;’ ees?

N4 N4
+ (o@p)Hng — )y .. 0w —uy) — a,vh)FN.

This gives a first basic error equation.

Lemma 3. Let the solution be smooth enough so that all terms below are meaningful. Then, the following error
equality holds in each interval 1t,_1,t,], | <n < N:
d
dt
=—(V-@=zyD0p = 1) g + (V@ =2 p = P ) g, + @ —ai P~ iDey

o _, e
— > («d,V-uylp—pit = Pup = pp), — E(az(ah’f — 5D, Palp = Pii)) g
ECﬁl

1 A
(53717 = Pi e + Glle =)l g, + 51V - @ = )l g)
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+ (f - er’ 8;(” - ”Z}E))Q + (tN - tnN,hr’ af(u - “Z}€)>FN

+ 2 (Fre+Veo@rh = oV ppl i —uih) - ),

Ecﬁl

+ 3 (i + V@i o - uih - d), (5.12)
ECﬁz

— > (o)) — apf Nene, 9 — ul)) — d01), = Y (lo@)lene, 3 — ) — 8,v4),
ceglug)? ect}

€ N
— (o ng — ) .. 0w —uy) — B,vh)FN.

Remark 1. The degree m of the discrete displacements is frequently chosen as m = max(1, k), when the elements
are simplices, then a9,V - uZ’f is also in M,,. As a result,

1
ah = G Phy oV w) =V 5t € My,
and this term vanishes when tested by 0, = P;(0).

5.2. The velocity cross term

The velocity error equation yields a first error equality for the second cross term. Indeed we deduce from (2.12)
and (3.17) forall ¢ € Z and &), € Z),,

(e @=23, §) o = (P=Pi s V-0 = (=i 2y +08V 1,8 =84) o +(Pi s V-@ =81) g, (5:13)

The difficulty with this equality is that little can be gained from approximating ¢ because it is only in H(div, {2).
As a remedy, first [9] and next [10] proposed to replace ¢ by the following Helmholtz decomposition:

Lemma 4. Let 2, be a Lipschitz; domain of R3. For any ¢ € Hy(div, £2)), there exist A and ¥ both in HOI(Ql)3
and constants C depending only on the domain, such that

¢ =A+curly,

and

Mgty < CIV - Ellizy: 1 aio) < CUIE 2@, + IV - Ell2g))- (5.14)

It can be obtained by first lifting the divergence with a function in HOI(Q])3 and next writing the difference as
the curl of a function in Hj({2,)*.
To approximate ¢, we can take

&p = 1(A) + curl S, (¢),

where II;, is the standard Raviart-Thomas interpolant which is well-defined since A is now smooth enough, and
S;, is the regularizing Scott—Zhang operator of order k + 1 such that curl R, () belongs to Z; (recall that S,(¥)
belongs to HOI(QI )® owing that ¥ € HOI(QI)3). To simplify, we drop for the moment the superscripts n, £. By
applying Green’s formula in each element E,

(Phes V-G =8)) g, = (Pres V- A= IL,AD) o == D (Vp,”,x—nh(x))ﬁz/[pm]ea—ﬂh(x)yne.

Eeﬁl eEShl ¢
Therefore
-1 _ -1
(wre™ @=zne) 8)ay = (P — e V- Oy = Y (—ppk ™ zie + pgV 0 =V pie. k= I V),
Eeﬁl
(5.15)
+ Y (e zae + gV . curl(y — Si¥), + / [iele(h — I, (M) - .
Eef2; 66511 ¢
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Note that
Vre H'(2), Y (—ppe "z + pgV oy, curl@ — Si(¥)),,
Eeﬁl
= > (—nsk 2 + gV = Vr curl(¥ — Ry(¥))) -

Eeﬁl
In [9,10], Green’s formula is also applied to this sum. But the computing load of the resulting terms (that will be
error indicators) is high, and we prefer to keep this sum unchanged. Then, we have the following velocity error
equality for all r € H'(§2)):

(e @ =25 8) g — (P = P V- 0oy = D (—mpe 'z + gV n =V plifs A = IL(V))

Ee
1 n.t 1 . (5.16)
+ Y (—ngeT' 2+ pgVin = Vrcurl§ — S,8)) , + ) / [Phi 1o — I,(A)) - n..
Eef} eefﬁ ¢
Let us bound the terms in the right-hand side of (5.16). In view of (5.14), the first and last sums give
| D (= nse " zne + 08V 1 =V pre, A = IV £
Eeﬁl
! 5.17)
<C( 3 Wl = e e + 98V 0 = ¥ prelag)) 1V - Ell iz
EEﬁ]
and
1
1> / [Paele — IL,(A)) - m | < C(Z hen[phf]eniz(E)) IV - 2ll2a) (5.18)
eef}l ¢ eef}l
There remains the middle sum,
| D (s zne + pgV o, curl(@ — Py(¥)) |
Eeﬁl
. i ) 12 (5.19)
<C it )( S =k e+ 0V =Vl ) (1l + 19 - Ellaay)-
re 1

Eéﬁl

A possible candidate for r is Rj( pZ'f), where Rj, is a regularization operator of the Scott—Zhang type that will be
described in Section 5.4 ; with this choice, by substituting (5.17)—(5.19) into (5.15) tested with { = z — zZ’f, we
obtain

Ny N -1 yp2
(p =PtV = 2) gy = sl H @ = g — B, (520
where
1 1
_ 2 2
1B <C[ (2 Wil =gz + 0gVn =V i 1)+ (3 helllpnelelogs)) |
ECﬁ] eegli

N
X V- (z— ZZT )”LZ(Q])

— 2
+ C( D0 = k™ 2 + 08V 0 =V RUPEOND ) (12 = 20 iy + 1V - 2 = 2Dl o)
Eeﬁ,
(5.21)

Remark 2. Since ¥ is only in H'(12)}, no positive power of hg can be gained from curl(y — S, (¥)); for this
reason, the corresponding indicator will not be optimal, see Section 7.5. Optimality can be recovered by means of
Green’s formula as in [9,10], but the computer implementation of the resulting indicator is expensive.
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5.3. Second basic error equation

From now on, to alleviate notation, it is convenient to extend the pressure by zero in the nonpay-zone. Let us
introduce the following residuals that are not the definite error indicators, but are related to the error indicators:

nt — n -1 n,t nt
Rume =V (Z - zhr) alg = 3;( Ope ), Rﬂow =adV- Uy

N2 - N4 N4
REva = sk 25 — pgVn +V piit,
R n,¢ —lnt V R, (p"t
Evel = Mrk™ 2, — gV 1+ V Ru(py,),
RZ,’[‘)& = [pZ;;Z]e‘a
RE displ — fhr + & G(u ) —aV Phr 5
Ry, =lo@p)) —apyNen,,  Rie = o @jng — ..

Then, by substituting (5.20) into (5.12) and using the above residual notation, we derive a preliminary basic error
equality, in each interval ]¢,_1, t,],

d A _1
E(—np P Wagoy + Glle@ = ui Ol a o) + 51V - (= w0 + 3@ = 2
¢ N , o N N
=@ = a5 P = Py + (Rl P =PI ) g, — . (Rigs Pop = pii)) g, + B
N , y4

- Z (Rgow’ p— er Pp(p — phr ) (f fhr’ 0 (u — uhr ))_Q + (tN - trll\/,hr’ 0r(u — qu ))F
Ecﬁl

+ ) (R s 00— w = 1)) p = D (R (e — it — vp), — (Riticr, 91w — it —wp))
Ec2 ey

(5.22)
where B is bounded by (5.21) that with this notation reads

|B| 5C||v.(z—z;-f)||Lz(Ql)[( 3 RZIRE L2<E)> (Zh IR sz)) (Z IRy vel”LZ(E)) ]

EC$, eégh Ee;
%
+ Cliz = 253 iz ( 2 IRz allagp,)
EG.QI

(5.23)
In (5.22), we can pick at each time ¢
v, = S, (u — qu)

Finally, at each time step n, we choose the smallest iteration counter ¢ that achieves convergence of the algorithm
and, for this value of ¢, we integrate the error equality (5.22) in time over the interval ]0, ¢[, say with z,_; <t < t,.
But in doing so, we integrate by parts the terms in the right-hand side of (5.22) that involve the time derivative
of the errors to be bounded, because these are not controlled by its left-hand side. This gives another preliminary
basic error equation, as stated in the next proposition.

Proposition 9. The following error equality holds for t,_; <t <t,, 1 <n < N, with n, £ replaced by n and ¢
suppressed everywhere except in the algorithmic residual

A
537 1P = PO gy + Glle@ = wn)Ol 72 g) + 51V - @ = wr) D172

1
1 2
+ Mf ||IC 2 (z — zhr)”LZ(Q] x10,¢[)
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t t o t t
= /0 (q—qn P — Py +/0 (Rtimes P = Phe) g, — K_b/O (Rag: Pi(p = pio)) +/O B
t

t
- /0 (at(f - fhr)1 u— uh‘[)Q - A (8t(tN - tN,h‘L’)v u— uhr)[vN
t t t
- Z / (3 R gispls # — U — V), + Z / (Ryo.u — Upe —vj), — / Z (Raows P — Pie — 6h)
~ Jo 0 0 oo,

EcC$? ee&y
t
+ / (0 Ruvact,  — wpe — vh)FN + Init + Ip(t) — Ip(0),
0
(5.24)

where the piecewise constant functions in time are denoted without subscript, B is bounded by (5.23), v, =
Sp(u — upr), O = Pp(p — pue), and

. 1 012 0y2 A 0y2
Init := - 1po = PRI} + Glle@(0) = ul} g, + S 1V - @(0) = a2 (5.25)

IP(1) = > (Reaispi(t), (@ = wpe = 0)(1)) ; — Y (Rya(0), (0 — wye — 0i)(1)),

ECQ ee&y,
- (Rtracl(t)a (u —Upr — vh)(t)) Iy
+ ((f - f}n)([)’ (u - uhr)(t))Q + <(tN - tN,/‘l‘L')(t)a (u - uhr)(t))FN-

(5.26)

5.4. Error indicators

Let us make precise the choice of Rj; this operator acts on M and takes its values in ©),. For theoretical
purposes, here is a construction in the spirit of Scott—Zhang; a different implementation will be found in Section 8.
Take any node a of 7,'; then a belongs to some element E C {2 (the elements are closed) and is a member of
the principal lattice of order n on E, recall that n = max(k, 1) (the maximum is only used when k = 0, i.e., in
regularizing piecewise constant functions). We associate with a a suitable element E, C 2| containing a; repetitions
are allowed. Then, for any ¢ in M}, we define

(Ri(@)(@) = qlE,(@). (5.27)

This defines R;(g) at all nodes of the triangulation and it suffices to interpolate these values by the interpolant of
Oy, to define R;(g) in §2,. Clearly, as the functions of @) are continuous, we have

Vg € Oy, Ri(g)=gq.

Regarding the bounds, it follows from the projection’s properties that
VE C 21, |p— pue — Pu(p — puodlli2ey = 1P = Prellizgeye, < 1P = Paelli2ge),s

and from (3.8) and Korn’s inequality (1.5), that there exists a constant C independent of 4, such that
VEC 2, lu—up —vull2g < Chelle@ —up)l 204,

and in addition from a trace inequality,

1
Vee &, lu—up —vplli2, < Chelle@ —uno)ll2a,)

where Ag is a small patch of elements including E. Then, these estimates applied to the right-hand side of (5.24),
suggest the following error indicators (to be very precise, we retain here the superscript £):
e the velocity’s error in time,

n,t ﬁ

n 1 1 n n—
Mime = 7||Rti;ﬁe||L2(~(ZlX]tn—lsfn[) = E(A t)z ”V ' (zh’(Z — I)HLZ(QH’ (5.28)
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e the algorithmic error,

11 _

’7?5’ : (A t)z H Ralg HLZ(QI) (A t)z | AL (0; N -0y . ])||L2(Ql)’
e the flow error in space on each element E C Ql,

”rf,eﬂow = (A1) : [ RE flow “LZ(E)/IP’k (4 t)z o,V - uy; ! ||L2(E)/]P‘k
e the first velocity error in space on each element E C 21,

r’E vel = (A t)zhE”RE VCIHLZ(E) (A t)zhE”'u‘fK zhr —pgVn+ vphr ||L2(E)’
e the second velocity error in space on each element E C (2,

- =L 1 _

nzevel = (A t) | Ry E,vel ”LZ(E) = (A t)z “/}“f’c IZZ}Z —pgVn+V Rh(PZ’rz)“LZ(E)’
o the pressure’s interface jump at each face e € &/,

11

ney = (A0)2he [P 2y

e the displacement error on each element E C (2,

Lo, N4 N
77’15;,“ = hE”fZ +V. O'(uz ) —aV PZ ”Lz(E)’

recall that pj, is set to zero in the nonpay-zone,
o the stress tensor’s jump at all interior interfaces i.e., all e € &,

1
NN 2 £ N4
Nye = hlllo () — apy Ienell 2,

e the stress tensor’s error on e C Iy,

nea N - =h2||a(uh mo =ty ulli2e).

e the time derivative of the displacement error on each element E C 2,
11
A 3 -1 N -1 ) ~1
Mgw = he(A0) 3 (F = fi7 + Vo —ui™) —aVipi = pi )l
e the time derivative of the stress tensor’s jump at all interior interfaces i.e., all e € &,
1 L]
A N -1 L ~1
Moo i=he (A1)? IIE[a(uZ —u, ) —alpy” = py O enell 2
e the time derivative of the stress tensor error on e C [y,

1 11
N . N — _
Nrsen i=hE(At)? ||—A - (ol —uy g — Wty — D)l 20)-

5.5. Basic upper bounds

(5.29)

(5.30)

(5.31)

(5.32)

(5.33)

(5.34)

(5.35)

(5.36)

(5.37)

(5.38)

(5.39)

Recall that 7, <t < 1,. Let us estimate each term of (5.24); recall that £ is omitted except in the algorithmic
error indicator. The terms involving the time integral of the error on the pressure or displacement are bounded in
time by an L> — L' inequality in order to avoid an exponential constant factor arising from Gronwall’s Lemma.

For instance,

|/ Riime, pP— phr)nl| = ||P Pht ”LOC(Ot LZ(Q]))\/— Z At znzlme’

and

o N
Fb./o( a]gvgh)_() | < —||P PhellLocor; LZ(QI))Z At 277?; .

m=1
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In contrast, the terms involving the velocity error are bounded by the Cauchy—Schwarz inequality. For instance,
regarding B and considering that ¥ and pgV n are independent of time, we note that

1
_([ - tn—l)RE,vel(tn)v

1
Ry () = A_t(t" — DRE va(ta-1) + A7

hence

| / > (Reaa®), V-2 = 1)) 1| = \f (3 02.?) 19 @ = iy e

EC$, m=l Ec(,
with similar expressions for EEqvel(t), and R, ,(¢). Thus (5.23) now reads

/ Bl =C|IV - (z — Zhr)“Lz(le]Ot[)[(Z Z (M ve) ) (Z Z(ﬁgp ) <§ Zg (nE,vel)z)z]

m=1 Ec(, m=lecg]

1
— 2\ 2
+ Cllz — znell 22¢02, <10, r[)(§ § ME vel) ) .

m= ]E€Q|
(5.40)
Reverting to the flow, we have with 6, = P,(p — pp:),

t n 1

l =
Z (RE,ﬂowv P — Phr — eh)E = ”p - phT”LDC(O,t;LZ(Q])) Z(At) : ( Z (r/E,ﬁow)z) ’ .

0 EC, m=1 EC,

For the terms involving the displacement, recall that p, is extended by zero in (2. Note that by Poincaré’s and
Korn’s inequalities (1.5) and (1.6), we have

t
| / (at(f — fo)u— uhl’)g| < PKlle(u — uhr)“LOC(o,f;LZ(Q))||8z(f - fhr)”Ll(o,z;LZ(Q)y
0

Likewise, the trace inequality (1.7) gives
t
| / <at(tN —tNne) U — u]”>1’1v’ < CyKlle(u — uhr)||L00(o,;;L2((z))||at(tN —tnnd)ll 1 .
0 LYO.:(HZ (IN)Y)

Next by the approximation properties (3.8) of Sj,, we have (to simplify, the number of repetitions of an element is
not specified and is incorporated in the constant C),

1 1
‘/ D (3 Redisprs 8 — i — v, ‘ < CKlle@ — wpo)ll o012 Z (40)2 (3" (0 5))?

ECQ m=1 ECQ
where we have used that by Korn’s inequality (1.5) with I' = I'p
IV = wp)ll 200 < Klle@ — upo)ll 20)-
A similar argument leads to the following bound for the displacement errors on interfaces,

1

| / > (0 Rs = e = v1),| = CRlle@ = we) o iz 2 (A) (D (120)°)

ec&)y m=1 ec&)y

(S

and for the traction error on [y

1

t R n 1 1
‘ /0 (9 Rusact, @ — wpe — vh)[‘N‘ < CKlle(@ — uno)ll oo, 12(2)) Z(At)z( Z (UZBU,N)Z)Z'

m=1 eCl'y
Next, we evaluate the first three terms of IP at time 7, f,_; <t < t,. We have,

IRE ispl (Dl 205y < (1= ) + S0 4 (5.41)
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0 <s < 1. Hence

=y
where s = —Ar

| D (Reon(®), (@ = e = 0)0) 1| = EXNle@ = wr0)Oll 200

x (X (0= +stza)))

Ec

D=

with analogous inequalities for the other two terms. More simply, we have
((f = £100, @ = wy)(0) | < PRl = wn Ol 20 I = F1)Ol 2,

(@ = a0, @ = 00)) 1, | < Kl = w)Ol 2yl = )OI
(Hoo([‘N))/

Of course, these estimates simplify when ¢ = 0. For instance we have

Bl—

|3 (Rean ), (@ = i = 01)(0)) | = CElle@(©) — w200 ( 3 (12.)°)
ECQ? ECQ

with similar inequalities for the other terms.

1
Remark 3. The extra factor (A t) 2 in the time derivative of the mechanics residual comes from a discrete L' norm
in time. At this stage, it could have been included in the indicator.

Now, by collecting these estimates, we derive another intermediate upper bound. Beforehand, to simplify, we
set

i = (X 007) + (2 0)7) + (X 6an)?) 654

ECQ eC&y ecly
1 1 1
My displ) = (Z (n%,au)z) "t (Z (nZ,aa)z)z + ( Z (nZ,a,,,N)z)z, (5.43)
Ec eC&y, ecl'y
HCel = (Z Z ( nEl vel ) ’ nvel - (Z Z ( NE, vel)2> (Z Z(ne p)2>7 (544)
m=1 g2, m=1 Ec(, m=leecg]
o = (X ) (5.45)
EC

Proposition 10. For 1 <n < N and t,_; <t < t,, we have

A
_”(p phf)(t)”LZ(_() ) + G||€(u - uhf)(t)”LZ(_()) E”V : (u - uhf)(t)”ig(ﬂ)

+ Mf“lc Z(Z — Zhr)“LZ(QIX]OJ[)

= Kot~ w0l [C( 00 = 905+ 5(02))) + (0 -9 +50)))

EC ee&y
1
A ne1 \2 21\ 2
+ O F (=00 +50an) )" +PIS = LDl + Enllan =t 3 ]
eCl'y 004" N
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~ _1 1 — ~ . — —
+ Cllk™2(z — Zhr)”Lz(le]O,z‘[)”’CZ ||L°°(91)’7$e1 +C|V-(z— Zhr)||L2(le]o,z[)<’7$el + nZ,p + 771V131>
o

n
1 2 e —
+ Ilp — pue ||L°°((),t;L2(Ql))|:”q = qnll o200 T ’;(At)z (ﬁn:inme + X, ng + n’fTow)]

+ Klle@ — uno)ll Lo, 12(02) [P”ar(f = Fullevorr2cy + CalldiEn — En o)l 1
LY(O0,1:(Hgg (Tn)Y)

. 1
+ C Z(At)zﬂa«ﬁspl)] (5.46)

m=1

- po = PO+ Glle@(©) — )P o+ SNV - @(0) — u))]1s
M 2o iz T3 120
1

+ Kl — Dl [E( X 0)) + (0%

Ec? ecgy

1
+ (Y (1an)’)” +PUCE = FO2e) + Cnlitey — v O 4 ]
ecly (HO()(FN))/

The notation C stands for different constants that depend only on the regularity of the mesh and degree of the

polynomials.

Let us simplify (5.46). By absorbing some errors by corresponding terms in the left-hand side and expressing

the displacement in terms of the pressure, we arrive at the following upper bound.

Lemma 5. There exists a constant C, independent of h, n, and At, such that for 1 <n < N, and t,_ | <t < t,,

we have

1 2 G 2 A 2
AM ”(p - pht)(t)”LZ(Ql) + E”e(u - uhI)(t)”LZ(_Q) + E”V : (ll - uhf)(t)”LZ(Q)
Kfy -4 2
+ 2 ”K Z(Z - zhr)”Lz(le]O,T[)

2 2
< CI:”f - fh‘[”LOO(O,t;LZ(Q)) + ”tN - tN,hT”LOO(O t.(H%(F )
LU U N

F 10 (f = Fa) 71011200y + 18N = En a0l | +11g = anll7 1011200,

LYQ.1:(Hgh (I'y)))
n n n

- supli) + () + (A0t )+ (A0 )+ (N0 ta) + (Lantn )’

m=1 m=1 m=1 m=1

+IV-(z— zhr)”Lz(le](),t[)(nce] + Mt + ”r},p)]

1 02 3G 0412 A 04112
3 1P0 = P2 oy, + S 6@ = u)Ta g, + SV - @(0) = a2
5.47)

Proof. The argument proceeds in three steps. 1
(1) By Young’s inequality, the contribution of |e(u — uhf)(t)lle(Ql) and ||k 2(z — zhf)IILz(QlX]Oy,[) can be
absorbed by the corresponding terms in the left-hand side that is now replaced by:

1 2 G 2 A 2 Kry,.—1 2
m”(p _phf)(t)||L2(Ql)+ E”e(u _uhf)(t)”LZ(Q) + z”v '(u _uhf)(t)||L2(Q)+ 7”’6 Z(Z_zhr)”Lz(le](),t[)‘
(5.48)
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The sum of the first two terms in the right-hand side of (5.46) is replaced by

A

n C 1 —n \2 K:Z A n—1\2 n 2 3
A" = 5 e iy (T)” + 55 [ (2 (0 =905 +50rk.)))°

Y ECQ
1 1
+ C(X (=90 +5(me)) " +En( D (A=) +5(nen)))
ey eCl'y
2
+ PIS = Frd)Oll 200y + CnllEn — v )OI 1 ] :
(Hoo([‘N)),

Recalling that 0 < s < 1, and denoting by C various constants that are independent of &, n, At, A" has the bound

2 —n \2 2 2
A" = Csup (i)’ + (Toe) + 1L = Fue W eraia + 168 = il L (5.49)
m<n L0, 15(Hgg (I'n)4))
(2) Next, it is convenient to express the contribution of ||&(# — u;:)| Lo s 12(0) In terms of the pressure by
means of (5.9) tested with u —uy,; at time ¢, 1, <t < t,. By applying (1.6)—(1.7), the definition of the indicators,
and (5.41), we infer

2G || e~y )() 172 ) AV - @ = 1) D172 < ¢l = Pro)O 202 IV - @ = wi) Ol 202

+ Klle(m — uhr)(t)”Lz(Q)[P”(f = Fu)Oll200) + CallEny —En )OI 1

(H@ (Ty)Y
1 1
n—1)2 n 2\\2 n—1\2 7 \2\\2
+ (D=0 +smia)) T + (30 = 90i!) +5(n)) (5.50)
ECR ee&y,
1
ne1 \2 n 2\ 2
+ oy (D (=)0 ) +s0an))) ]
eCl'y
This gives an inequality that is valid for any ¢ and implies
2 o 2
G “ s(u—uhr) ”LOO((),t;LZ((Z))S H”P - phr”LoO(o’,;Lz(Ql)) (5 51)
m 2 2 2 )
+C|:Slip(ndispl) + ”f - fhr”LOO(O’[;LZ(Q)d) + ”tN - tN,hr ” % y :|
m<n Lo(0,1;(Hygo (I'N ) ))
(3) Let X" denote the factor of KClle(@ — up)|l oo r:12(52)) 10 the right-hand side of (5.46),
A " l m
X" =Pa:(f = Fa)lnonzzay + Cnllditn =ty ol T S ol YA O L2 e
LYO.:(HZ (TN)Y) oyt
It satisfies
" 1
X" SC[ (A2 nygispry + 10:(F — Frdllnio, 22y + 18:EN — Enno)ll 1 ] (5.52)
”; d(displ) t Rt NL1 (0,1 L2(82)) (N —IN, LA HS )
Then, for any §; > O,
X" 1 2 K:z n\2
X'lle( —ullimirzay = 5 (B1le@ = w12 + 5-(X")):
By substituting (5.51) and (5.52), this inequality becomes
n 810[2 2
]CX ||€(u - uh‘[)”LOO(O,[;Lz(_Q)) S %”p - pl’lT”LOO(OJ;LZ(Ql))
m 2 2 2
+ C81 I:Zl;pn(ndispl) + ”f - fhr ”Loo(()’,;LZ(_Q)) + ”tN - tN,hr ” 1 :| (553)

L®O.1:(Hgh (TN)Y)

LYOGHGINY) e
28
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By substituting (5.49) and (5.53) into (5.46), and applying once again Young’s inequality to the remaining product

1nV01V1ng 2= Phell Loo(0,1;12(2,y) We derive an inequality where the factor of || p — pj- 12 L9(0.1:L2(2,) in the right-hand
side is 7 + ‘;‘A—D‘G Then (5.47) follows by choosing §; and 8, such that 8, + % = ﬁ O
As announced previously, Lemma 5 does not yet induce an upper bound for the error, because we have no control

over the error on the velocities divergence. This is the object of the next section.

6. Further a posteriori analysis

Let us derive additional error equalities and inequalities to estimate the divergence of the velocity.
6.1. The divergence of velocity term

Let us reproduce the stability steps when £ is chosen to reach convergence. We begin by testing (5.8) with
0=V -(z—2z),),and 6, its L? projection on M. This gives

1
IV @ =25, = —(Bt(—(p —pi)+aV-(u—up)),V-(z— zzr))n +@q—q5.V-@—2)e
1

+ (Rt’:me’ V(z— ZZT)).Q. - K (a’(ahr - U}];r{Z 1) 9/1)(21 - Z (Rﬁow, V.(z— ZZ‘L') - eh)E’
b Ecﬁl
from which we deduce the bound
1
|V-(z— th) ||L2(Ql)_ l— ar(P phr)”Lz(Ql) +allV-0,(u— uzf)”LZ(Ql)
(6.1)

1

2
+ g = a3 2y + IRz + 2 VRS Nz + (0 IRhowl2eym,)
EC,

As expected, we must find an estimate for the time derivative of the pressure error and of the divergence of the
displacement error.

6.2. The time derivative of the pressure and displacement

We shall need below three additional indicators: B
e the time derivative of the first velocity error in space on each element E C (2,

nléli)vel = (A t) zhE ” %R E vel ”LZ(E) (A t) he Hal( MK lzZt[ +V phr )HLZ(E)’ (6.2)

o the time derivative of the second velocity error in space on each element E C 2,

—nK

l n, n
ﬁréeavel - (A t)z “ %R E vel||L2(E) = (A [)2 “ 9 (/’Lf’c_lzhrl +V Rh(th)) “LZ(E)’ (6-3)
e the time derivative of the pressure’s interface jump at each face e € £,
n:,’gp = (A t)zhz ” [8,17 ]HLZ(e)’ (6.4)

and their sums in time and space
1

Movel = (i Z (ngavel)z)z’ Tivel = (Z Z UE dvel ) ) U?,ap = (Z Z ’7e ap ) : (6.5)

m=1 EC$, m= IECQI m= 16651

Now, let us test (5.8) with & = d;(p — pj,) and 6 its L? projection on Mj,
% | 9 (p=Pi) 2= —or(V - i = ), 0:(p = i) o, — (V- (@ = 25, (P = Ph)) g,
+ @ = a5, %P — PpNey + (Rime: %(p = Pii)) g,
— D (Riow: 3P = Pp) = O0) -

EC@]

o —n,t —nZ 1
E(ar(% - ):01) g, (6.6)
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For the first term in the right-hand side of (6.6), (5.10) is tested with d,(u — uj}_) and arbitrary vy,

. We obtain
a(8(p = po)s V- 8w —up)) o = 2G 118 — w720 + MV - (@ — i) )
— (8 (f = fo) 0(u — uZ,)) —(0i(tn — £ 10), By (u — "Zr))r,v
— > (0 R} g 0w —why, —vi)) p + Y (R, 0w — uf, — wy)),
EcQ ee&y,
+ (3, tract Or (2 — vh)) v
Hence, for 6, = Py(p — py,),
Mnaf(p Pillza g, +2G 188 — )75 ) + A8V - (= uj )5 )
= (8,(f — fho)- 0w —uy)) o + (3t — ) 40) 0w — u,"”)>FN
+ Z (afR%,disph O (u — ujy, — ”h))E - Z(atRﬁ,a’ O (u — ujy, — ”h))e
EcQ ee&y,
o Z (al tract? al(u vh)) + (q - qlrzla az(P - er)).Ql + (Rgmw 3t(P - er))Q
eCl'y
o —n, —l’l n n n n
— 0@ =D 0) o = (V@ =) 0P = D)) g, = D (Riws 9P = D) = ) -
b ECE[
After integration in time, this leads to the next inequality for | <n < N, and t,_) <t <*t,,
1
7 106P = Pro a0y g0 261080 = 8210,y T M9V - @ = 8200,
< Kl||o,e(u — uhr)”LZ(Qx]o,z[) I:P||3t(f - fhz)”LZ(Qx]o,f[) + Cnllo:(tn — En o)l 1
L20.1:(H@ (I'v)Y)
S UGN
n 1 n 1 n 1
A m o \2\2 A m o \2\2 A 2\ 2
+ (Y mra)’) + (0 D)) +ECn (3D (o)’ 6.7)
m=1 g m=1ee&

m=1eCIy

2 —n o —n,{
+ 119:(p — phr)”LZ(le]O,t[)l:”q = qnll 20, x10,00 + Tr)time + Mg ]

3 Ky
_ /0 (V~(Z_Zhr)9 8t(p_phf))01

To treat the last term, (5.15) is differentiated with respect to time,
(i 0z = 200, §) g = @i(p = Pue)s V- Oy = D (i(—pate ™ zue + pgV 0 =V pic), k= I, (V)
Eeﬁl
+ D (3= zhe + pgV 0 + V Ri(pie)). carl(@ — Ry@¥)) , + Y [0 pacle@ — (V) - ne,

—_— e
Eef2; eeé’}f

and then tested with { = z — z;,. This gives

1 d n, 4
Eﬂf—HK 3z — Z); )||L2(rz.) (@(p— PV -z =z ))!?u + B,

where

B <CIY -G~ 5o [ B IR s )’ (Zh 1R 12 2,)

ECQ[

1

eegh

—n,l 2
+ (X 1R ) ]+C||z 2y ( D 10 R el

Eef, Ee2;
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The factor ||V - (z — zZ’f)H L2(g2;) can be eliminated by substituting (6.1) in the above inequality; this leads to

1
| B | SC(M”at(P - PZI)HIJ(QI) +allV-o,(u— uzr)”/ﬂ(()l) + g — QZ”LZ(QI) + ||Rtrilme||L2(Ql)

o Y
+ EHR;g ||L2(!?1))

1

1 1
n 2 n 2 —n,l 2
[( 3 h%llatREﬁellliz(E)) + (Z hglla,Re;[inz(E)) + (X 18Rl (E)> ] (6.8)

EC eeé‘,} Ec2;

1
2

1 _1 —n,l 2
+ Cllie2 || oogayllie 2<z—zhf)<t)||Lz(m)(Z ||atRE,Vel||L2(E>) :

Eeﬁl
To simplify, we group the errors into three terms
n 2 —n o —n n n n —n
D" =g — qull 20, x10.0p + ﬁntime + Enfs’ E" = 3001+ 17,0p + Movers (6.9)

F" =Plo,(f — fhf)”[]((zx]o,;[) + Cwllo(ty — tN,hr)” 1
L2(0,1;(Hgh ("))

n 1 n 1 n 1 (6.10)
A m \2\2 A m \2\2 A 2\ 2
(X X 0mnl) + (X X)) +Een(X X tesen))
m=1 pcQ m=1 ee&y m=1eCIl'y
Then by integrating in time, combining (6.8) with (6.7), and grouping terms, we obtain
1
M”at(]’ - ph‘[)”iZ(QIX]O,t[) + 2G||af€(u - uhr)”iz(QX]O,t[) + )"”atv : (u - uhf)”iZ(QX]oJD
1 1 5
+ Eﬂf”’c 2(z — Zhr)(t)”LZ(_Ql)
" noy € 6.11
< KI3,8 = i)l 2o "+ 105 = i)l oo D" + 57" @10

+ Ca|lV - 0,(u — uhr)”LZ(Q]X]O’,DE" + CD"E"
1 _1 —n 2 1 1 9
+ Cllie2 || oocon e ™2 = zne)ll 20, xj0.0 (Tive)” + EMfHK 2z = 2)O)I72 5,

This formula, readily yields a bound first for the maximum velocity error in time, next for the time derivative of
the pressure and displacement, and finally for the velocity’s divergence, in view of (6.1). For the sake of simplicity
the constant in the last estimate is not specified. The proof are straightforward and skipped.

Lemma 6. There exists a constant C, independent of h, n, and At, such that for 1 <n < N, and t,_| <t <t,,
the following inequalities hold

1 1 2 _1 2 1 2( pn\2 n ¢ n 2
S I3 = 200 2y = 12 = 20O g, + 55K (F) + M| D" + " |

Lo S (6.12)
+ () 4 20D"E" + = C i (M)
Lo = peol? + Glloet — up)l + M09 @ = w2
M (P — Phnr L2(62, x10.1]) e — Upr L2(2x10.1]) ) V(U — Uy, L2(02x]0,¢)
_1 2 3 2 n\2 3 n c n 2
= 5 e 2O, + 3 [ e ] )
3 2C2 En 2 3CDnEn 5 C2 % 2 —n 2
+ ﬁ(x ( ) + + % Il ||L00(Ql)(’79ve1) )

with D", E" and F" defined respectively by (6.9) and (6.10).
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Theorem 2. There exists a constant C, independent of h, n, and At, such that for | <n < N, and t,_; <t < t,,
we have

2 2 2
”V : (Z - zht)”Lz(.QlX]O,tl) = CI:”at(f - fhr)”LZ(QXK)’[[) + ||3t(tN - tN,h‘[)”Lz(O t.(H%(F -
L UH U N

2 2

+ llg — qll”iZ(Ql x10,10) + (ﬁ:lime)2 + (ﬁ?s)z + (ngvel) + (nrJl,ap)2 + (ﬁgvel) (6.14)

+ (M)’ + D (Mow)” + 2z — zh>(0)||izml)].

m=1

Of course, this last estimate closes the bound of Lemma 5.

6.3. Useful inequalities

Some useful inequalities are recalled here. First a local Poincaré inequality in each element E,

VO € Hy(E), 1012 < Chelblyi g (6.15)
It extends to the union w, of elements adjacent to a face e, with a different constant,

VO € Hy (@), 101l 120y < Chan 10111 () (6.16)
where h,, is the maximum diameter of the elements sharing e. Next, a trace inequality and a scaling argument
gives for any E adjacent to e,

Y0 € Hj (w,), 10112 < éhe% 10111y (6.17)

The following local inverse inequalities hold for functions 6 in finite dimensional spaces, the dimension being
independent of 4, e, E. First,

A

C
1011 gy < h_HQHLz(E)‘ (6.18)
E

Next, we have the inverse trace inequality

A

C
1601 12y < \/_h—HGHLZ(E)' (6.19)

If, in addition, 6 belongs to Hol(fz(e),

A

C
IIGIIH(;({z(e) < \/—h_eIIGIILz((.,)- (6.20)

The above constants depend only on the dimension of the local spaces.

6.4. Weak residual error terms

We observe that several indicators involve time derivatives or expressions that the left-hand sides of the reliability
bounds of Lemma 5 and Theorem 2 do not include. As a consequence, some indicators cannot be bounded by the
errors in this lemma and theorem. Thus, when developing these bounds we are led to introduce several weak residual
error terms, relative to derivation in time, that arise in the subsequent section, namely,

n n 1 n n n
(Epin)’ = f sup  —— (@ — "), e(@)) , — (8,(p — P V- 0) = (3 — [0 0) ]
n—1 veH(;(E)3 |'U|H1(E)

(6.21)
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where E C ﬁ, and the pressures, exact and discrete, are set to zero in (2,

n 1
(g;l)fga)z = f sup 2—‘(810'(11 - "Z}K")’ e(v))we o a(af(p - pZ;Zn)’ A v)(ﬂg
-1 veH} () |v|H‘(we)

2

— (3,(f = fho)s ")we , (6.22)
where e is an interior face of (2, and again the pressures are set to zero in (2,
1,
n,tn 2 ! 1 n,tn n n 2
(ErNag) = / sup ———|(do(u —uj"), ), — (B(tn — ty 40) v), — (3 (f = fh)0) |
In—1 veH} (E)3 |'U|H1(E)
(6.23)
where e is a face on Iy, E is the element adjacent to e, and exceptionally,
HNE)={ze H'(E); z=00n dE \ e},
next for all E C 24,
1’
n,ln \2 " 1 — n n,tn 2
Epva) = / sup  ————|(upk @ =23, ) — (P — Rupi™, V- &) | (6.24)
ty—1 $€Hy(div,E) I ”H(div; E)
1,
—n,ly 2 n 1 _ n, n,ty 2
(EF.ovel) =/ sup ————— (s Oz — 2. £) = (3(p — Ra(ppi™ ). V- €) | (6.25)
th—1 $€HY(div,E) ”;”H(div;E)
1,
n, ¢y 2 § 1 — n, n,tp 2
(EE,éve]) = / sup T‘(l‘f’c "o (z — Zh'f)’ ;)E — (8(p - th ), V- §)E ’ (6.26)
In—1 ;‘EHO'(E) ; HY(E)
and finally, for all faces e in &,
4
n,tn 2 " 1 — 5 n,tn 2
(gw;ljé)vel) = / sup z—i(MfIC laf(z - ZZTK)’ ;)w(» - (3,(]? - phrZ ), V- é‘)we| . (627)
1 cetid@o 18151y

Let us estimate these weak residual errors. To simplify, for the moment, we omit the superscript £,. An upper

bound for the three weak residues &% 5., &, 5, and &y ,, are derived by much the same argument, so that we

only study the first one. For &% ., (5.10) is tested with v, = 0, and v € HO1 (E)3; this gives
(03 — ), e@) , — a(3(p — Pl V- 0), — (3(f = Fh)v),,
= (0, fh. +V-0@uy,)—aVop).v),.
Then the local Poincaré inequality (6.15) implies,
(0Ot = uj)). 6®) ,~a(8(p = Pi), V- 0) = (S = S30.0) |
< Chglld fi + V-0 @) — @V 3, pj 2 0]y s

and dividing by [v|y1g), taking the maximum with respect to v € H{}(E)3, squaring, and integrating in time, we
derive a bound for &%, with the constant C of (6.15),

Ef sa < C0f o0 (6.28)

For Egve], the error equality (5.13) is tested with £, = 0 and any ¢ in Hy(div, E). Note that p;_ can be eliminated
form the resulting equality and replaced by Ry, (p},) € H'({2),

(e @ =25 &), — (P = Ru(pp), V- O = (—ppe "2, + pgV 0 — V Ru(Pliy). ) -
Hence
(e @ =250, 8) g — (P = Ru(Ph). V- O] < Il = pyr ™" 2h + 08V 0 = V Ru(piI 2 1€ 1 128
and proceeding as above,
Epnel < Thverr (6.29)
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Let us differentiate (5.13) with respect to time,

(™" = 24) 8) o — @(p = Pho). V- oy = (=1 8,Zhe & = E4) g + (iPhe. V- (€ = 1)) g,
By applying the same procedure to this equality, we immediately derive
EE avel = ’7E dvel (6.30)
For &}, ;.- the derivative in time of (5.13) is tested with £, = 0 and ¢ € Hy(E),

(mpe™' 0z =250, &), — @ (p — Pj). V- O = (—ppe ' 0z), — VO, . ) 1
then (6.15) gives

EE avel = é’ﬁs,avel’ (6.31)

with the constant C of (6.15). Finally, with ¢ € HOl (w,) and again ¢, = 0, we have

@phes V- 8),, == D (Vopie &) + (0771 & - o),

ECwe

Hence

|(/LfIC_18,(Z - zZr)’ c)we - (ar(P - p;:r)’ V. ;)we

1
< Z | = mpre™ 0,2, — VO Pl 2ey 18l 12k
ECwe

+ ||[8[pZT]||L2(e)”C Rl L2
By applying (6.17) and the above argument, we immediately deduce that

1
iy vel = C\/_( Z (n%,avel)z + (”Z,ap)z) " (6.32)

ECwe

where C is the maximum of the constants of (6.16) and (6.17).

7. Efficiency bounds

The object of this section is the investigation of upper bounds for the indicators. They are all written when the
iteration counter ¢, is the smallest that achieves convergence, and so ¢, is omitted except in the algorithmic error
just below.
7.1. The algorithmic error nfs’é

Let us start with this algorithmic error defined in (5.29),

|
n,t 3 —nt —n,t—1
Mg = (A t) ’ ” A_t(ah 0 )”1}((20

Owing to (3.27), we have

n.0\2 1 1 \2¢-2 nl o—ne
(ni") §E(m> oy, — oy 'IILz(Q])- (7.1)

Next, by Proposition 3,

~n,1 —n 1 n,l n—1)2
At ”Uh ”LZ(Q) S ”ph _ph ”LZ(QI)
7.2)
b’C 1 2 n—1 2 2 (
+ S [P P g + CRlIe =7,
(£2) N N 1
2G At HR(TyY
To derive a bound for || pZ’l — pZ‘l l22(,)> We introduce the mean value in time of a given function v
1 [
ml(v) = — v. 7.3
: (V) oy /t (7.3)

n—1
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It stems from the exact flow equation in (2.3) at time ¢,, that
1
m'(q) = m?(at(ﬁp +aV-u)+V-z).

Thus, in view of (3.16) when ¢ = 1, we can write

At !
(PZ'I — i eh)gl ZW[(CIH — m’(q), 9/1)91 + (mf(&,(ﬁp +aV-uw)), 9/1)9]
gy (7.4)

+ (VD =V o) — (V@ =z ), |
As the natural choice for 6, is pZ’l — pzfl, we invoke the discrete velocity equation (3.17) to control the last term
in the right-hand side,

L ui —1yy2 )1 -1 )1 -1
il 2@t =z g, = (V-G =2 D = P g,

By substituting this equality into (7.4), we obtain with 6, = p}"' — pr~",
n— At 1 ne
1Pt = i oy, + oz e 2@ = 2 DI
MKy
Al " n n ! n n—1
= T + ﬁ |:(q —mt(CI), gh)_Ql + (mt(az(ﬁp +aV- u)), eh)_Q] + (m,(V . Z) - V. 4 ’eh)n.]
M Kp

Hence

n,1 n—1 At n n n 1
Iy — pn N2y =———= [ I14" —mi @Dl 20) + Im;@(—p+aV-w)l2q,
E M
M Kp

(Y - 2) = (V- 2 1) + V- @) = 2 D2y |

When substituting this bound into (7.2) and applying (7.1), we derive

n,0y2 1 \26-2r 4a’At " . 2 " 1 )
() = (5) [(¢+ )z(nq @ sy + G D+ VW)
M

2
BK i—b
+ M} (V - 2) = (V- )= Dll ) + IV - @ta—t) — zz”)nizml)) (7.5)
Kblcz 1 n n— n n—
+ S (P = P g + Chlty =712, )]

Hg (Iy)
Assumption (4.16) states that for each n, ¢, is large enough so that
1 \2w—1 At
(%> < S (BK» - 1).
However, this extra At factor is not sufficient to balance the terms on the last line of (7.5), and Assumption (4.16)
is strengthened as follows:

(%)Z <C A (7.6)

For the sake of simplicity, the constant C, independent of & and At, is not specified here. This leads to the estimate,
when (7.6) holds

n 2 3 n n n 1
(ni)” = €(4) (||q = m @72, + 1M @GP+ @V W),
+ my(V - 2) = (V- D)t 2, + IV - @ltam1) = zﬁ*‘)ﬂizml)) (7.7)
2
+ A (10 gy, g HIWVE ).

L2ty 1, ts HR (TN
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7.2. The time error ng,,.

The velocity’s error in time defined by (5.28) is
1 3 n—1
ngme = E(A t)z ”V : (ZZ - Z;: )||L2(Q1).
For estimating this indicator, we introduce the auxiliary residual
1 o il —
X =qi —q+((p = ph) +aV - —uj)) + =G, — 5.7,
M K,
On the one hand, it satisfies the bound

1X 2 = Ngi = alli2cay) + ||a,(%<p — ph) oV = ) Lz + 0@ 5 Dl
On the other hand, from (3.16), we easily derive for any 6, € M},

(V- (2 = 2h): 9h)91 = (X. 9/1)91 + (V- (2= 25). 9h)91~
Owing to the compatibility condition (3.6), this equality can be tested with 6, = V - (2}, — 2},,),

IV - & — 2l < 1X 2, + 1V - @ = 220
Thus

2

2 1 o e
(rine)” = (”qh =2ty TGP = Pr) @V - @ =) Uy, 2 () )
b

N = N W

2
”v : (z - zhr)”Lz(QlX]tn—latn[).

(7.8)
7.3. The first velocity error in space 1y,
The first velocity error in space, defined by (5.31) is

1
Mg = (A1) he|nse' 25 — pgV 0 +V pj, ||L2(E)'

It is bounded in each element E by a standard localization procedure. Let by denote the bubble function of smallest
degree that vanishes on the boundary of E, set

¢ = (upe'z} — pgVn+Vpp)be.

a polynomial function (assuming that the components of k are polynomials) in Hj(E)? and test (5.13) with this
function ¢ and ¢, = 0. By Green’s formula, (5.13) becomes

('u“flcil(z - ZZ‘L')’ C)E - (p - p;ll‘[’ & C)E = (_:uf'cilzZt + ,ogV n— VPZ‘[’ C)E

By a standard equivalence of norms in finite dimensions, we can write
— 2 ~ -1 2
I = sz 4+ 08V 0 =V piiclifag, < C/E | — sk 2, + 08V —Vp | be

- / (_/J“f’c_lz;lzr + gV — vp;l;r) Y
E
=(upe ' @=23).8), — (P — Phe. V- Ok
Then, by the local inverse inequality (6.18)
“1_n n N - n 1 n
= rs g+ 08V 0 =V Py = (it & = G lizqey + 1P = Pz )18 e
Finally, by multiplying both sides by &g, squaring, and integrating in time on ]t,_, t,[, we infer

2 _ 4 -1 2 2
(7kva)” = C("“f" 2@ = zn )2y, g T 1P = phf”L%Ex]zH,an)' (79
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7.4. The pressure’s interface jump

The pressure’s interface jump at each face e € &/, defined by (5.33) is

11
Moy = (A0)2RE (1P o

It is bounded via a classical argument on each face e € 5;}. Let b, be a unit bubble polynomial function of the

lowest degree that vanishes on d e. Let é be a reference unit face and @; the union of two reference unit elements

that share é. By working first on @; and then switching to w, by a suitable transformation, we can construct an
1

extension operator G, linear from HO%(e) into HOl (w,) and uniformly continuous with respect to e and 4, i.e.,
1
Vf e Hgye), 19 uiw, < CIfI I (7.10)
Ho(e)

with C independent of 4, e, and w,. The error equality (5.13) is tested with &, = 0 and
¢ = G([py.Jbone,

a vector valued function that belongs to H] (w.)?. With this choice, Green’s formula applied in each of the two
elements sharing e results in

[kt = 3 (e = 2h0.8), = (0= 23V -2),.)

¢ ECwe

- Z (_M.f'KilzZr + pgv n— Vp;zlrv C)E

ECwe
= ||Mf’C_I(Z - Zzz)”Lz(wg)”I; 2@, + 112 — PZIHL?(W)”V 8l 20,
+ Z I — MflleZT +p0gVn—-V pZ:”LZ(E)”;”LZ(E)-

ECwe

Now, by (6.16), (7.10), (6.20) (owing that [p}_1b. belongs to a finite dimensional space), the regularity of the
mesh, and the local inverse inequality (6.18)

A A A L
181 220p) < Cho |l g1y < Chao, [P, 10| 1 < Ch; IPr 2y, 1V -8z, <

Hgo(e)

ILPhe Il L2e)-

&‘_| (D

(7.11)

Finally, by the construction of G and the fact that the restriction of ¢ to ¢ belongs to a finite dimensional space, we
obtain

A 1 1
1EPp T 2y < C( > Rl @ = il + Y 1P = Phelliae

ECwe ECwe hgz
1
+ >Rl — ' 24 + pgVn — VpZ,IILz(E>).
ECwe

1
By multiplying both sides with h;, squaring, and integrating in time, we conclude

2 A 2 2 -1 2 2
()" = C(1P = Pre oy + 20 BRI @ = 20 g+ D0 (Tha)’): (T112)

ECwe ECwe

7.5. The second velocity error in space N

The second velocity error in space, defined by (6.3) is

1
Mg = (A1) s 25 = pgV 1+ VRIPR)| 25,
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Its bound is derived first as in Section 7.3; the equality (5.13) is tested with ¢, = 0 and
& = (nse™'2h, — P8V 0+ V(Ry(pj)bs.
After cancelling some terms, this gives
— n n 2 — n n
/ |pi™ 2 =08V 0+ VR (PR br = (kpk ™ @ = 23).8) o = (P = Ru(Pj). V- §)
E
1

< sup ——|(upe '@ =20 8), — (P — Ru(ph). V- &) o1 v -
cety@iv:E) 1€ 1 H(div; By

Then the local inverse inequality (6.18) implies

A

—n C —=n
MEvel < EEE,VEP (7.13)

Remark 4. Of course, the bound (7.13) is not optimal; it is the price to pay for using a simpler indicator that
does not invoke the curl and tangential components as in Refs. [9,10].

7.6. The flow error 0 g,
The flow error in each element E contained in {2; is

1 1,1 _ _
e ow = (A1) g — A—t(M(PZ — Py D +aV @l —uph) = Ve zh o

where the quotient with respect to M}, is done independently in each element, since the functions of M), are defined
independently in each element. In the case of simplices, and when the divergence of the displacement is locally
in M}, this quotient is zero, but not in the case of bricks, because V - u; does not have the same degree as py,
although intuitively the quotient is small. But it does not seem possible to prove mathematically that it is small.
It can bounded in each element E by the same localization procedure as in Section 7.3, but this process loses the
quotient norm. Indeed, let by be the above bubble function, and test Eq. (5.7) with 6, = 0 and

0= ah — - (G Ph — P+ oV af — ) = V2o,
At'M !
that is a polynomial quantity. This gives
/E 4~ 0 pfe @V ) = Ve = (A~ Pl + eV @ ). 0)
+ (V&= 230).0) = (@ = q;, O = (V- (2 = 25.).0) .
A standard equivalence of norms in finite dimensions yields

n 2 I 1
(M o) = E(10 (57 = P+ &V - 0 = ) gy 1V @ = 2002 .

2 2
g = anlliaey, g TV - 0= z’”)||L2<Ex1tn_1,tn[)>'
7.7. The remaining indicators
The upper bounds for the remaining indicators are derived by repeating the above arguments. They lead to

M = C(REN ) = Fhlln1)+2G lelt) = w20y + AV - @t) =l 2y + () = Pl )-
(7.15)

Moo = é<2G||€(u(tn) — Ul 2y + AV - @) — wpll 200, + @l P = Pyl L2, + 1 @) = Fill -1,

(X 0m)?),

ECwe

(7.16)
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pressure solution DoF «—

Fig. 1. Postprocess pressure using local interpolation.

Moo N 5@(2G||€(u(tn) — w2,y + AV - @) —w)ll2g,) + 1 &) — fiullg-1k,

(7.17)
N =Bl g -
N avel < CEE pvers (7.18)
. C -
MEavet = 7€ Eavel: (7.19)
E
a suboptimal bound, as was the case of ﬁ’fg,vel, for the same reason,
A 2 2\ 3
Megp = C (( noavet) + 2 (M avel) ) , (7.20)
ECwe
N ou < CEF g (7.21)

with similar upper bounds for 77 ,, and 7y 5, .

8. Numerical results

In this section, we first present numerical results that validate the theoretical analysis. Then we demonstrate
the improvement made on the algorithm performance based upon the a posteriori error indicators. The code that
produces the examples is constructed using the open-source finite element library deal.Il [19]. The experiment setup
are mostly kept consistent with the previous study where the flow is solved by Enriched Galerkin method [5].

8.1. Pressure post processing

The error indicators 7,,; and 7,,.; involve a reconstructed pressure R,(py) in H 1(£2) derived from the piecewise
constant pressure obtained by solving the mixed formulation. In this section, we introduce a cheap post processing
procedure that does not require solving a local problem. The reconstruction is depicted using quadrilaterals but can
be easily adapted to triangles.

As illustrated in Fig. 1, for each interpolation node, we construct a dual mesh E* by connecting the centroid of
the elements adjacent to it. Let z;, be the discrete velocity and let p, = R,(py) be the reconstructed pressure in
H'(£2); we denote by 7, the quantity defined at the interpolation node by

. K Pn— Pn

h=——

—_— 8.1
M Ax ’ ( )
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Fig. 2. The physical (left) and computational (right) domain of Mandel’s problem.

where Ax is the distance between the interpolation node and the adjacent pressure degree of freedom (DoF). Then
the nodal pressure interpolation is computed such that for every element Ej that intersects the dual element E*,

Z/ Zhon, = Z/ 2 - e (8.2)
k I(ExNE*) k A(ExNE*)

8.2. The Mandel problem

We use Mandel’s problem [20] to benchmark our numerical solution and investigate the effectivity of the
a posteriori error indicators. Consider a poroelastic slab with 2a in the x-direction and 2b in the y-direction
sandwiched between two frictionless rigid plates. At + = 0T, both plates are loaded instantaneously by a constant
force 2F. Due to the bi-axial symmetry of the physical problem, we reduce the computational domain to a quarter
of the physical domain as shown in Fig. 2. Such problem setup can be described by the Biot model without gravity
as follows:

-V -V - +2Ge(uw) —apl) =0 in 2x]0, T,

(8.3)

1 1
8,<—p+avou> — —V.-(kVp)=0 in 2x]0,TI,
M Ky

with {2 =]0, a[x]0, b[ being the computational domain. The boundary and initial conditions are:
z:n=0, wu,=0, o0, =0 onx=0,
p=0, o-n=0 onx=a,
z-n=0, u,=0, o0,=0 ony=0, (8.4)
z-n=0, u,=Uyb,t), o0, =0 ony=h,
p|l=t0 = Pt()(-xa )’)
Here U, (b, t) is the analytical solution of the y-displacement at y = b. Since the solution to Mandel’s problem at
early time lacks regularity [21], the benchmark problem is usually initialized with the pressure’s analytical solution
at a later time #) > 0. The analytical solutions for the pressure, displacement, and stress are provided by infinite
series as described in [22]. Note that the velocity’s analytical solution can be derived from that of the pressure and
there is no shear stress in such problem setup.
The parameters used in the numerical experiment are listed in Table 1. To benchmark the solution algorithm, we

measure the numerical convergence of the pressure/velocity and displacement solution under spatial refinement by
the L? and energy norm of their respective error, defined by

=

= wglle = (2G e = wp)lZs ) + AV - @ = w)ag) (8.5)

The simulations are run within the time interval [0.01 s, 0.0101 s]. A small time step At = 107° s and fixed-stress
convergence tolerance £ = 10~® are employed to minimize the error caused by temporal discretization and fixed-
stress split algorithm. The numerical errors calculated at final time are summarized in Table 2. We observe first
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Table 1

Parameters for the Mandel problem.
Parameter Quantity Value Unit
a x dimension 1.0 m
b y dimension 1.0 m
K Permeability le—2 m?
nr Fluid viscosity 1.0 Pa s
F Point load intensity 2.0 x 10° N
E Young’s modulus 1.0 x 10* Pa
v Poisson’s ratio 0.2 -
o Biot’s coefficient 1.0 -
M Biot’s modulus 1.0 x 10* Pa

Table 2
Convergence of pressure/velocity and displacement solutions under spatial refinement.
1 1

Th IM=2(p" — P/ZIV)HLZ(Q) Rate le™ 2N — Z;,V)HLZ(Q) Rate lu™ — u;[,VHe Rate
32 x 32 2.7137¢—02 - 5.3619¢—03 - 2.5745¢—02 -
64 x 64 1.3568e—02 1.0000 1.3243e—03 2.0175 1.2872¢—02 1.0000
128 x 128 6.7842¢—03 1.0000 3.1519¢—04 2.0710 6.4360e—03 1.0000
256 x 256 3.9063¢—03 1.0000 6.4319¢—05 2.2929 3.2180e—03 1.0000

order convergence for the pressure and displacement and second order convergence for the velocity, as predicted
by the theoretical estimates.

We then test the effectivity of the error indicators in (5.42)—(5.45) and (6.2)—(6.5). With our problem setup,
the local error indicators on the interface of pay-zone and nonpay-zone &%, the faces in the nonpay-zone &7, and
the elements in the nonpay-zone 7'h2 are excluded. Since the traction boundary is applied on part of the pay-zone
boundary, the corresponding error indicators related to the stress tensor include the contribution from the pore
pressure —apl. We group the indicators into flow and mechanics part with the additional error indicators regarding
the time derivative of velocity residuals and pressure jump absorbed by mechanics as follow:

2 2 2 2 =2 2 \1
NrFLOW = (nff + Ntime + nflow + Nyel + Myel + 77],[9)2’ (86)

(2 2 2 ") 2 2
nuech = (Miispr + Maaispny T Maver + Taver + 17.5p) - 8.7)

We associate ng;ow and ny pcy With the error norms
1

1 _1
Cp, w) — (pus w)ll = (ﬁnp — il G2 + o — w4 gl (z — zh)nmpo,n) , (8.8)

ICp, w) — (s wi)llly == 2Gle@ — up)ll 20y + AV - (@ —up)ll20) + @llp — pall20)- (8.9)
These error norms are adopted from the left hand side of the posteriori error analysis. Then the effectivity indices

are defined as
NrFLow NMECH

s Lefs MECH = .
I(p.w) — (o ull,” (p, w) — (i, i)l

Lers, FLOW = (8.10)

With two groups of convergence tests, we study the effectivity of the a posteriori error indicators under
simultaneous spatial and temporal refinements. The first group of simulations run from 0.01 s to 0.02 s with a fixed-
stress convergence tolerance of ¢ = 107°. Note that the flow indicator 1., is a quotient norm up to polynomials
of order k, with k = 0 in our case. Since V - u;, is a constant for piecewise linear elements, then the flow indicator
has value zero throughout the computational domain and therefore is omitted from the table. The convergence
behavior of each error indicator and the overall effectivity index are summarized in Tables 3 and 4. The fixed-stress
algorithm indicator ny, is directly affected by the tight tolerance we set on the simulation and therefore remains
small. Other indicators mainly exhibit first order convergence except ngisp and nyispry, Which indicate one and
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Table 3
Convergence of individual a posteriori error indicators under simultaneous spatial and temporal refinement with simulations from 0.01 s to
0.02 s.

At, Ty nfs Ntime Rate Nyel Rate Nvel Rate n7.p Rate
le—3, 32 x 32 3.1281e—09  1.5723e—02 - 5.9467¢—01 — 2.7107¢e—01 - 4.2041e—01 -
S5e—4, 64 x 64 1.7699¢—08  8.0073¢e—03  0.9735 3.0189¢—01 0.9781 1.3753¢—01  0.9789 2.1346¢—01 0.9778

2.5¢—4, 128 x 128 9.3120e—08  4.0410e—03  0.9866 1.5212¢—01 0.9888  6.9284¢—02 0.9891 1.0756e—01  0.9888
1.25¢—4, 256 x 256  5.3185¢—07  2.0295¢—03  0.9936  7.6368¢—02 0.9942  3.4779¢—02 0.9943  5.4000e—02  0.9942

At, 77: Ndispl Rate No(displ) Rate Novel Rate 77’31.'61 Rate nJ,0p Rate
le—3, 32 x 32 5.3517¢e—01 - 6.0452¢—01 - 6.2292¢4-01 - 2.8385e+01 — 4.4039¢+01 -
Se—4, 64 x 64 1.9498¢—01 1.4566 2.1972¢—01 1.4601 3.1725¢+01 0.9734 1.4450e+01 0.9741 2.2432¢+01 0.9732

2.5¢e—4, 128 x 128  7.1595¢—02 1.4454 7.9704e—02 1.4630 1.6010e+01 0.9866 7.2914e+00 0.9868 1.1321e+01 0.9866
1.25¢—4, 256 x 256 2.8524e—02 1.3277 3.1185e—02 1.3538 8.0404e+00 0.9937 3.6617¢+00 0.9937 5.6854e+00 0.9936

Table 4

Effectivity indices under simultaneous spatial and temporal refinement with simulations from 0.01 s to 0.02 s.
At, Ty NFLOW Rate I, w) — (prs wi)lly Rate Leff,FLOW
le—3, 32 x 32 7.7724e—01 - 7.5937e—02 - 10.2353
Se—4, 64 x 64 3.9456¢—01 0.9781 3.8937¢—02 0.9637 10.1333
2.5e—4, 128 x 128 1.9882¢—01 0.9888 2.0128e—02 0.9520 9.8777
1.25¢—4, 256 x 256 9.9808¢—02 0.9942 1.1259¢—03 0.8381 8.8648
At, T NMECH Rate ICp, w) — (pn, uwll2 Rate LerfMECH
le—3, 32 x 32 8.1401e+01 - 8.0730e+-00 - 10.0830
Se—4, 64 x 64 4.1455¢+01 0.9735 4.1597e+00 0.9566 9.9660
2.5¢e—4, 128 x 128 2.0920e+-01 0.9866 2.1600e+-00 0.9454 9.6853
1.25e—4, 256 x 256 1.0506e+01 0.9937 1.2170e+00 0.8277 8.6326

a half order convergence. Consequently, the summation indicator npzow for flow reveals first order convergence.
Meanwhile, the displacement indicators with one and a half order convergence are overshadowed by error indicators
regarding the time derivative of velocity residuals and pressure jump. Therefore, the summation indicator nygcy
for mechanics also indicate first order convergence. With ||(p, u) — (pp, up)||; and ||(p, w) — (pn, un)lll, having
the same convergence behavior, Z,rs rrow and Z.rr, yrcy demonstrates converging trend towards values around
8.9 and 8.6, respectively. We observe a larger effectivity index as compared to the previous study with flow
solved by Enriched Galerkin. This is because the error indicators derived for mixed methods involve bounds for
10:(p — Pl L2caxqo.rp 19:(z — 2l L2¢2xq0.7p> 1V + (2 — 20l L2¢2x70,7pp> @nd |19, (w — up)ll.. However it is not
possible to calculate the exact errors on these quantities because in this example, the formula for the exact solution
is not known. Therefore we find an artificially large effectivity index because the error definitions in (8.8) and (8.9)
do not include these quantities.

The other group of simulations run from 0.001 s to 0.002 s with time steps one order of magnitude smaller
than the ones from the previous group. The convergence behavior of each error indicator and the overall effectivity
index are summarized in Tables 5 and 6. We observe a similar convergence behavior on the individual indicators
and effectivity indices while Z.¢f, rrow and Z.ss, mecu stay fairly constant around 10.8 and 28.2, respectively. The
results from the two groups of tests suggest that the error indicators and effectivity indices depend upon initial/final
condition, spatial mesh size, and time step size.

8.3. Dynamic mesh adaptivity guided by the a posteriori error indicators

Geomechanical effects play a significant role in unconventional reservoir development and carbon sequestration
by affecting the flow behavior around fractures and faults. In this section, we describe an example where a posteriori
error indicators are used to guide dynamic mesh adaptivity for improving computational efficiency of simulations
on fractured reservoirs. The permeability distribution and boundary conditions of the model are illustrated in Fig. 3.
The domain size is [0, 1] x [0, 1] m?. The fracture width is 1/64 m with a permeability of 10~'" m? while the
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Fig. 3. Permeability distribution and boundary conditions for fractured porous media example.
Table 5

Convergence of individual a posteriori error indicators under simultaneous spatial and temporal refinement with simulations from 0.001 s to
0.002 s.

At, Ty Nfs Ntime Rate Nvel Rate Tvel Rate ni.p Rate
le—4, 32 x 32 9.4623¢—09  1.4894¢—02 - 7.5062¢—01 - 4.1138¢—01 - 5.306le—01 —
S5e—5, 64 x 64 5.4140e—08  7.5924e—03 0.9721 3.7655¢—01 0.9952 2.0698¢—01 0.9910 2.6624¢—01  0.9949

2.5¢—5, 128 x 128 2.8569¢—08  3.8330e—03 09861 1.8858¢—01 0.9976  1.0384e—01 0.9950 1.3335¢—01 0.9976
1.25¢—5, 256 x 256  1.6396e—06  1.9252¢—03  0.9935 9.4370e—02 0.9988 5.2021e—02 0.9972  6.6730e—02  0.9988

At, Ty Ndispl Rate  nyaispn Rate  nyyer Rate 7y Rate 1y Rate
le—4, 32 x 32 8.6435¢—01 - 3.0755¢—01 - 2.0153e+02 - 2.6988e+02 - 1.4226e+02 -
5e—5, 64 x 64 3.0634¢—01 1.4965 1.1058¢—01 1.4757 1.0248e¢+402 0.9757 1.3714e+02 0.9767 7.2430e+01 0.9739

2.5e—5, 128 x 128 1.0892¢e—01 1.4919 4.0914e—02 1.4345 5.1654e+01 0.9883 6.9176e4+01 0.9873 3.6521e+01 0.9879
1.25¢—5, 256 x 256 3.9125¢—02 14771 1.6572e—02 1.3039 2.5921e+01 0.9947 3.4737¢e+01 0.9938 1.8329¢+01 0.9946

Table 6

Effectivity indices under simultaneous spatial and temporal refinement with simulations from 0.001 s to 0.002 s.
At, T NFLOW Rate I(p, w) — (P, wn)lly Rate Leff,FLOW
le—4, 32 x 32 1.0072¢+00 - 9.0951e—02 - 11.0740
Se—5, 64 x 64 5.0554¢—01 0.9944 4.5661e—02 0.9941 11.0716
2.5¢—5, 128 x 128 2.5326e—01 0.9972 2.3018e—02 0.9882 11.0029
1.25¢—5, 256 x 256 1.2676e—01 0.9985 1.1778¢—03 0.9666 10.7622
At, T NMECH Rate ICp, w) — (pn> unll, Rate LetfMECH
le—4, 32 x 32 3.6554e+02 - 1.3039¢+01 - 28.0428
Se—5, 64 x 64 1.8589¢+02 0.9760 6.5353¢+00 0.9965 28.4426
2.5¢—5, 128 x 128 9.3740e+01 0.9877 3.2930e+00 0.9889 28.4668
1.25¢—5, 256 x 256 4.7058¢+01 0.9942 1.6693¢+00 0.9801 28.1901

matrix permeability is 1071 m?. The fluid density is 1 kg/m® and its viscosity is 10~ Pa s. The Young’s modulus
is 5 x 10° Pa and 1 x 10* Pa for the matrix and fracture, respectively. There is one well located at the center of
each horizontal fracture, producing at 2 x 1070 m? /s. The simulation runs in time interval [0, 500 s] with a uniform
time step of 20 s.
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Table 7

Comparison of system sizes between the adaptive and fine scale mesh.
Physical system Fine scale mesh 256 x 256 Adaptive mesh t+ = 100 s Adaptive mesh t = 500 s
Flow (pressure + velocity) 197120 (65536 + 131584) 27253 (8209 + 19044, 13.8%) 41525 (12256 + 29269, 21.1%)
Mechanics 132098 18298 (13.9%) 27826 (21.1%)

We first group the local error indicators into the flow and mechanics part to measure their respective error as
follow:

1
! 1
NE.displ = <7l129,u + Z 773,(,) s NEadispl) = (ﬂE,au + Z U?,aa) , (8.11)

ecdE ecdE
1
2
N ) 2 2 2 ) 2
NE,FLOW = <T7E,fx + r]E,time + 7,]E,flow + nE,vel + nE,uel + Z n],p) ’ (812)
ecdE
1
2
. 2 2 — 2
NE.MECH = <7IE,dm,,1 + NE,a(displ) + NE dvel + NE, gvel + Z 77],3,,> . (8.13)
ecdE
Then each local indicator is normalized and summed to form the refinement indicator as
NE,FLOW NE.MECH
NE,refine = . (814)
Ine rrowlioem)  1ME,MECHlIo(Th)

The initial mesh is 64 x 64 uniform squares. For every time step ]f,_i, f,[, the local refinement indicators are
calculated on each element E € 7. Elements with top 10% indicator values are refined while the bottom 20%
are coarsened. The minimum and maximum element size constraints are set to 4 = 1/8 m and h = 1/512 m
respectively. The adaptive mesh and its corresponding solution are illustrated in Fig. 4. We observe that most
refinements occur around the well and along the fracture boundary with noticeable pressure disturbance, due to the
flow error. Numerous refinements are also applied at fracture tips to capture the special behavior of displacement
caused by dramatically changing mechanical properties.

We confirm the accuracy of the adaptive solution by comparing its values for pressure and volumetric strain
against the ones from the 256 x 256 fine scale solution along y = 86/128, which slices through the well in the
upper horizontal fracture. The results for + = 100 s and + = 500 s are plotted in Fig. 5. We observe that the
solutions for pressure and volumetric strain are well aligned with each other. While achieving exceptional accuracy,
the dynamic adaptive mesh provides significant improvement on computational efficiency by reducing the size of
the system. We compare the number of degree of freedoms (DoFs) between the adaptive and fine scale solution. The
result is summarized in Table 7. The number of DoFs for the adaptive mesh increases as time progresses. However,
the overall system size is around 20% of the fine scale system. Note that although the mixed method results in a
large block matrix, such matrix can be condensed to the pressure system by applying a proper preconditioner.

8.4. Novel stopping criterion for the fixed-stress split algorithm
One has to set the convergence threshold ¢ to solve the Biot system with the fixed-stress iterative coupling

algorithm. Two stopping criteria are widely accepted as
criterion 1

H&,;” — gt H <& (8.15)
Lo(£2)
criterion 2
O_':’] _ 6_;:,1—1
— <e. (8.16)
) LoO(£2)

The value for such threshold is either subjectively based on one’s experience or finely tuned for specific simulations.
A new novel stopping criterion was proposed in the previous work [5] to avoid such subjectivity by balancing the
algorithmic error with the discretization error:
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Fig. 4. Dynamic mesh adaptivity for fractured porous media guided by the a posteriori error indicators: pressure (top), volumetric strain
(middle), adaptive mesh (bottom).
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Fig. 5. Comparison between solutions on a dynamic adaptive mesh and an uniform 256 x 256 fine scale mesh along y = 86/128:
pressure(top), volumetric strain(bottom).

novel criterion
J 1 1 4 =nl 1 1 1 Jq —n,l Jq
r]r}s = S(H;low + n;lime + nﬁel + ngel + n?,p + n;ispl + ng(displ) + ngvel + ngvel + ’7}},3,;)- (817)
The algorithm is considered to achieve convergence when the fixed-stress algorithmic error is one order of magnitude
smaller than the sum of discretization errors (§ = 0.1). We demonstrate the validity of this approach with error
indicators derived for flow solved by a mixed finite element method.
We first test the novel stopping criterion with Mandel’s problem and the model parameters in Table 1. The

simulations run from O s to 1 s with a time step of 0.1 s on a uniform 64 x 64 mesh. The threshold for criterion 1
and criterion 2 are set to 107°. The convergence behavior and solution errors from the novel criterion are compared
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Fig. 6. Comparison of fixed stress iteration number and solution error between different stopping criterion for the Mandel’s problem.

Table 8
Comparison of average number of iterations per timestep using different stopping
criteria for the fractured porous media.

Criterion Average number of fixed-stress iterations
Criterion 1, ¢ = le—3 3.7
Criterion 2, ¢ = le—3 3.5
Novel criterion, § = 0.1 2.9

versus the ones from the other two criteria as illustrated in Fig. 6. We observe that the number of iterations required
for convergence when using the novel criterion is significantly less than the ones using criterion 1 and 2. The novel
criterion achieves convergence in an average of 1.5 iterations. Meanwhile, criteria 1 and 2 require 4.0 and 2.5
iterations, respectively. While reducing the number of fixed-stress iterations, the solution computed by using the
novel criterion achieves a similar accuracy as with criteria 1 and 2.

The second test is done when using the fractured reservoir example. The simulations run from O s to 500 s with
a time step of 20 s on a uniform 128 x 128 mesh. The average number of iterations taken for each convergence
criterion is summarized in Table 8. The result indicates that the novel criterion also reduces the average number
of iterations for convergence. The solutions for the pressure and volumetric strain along the top horizontal fracture
using different criteria are plotted in Fig. 7. The solution obtained by the novel criterion achieves similar accuracy
compared to that obtained with the other two. The results indicate that the approach proposed in [5] is still valid
with the set of estimators used in mixed discretization for the flow.
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Fig. 7. Comparison of pressure and volumetric strain between different stopping criterion for the fractured reservoir example.
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