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The challenge of quantum computing is
to combine error resilience with universal
computation. Diagonal gates such as the
transversal T gate play an important role
in implementing a universal set of quan-
tum operations. This paper introduces a
framework that describes the process of
preparing a code state, applying a diago-
nal physical gate, measuring a code syn-
drome, and applying a Pauli correction
that may depend on the measured syn-
drome (the average logical channel induced
by an arbitrary diagonal gate). It focuses
on CSS codes, and describes the interac-
tion of code states and physical gates in
terms of generator coefficients determined
by the induced logical operator. The in-
teraction of code states and diagonal gates
depends very strongly on the signs of Z-
stabilizers in the CSS code, and the pro-
posed generator coefficient framework ex-
plicitly includes this degree of freedom.
The paper derives necessary and sufficient
conditions for an arbitrary diagonal gate
to preserve the code space of a stabilizer
code, and provides an explicit expression
of the induced logical operator. When the
diagonal gate is a quadratic form diagonal
gate (introduced by Rengaswamy et al.),
the conditions can be expressed in terms
of divisibility of weights in the two clas-
sical codes that determine the CSS code.
These codes find application in magic state
distillation and elsewhere. When all the
signs are positive, the paper character-
izes all possible CSS codes, invariant under
transversal Z-rotation through 7/2', that
are constructed from classical Reed-Muller
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codes by deriving the necessary and suffi-
cient constraints on /. The generator coef-
ficient framework extends to arbitrary sta-
bilizer codes but there is nothing to be
gained by considering the more general
class of non-degenerate stabilizer codes.

1 Introduction and Review!

We approach quantum computing through fault
tolerant implementation of a universal set of
gates. There are many finite sets of gates that are
universal, and a standard choice is to augment
the set of Clifford gates by a non-Clifford uni-
tary [7] such as the T gate (7/8 rotation). Gottes-
man and Chuang [20] introduced the Clifford hi-
erarchy of unitary operators. The first level is
the Pauli group. The second level is the Clif-
ford group, which consists of unitary operators
that normalize the Pauli group. The [-th level
consists of unitary operators that map Pauli op-
erators to the (I — 1)-th level under conjugation.
The teleportation model of quantum computa-
tion introduced in [20] is closely related to the
structure of the Clifford hierarchy (for details,
see [1,4,5,15,33,36,42]). The diagonal gates
in the Clifford hierarchy form a group [15,42],
and the diagonal entries are 2!-th roots of unity
raised to some polynomial function of the qubit
state. Cui et al. [15] determined the level of a
diagonal gate in the Clifford hierarchy in terms
of I and the degree of the polynomial function.
Quadratic form diagonal (QFD) gates are a fam-
ily of diagonal gates associated with quadratic
forms. The class of QFD gates includes transver-
sal Z-rotations through /2!, and encompasses
all 2-local gates in the hierarchy [36].

Quantum error-correcting codes (QECCs) pro-
tect information as it is transformed by logical

ISection 2 introduces notation and provides technical
background for the results described in this section.
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Figure 1: The 2"~ %1 rows of the array are indexed by the [n, k; — k2,d] CSS codes corresponding to all possible
signings of the Z-stabilizer group. The 22 columns of the array are indexed by all possible X-syndromes p. The
logical operator B,, is induced by (1) preparing any code state p1; (2) applying a diagonal physical gate Uz to obtain
p2; (3) using X-stabilizers to measure ps, obtaining the syndrome p with probability p,,, and the post-measurement
state p3; (4) applying a Pauli correction to ps, obtaining ps. The generator coefficients A,, ., are obtained by
expanding the logical operator B, in terms of Z-logical Pauli operators €(g ~)E(0,7), where €g ) € {£1}.

gates. In general, a logical non-Clifford gate is
more difficult to implement than a logical Clif-
ford gate [19]. Any non-Clifford operation on
the k logical qubits of an [n,k,d] QECC must
be induced by a non-Clifford operation on the n
physical qubits [15]. We derive a global necessary
and sufficient condition for any diagonal physi-
cal gate to preserve the code space of a stabilizer
code [11,18]. A transversal gate [18] is a tensor
product of unitaries on individual code blocks. In
the case of transversal Z-rotation through /2!,
we show that this global condition is equivalent
to the local trigonometric conditions derived by
Rengaswamy et al. [35]. Our approach has the
advantage of providing insight into the induced
logical operator.

It is essential that a set of gates be both
universal and fault-tolerant. Fault-tolerance of
transversal gates follows from the observation
that uncorrelated errors remain uncorrelated in
code blocks. The Eastin-Knill Theorem [17] re-
veals that we cannot implement a universal set
of logical operations on a QECC using transver-

sal operations alone. Magic state distillation
(MSD) combines transversal gates with an an-
cillary magic state to circumvent this restric-
tion [2,9, 10, 13, 14, 22, 25, 26, 34, 39].  If the
initial fidelity of magic state exceeds a certain
threshold, then it can be purified by successive
application of the quantum teleportation pro-
tocol on stabilizer codes that are able to re-
alize a logical non-Clifford gate. (Generalized)
triorthogonal codes |9, 22| are Calderbank-Shor-
Steane (CSS) codes [12,37] designed to implement
a non-Clifford logical gate (up to some diagonal
Clifford logical gates). Hamming weights in the
classical codes that determine the CSS codes are
required to satisfy certain divisibility properties
[13,21,26,31,39]. Many examples employ Reed-
Muller (RM) codes. In Section 5 we characterize
CSS codes constructed from classical RM codes
that are fixed by transversal Z-rotation through
/2.

MSD provides a path to universal fault toler-
ant computation, where success depends on engi-
neering the interaction of code states and physi-
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cal gates. Here we consider the interaction of a
diagonal physical gate Uz with the code states
of a stabilizer code, as shown in Figure 1. We
prepare an initial code state, apply a physical
gate, then measure a code syndrome p, and fi-
nally apply a correction based on p. For each
syndrome, we expand the induced logical oper-
ator in the Pauli basis to obtain the generator
coefficients that capture state evolution. Intu-
itively, the diagonal physical gate preserves the
code space if and only if the induced logical op-
erator corresponding to the trivial syndrome is
unitary.

The effectiveness of magic state distillation
(MSD) depends on the probability of observing a
given syndrome, and it is possible to combine syn-
drome measurement with a decoder (see Krishna
and Tillich [25] for example). Generator coeffi-
cients provide a framework for investigating the
effectiveness and the threshold of distillation. We
describe the design space that is available through
a running example.

Example 1 (The [7,1,3] Steane code). Re-
ichardt [34] demonstrated that it is possible to
distill the magic state |A) = (|0) 4 ¢/4[1))/v/2
by post-selecting on the trivial syndrome, even
though the Steane code is not perfectly preserved
by the transversal T gate. He also demonstrated
the distillation threshold is optimal for |A). In
Section 4, we use generator coefficients to de-
scribe the average-logical channel induced by the
transversal T' gate on the Steane code. When we
observe the trivial syndrome, the induced logical
operator is TT. Otherwise it is a logical Pauli
Z followed by a logical Tt. The induced log-
ical operator becomes TT for all syndromes af-
ter applying a logical Pauli Z correction to all
non-trivial syndromes. However, the distillation
protocol no longer converges, despite the higher
probability of success®. Generator coefficients en-
code the probabilities of observing different syn-
dromes, which can be used to analyze variants of
the Steane protocol (such as applying a decoder
to subsets of syndromes), as well as MSD proto-
cols that use different codes (such as the [15,1, 3]
code).

The introduction of magic state distillation by
Bravyi and Kitaev [10] led to the construction of
CSS codes where the code space is preserved by a

?See Appendix A

transversal Z-rotation of the underlying physical
space |9, 10, 13, 14, 22,26, 34, 39]. The approach
taken in each paper is to examine the action of
a transversal Z-rotation on the basis states of
a CSS code. This approach results in sufficient
conditions for a transversal Z-rotation to realize
a logical operation on the code space. In contrast
we derive necessary and sufficient conditions by
analyzing the action of a transversal diagonal gate
on the stabilizer group that determines the code.
In effect, we study the code space by studying
symmetries of the codespace.

The interaction of transversal physical opera-
tors and code states depends very strongly on the
signs of stabilizers [16,23]. Consider for example,
the design of CSS codes that are oblivious to co-
herent noise. We can model the effective error as
a uniform Z-rotation on each qubit through some
(small) angle §. We require the noise to preserve
the code space and to act trivially (as the log-
ical identity operator). It is possible to demon-
strate the existence of weight-2 Z-stabilizers, and
to show that their signs must be balanced [23].
Our generator coefficient framework includes the
freedom to choose signs and this degree of free-
dom is relatively unexplored. We describe the
design space that is available through a running
example.

Example 2 (The [4,2,2] code). Generator co-
efficients encode correlation between the initial
code state and syndrome measurement, which
may result in loss of logical information. The
[4,2,2] code shows that correlation can depend
very strongly on the signs of Z-stabilizers. The
stabilizer group is S = (X®4, Z®%). In Section
4 we show that if Z®* has a positive sign, then
there is an embedded decoherence free subspace
spanned by the three encoded basis states |[01),
|10), and |11). We also show that syndrome mea-
surement collapses logical information. If Z®4
has a negative sign, then we show that logical
information does not collapse, but the embedded
decoherence free subspace disappears. Generator
coefficients encode the different ways that code
states can evolve.

We now summarize our main technical contri-
butions.

1) We derive an explicit expression for the logical
channel induced by a diagonal physical gate
(Section 4, (75) describes the induced logical
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operator for each syndrome p and (91) de-
scribes the probability of observing p). We
quantify the correlation between initial code
state and measured syndrome by separating
the probability of observing a given syndrome
into two components, one depending on the
generator coefficients, the other on the choice
of initial state (Section 4.2). We analyze the
[4,2,2] code (Example 2) to show that each
component depends strongly on the choice of
signs in the stabilizer code, and that we can
choose signs to create a embedded decoher-
ence free subspace.

2) We derive necessary and sufficient conditions
for an arbitrary diagonal physical gate to pre-
serve the codespace of a CSS code with arbi-
trary signs (Section 5, Theorem 7), and de-
scribe the logical operator that results (Sec-
tion 5, Remark 8). These conditions gener-
alize earlier conditions found by Rengaswamy
et al [35] for transversal Z-rotation through
/2L,

3) We further simplify the necessary and suffi-
cient conditions for a QFD gate to preserve
the code space of a CSS code (Section 5, The-
orem 9). These conditions govern divisibil-
ity of Hamming weights in the classical codes
that determine the CSS codes. In the case
of transversal Z-rotation through m/ 2! applied
to CSS codes with positive signs, we show
the necessity of divisibility conditions derived
in [26,39).

4) We characterize all CSS codes with positive
signs, invariant under transversal Z-rotation
through 7 /2!, that are constructed from classi-
cal Reed-Muller (RM) codes (and their deriva-
tives obtained by puncturing or removing the
first coordinate). We derive necessary and suf-
ficient conditions that relate [ to the param-
eters of the component RM codes (Section 5,
Theorem 14 and Remark 15).

5) We extend the generator coefficient frame-
work to stabilizer codes (Appendix B). This
extension shows that given an [n,k,d] non-
degenerate stabilizer code preserved by a diag-
onal gate Uz, we can construct an [n, k,dz >
d] CSS code preserved by Uz with the same
induced logical operator. Note that dz (the
minimum weight of any nontrivial Z-logical

Pauli operator) is the relevant distance for
MSD. Recall that an [n, k,d] stabilizer code
is non-degenerate if the weight of every stabi-
lizer element is at least d.

The rest of the paper is organized as follows.
Section 2 introduces notation and provides the
necessary background. Our review of stabilizer
codes takes account of the freedom to choose signs
in the stabilizer group, and provides the general
encoding map and logical Pauli operators for CSS
codes with arbitrary signs. Section 3 introduces
the generator coefficients that describe how a di-
agonal gate acts on a CSS code. Section 4 de-
scribes how generator coefficient govern the aver-
age logical channel. Section 5 establishes neces-
sary and sufficient conditions for a CSS code to
support a diagonal physical gate, and derives the
induced logical operator. We then derive the di-
visibility conditions and introduce RM construc-
tions. Section 6 concludes the paper and dis-
cusses future directions. In Appendix B, we ex-
tends the generator coefficient framework to gen-
eral stabilizer codes and show that CSS codes
perform at the least as well as non-degenerate
stabilizer codes for diagonal gates.

2 Preliminaries and Notation

2.1 Classical Reed-Muller Codes

Let Fo = {0,1} denote the binary field. Let
m > 1, and let =1, x2, ..., x,, be binary vari-
ables (monomials of degree 1). Monomials of
degree r can be written as x;, x;, - - - T;, where
i; € {1,2,...,m} are distinct. A boolean func-
tion with degree r is a binary linear combi-
nation of monomials with degrees at most r.
There is a one-to-one correspondence between
boolean functions A and evaluation vectors h =
[A(z1, 22, ,Zm)](21,29,... 0m)eFy - The degree 0
boolean function corresponds to the constant
evaluation vector 1 € F3".

For 0 < r < m, the Reed-Muller code
RM(r, m) is the set of all evaluation vectors h as-
sociated with boolean functions h(z1, za, -+, Zp)
of degree at most 7, RM(r,m) = {h € F3" | h €

Folz1, 29, - ,xm], deg(h) < r}. The length of
the RM(r,m) code is 2™, the dimension is given
by k = 33j_o (), and the minimal distance is

2™=". The dual of RM(r,m) is RM(m—r—1,m),
and we can construct the RM codes by a recur-
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sively observing RM(r,m+1) = {(u,u+v) | u €
RM(r,m),v € RM(r — 1,m)} |28]. Note that all
weights in RM(r,m) are multiples of 2Lm=1)/7]
[3,28,29], and the highest power of 2 that divides
all weights of codewords in RM(r,m) is exactly

ol(m=1)/r] [6].
2.2  The MacWilliams Identities

Let 2 == v/—1 be the imaginary unit. We de-
note the Hamming weight of a binary vector v

by wg(v). The weight enumerator of a binary
linear code C C 3" is the polynomial
Pe(z,y) =Y amwa@yun®) (1)
vel

The MacWilliams Identities [27] relate the weight
enumerator of a code C to that of the dual code
Ct, and are given by

s Per(+y,z—y).  (2)

Given an angle 6 € (0,27), we make the substi-

tution ¢ = cosg and y = —sin g, and define
0 0
Py[C] = P¢ (cos 30 sin 2) (3)
o\ m—wH (V) 9\ wa (v)
= Z <cos 2) <—z sin 2) .

(4)

2.3 The Pauli Group

Any 2 x 2 Hermitian matrix can be uniquely ex-
pressed as a real linear combination of the four
single qubit Pauli matrices/operators

10 0 1 1 0
12‘:[0 1]’X:[1 o}’Z:lO —1]’
(5)

and Y :=1X Z. The operators satisfy X? = Y? =
72 =1, XY =-YX, XZ=-ZX, andYZ =
—ZY.

Let A® B denote the Kronecker product (ten-
sor product) of two matrices A and B. Let
n > 1 and N = 2" Given binary vectors
a = [a1,a9,...,a,) and b = [by,ba, ..., b,] with
a;,b; = 0 or 1, we define the operators

D(a,b) == X“Z" @ ...@ X7  (6)
E(a,b) = ®®" md4D(q b). (7)

We often abuse notation and write a,b €
F%, though entries of vectors are sometimes
interpreted in Zy = {0,1,2,3}. Note that
D(a,b) can have order 1,2 or 4, but E(a,b)? =
29" D(a, b)2 = (200" (;20" [y = Iy The n-
qubit Pauli group is defined as

HWy = {"D(a,b) :a,b € Fy, k € Zs}, (8)

where Zy = {0,1,...,2" —1}. The n-qubit Pauli
matrices form an orthonormal basis for the vector
space of N x N complex matrices (CV*¥)
der the normalized Hilbert-Schmidt inner prod-
uct (A, B) == Tr(ATB)/N [18].

We use the Dirac notation, |-) to represent the
basis states of a single qubit in C2. For any v =
[v1,v2, -+ ,vy] € Fy, we define |v) = |v1) ® |v2) ®
-+ ® |vp), the standard basis vector in CV with 1
in the position indexed by v and 0 elsewhere. We
write the Hermitian transpose of |v) as (v| = |v)T.
We may write an arbitrary n-qubit quantum state
as 1) = Yyepn w|v) € CN, where ay, € C and
2 weky |aw|?> = 1. The Pauli matrices act on a
single qubit as X|[0) = 1), X|1) = |0), Z|0) =
|0), and Z|1) = —|1).

The symplectic inner product is
(la,b],[c,d])s = ad’ + bc’ mod2.  Since
XZ7Z = —ZX, we have

un-

E(a,b)E(c,d) = (—1){eblledds (e d)E(a,b).
(9)

2.4 The Clifford Hierarchy

The Clifford hierarchy of unitary operators was
introduced in [20]. The first level of the hierarchy
is defined to be the Pauli group C") = HWpy. For
[ > 2, the levels [ are defined recursively as

CW .= {U e Uy : UHWNUT c CU=D}, (10)

where Uy is the group of N x IV unitary matrices.
The second level is the Clifford Group, C?), which
can be generated (up to overall phases) using the
“elementary" unitaries Hadamard, Phase, and ei-
ther of Controlled-NOT (CX) or Controlled-Z
(CZ) defined respectively as

111 10
\/5[1 —11’]3‘: [0 11’ (11)

CZap = 10)(0]a @ (I2)p + [1)(1]a ® Zp, (12)
CXassp :=10)(0]a ® (I2)p + [1)(1]a @ Xp. (13)

H =
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Note that Clifford unitaries in combination
with any unitary from a higher level can be used
to approximate any unitary operator arbitrarily
well [7].
quantum computation. A widely used choice for
the non-Clifford unitary is the T gate in the third
level defined by

T:= [1 0 1 = Zi= le‘s 97r] —e 57

Hence, they form a universal set for

s
0 es

2.5 Stabilizer Codes

We define a stabilizer group S to be a commu-
tative subgroup of the Pauli group HWy, where
every group element is Hermitian and no group
element is —Iy. We say S has dimension r if it
can be generated by r independent elements as
S = (viE(¢;,d;) + i = 1,2,...,r), where v; €
{£1} and ¢;,d; € F3. Since S is commutative,
we must have ([¢;, d;], [¢j,d;])s = cid?—f—d,-cjr =
0 mod 2.

Given a stabilizer group S, the correspond-
ing stabilizer code is the fixed subspace V(S) :=
{lv)y € CN : gly) = |[¢) for all g € S}. We re-
fer to the subspace V(S) as an [[n, k, d]] stabilizer
code because it encodes k := n — r logical qubits
into n phystcal qubits. The minimum distance d
is defined to be the minimum weight of any oper-
ator in Ny, (S)\S. Here, the weight of a Pauli
operator is the number of qubits on which it acts
non-trivially (i.e., as X, Y or Z), and Nyw, (S)
denotes the normalizer of S in HWy defined by

Nywy (S) = {t"E (a,b) € HWy :
E (a,b)SE (a,b) =S8,k € Zy}
={"E (a,b) € HWy :
E(a,b)E(c,d) E (a,b) = E(c,d)
for all E(c,d) € S,k € Zy4}.
(15)

Note that the second equality defines the central-
izer of § in HWy, and it follows from the first
since Pauli matrices commute or anti-commute.
For any Hermitian Pauli matrix F (c,d) and
v € {£1}, the operator %E(cd) projects onto
the v-eigenspace of E (¢,d). Thus, the projector
onto the codespace V(S) of the stabilizer code

defined by § = (v;F (¢;,d;) :i=1,2,...,7) is

" I ViE C,;,di
H(N+ 2( )

IIs =
i=1

1 &
= ?ZejE (aj,bj), (16)
7=1

where €; € {1} is a character of the group
S, and is determined by the signs of the gen-
erators that produce E(aj, bj): € E (aj,bj) =
[licicqo,.. iy (ct, dy) for a unique J.

Let o)1, « € F5 be the protected logical state.
We define the generating set {X]L, Z]-L € HWai :
j=1,...k = ki — ko} for the logical Pauli oper-
ators by the actions

Xflay, = |a’)L, (17)
where
! Qg if ¢ # j?
ai_{ai@l, if i = j, (18)

and ZF|o)y = (—1)%|a)r. Let Xj, Z; be the
n-qubit operators which are physical representa-
tives of X[, Z} for j = 1,...,k. Then Xj, Z;
commute with the stabilizer group S and satisfy

XiZj = { Zj:)(il

if i # 4,
% (19)

if i = j.

Remark 1. A stabilizer code determines a reso-
lution of the identity with the different subspaces
fixed by different signings of the stabilizer gener-
ators. When we correct stochastic and indepen-
dent Pauli errors, different signings of stabilizer
generators lead to quantum codes with identical
performance. However, when we consider corre-
lated errors such as the coherent errors (rotations
of Z axis for any angle ), the signs of stabilizers
play an important role [16,23].

Example 3 (3-qubit bit flip code with negative
signs). Consider the stabilizer code defined by
the group S = (—Z1Zs, Z>Z3), which differs from
the stabilizer group of the 3-qubit bit flip code,
S, = <Z122, ZQZg), just by the Sign of leg. The
encoding circuit of V(S8') consist of CX7_2 and
CX1_3 gates, which maps |0)z, to |000) and |1)[,
to [111). Since XZX' = —Z, the encoding cir-
cuit of V(S) has an extra X gate on the first
qubit, which has |0) = [100) and |1) = |011).
Moreover, the physical representation of logical
Pauli X and Z for § is X1 X2X3 and Z; respec-
tively, i.e., X = X1X5X3, 7 = — 7.
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2.6 (CSS Codes

A CSS (Calderbank-Shor-Steane) code is a partic-
ular type of stabilizer code with generators that
can be separated into strictly X-type and strictly
Z-type operators. Consider two classical binary
codes Cy,Co such that Co C Cq, and let CIL, 02l
denote the dual codes. Note that Ci- C C3. Sup-
pose that Cy = (e1, €2, ..., Cky) is an [n, ko] code
and Cf = (d1,dz2...,dp_g,) is an [n,n — k]
code. Then, the corresponding CSS code has the
stabilizer group
S = (Veo0) B (€3,0)  v0.a,) E (0,d7))i 2y 5"
= {6(a70)6(07b)E (a, 0) E (0, b) ca €Cybe Cf'},

where Y(c;,0)5 Y(0,d;5)1 €(a,0)1 €(0,b) S {:l:l}. The
CSS code projector can be written as the prod-
uct:

IIs = IIs, 115, (20)

where

2 IN + v 00 E(c;, 0
HSX:H( (z;)( )

=1
_ ZaeCz E(a,O)E(aa 0)
|Cal 7

(21)

and

" (Iv + V0,4, E(0, dy))
Ms, = || T

=1

 Lbeet €06)E(0,b)
Ci|

(22)

Each projector defines a resolution of the identity,
and we focus on Ils, since we consider diagonal
gates. Note that any n-qubit Pauli Z operator
can be expressed as F(0,b)E(0,~v)E(0, 1) for a
Z-stabilizer representation b € Ci-, a Z-logical
representation v € C3/Ci, and a X-syndrome
representation p € F5/Cs-. For p € F3/Cq, we
define

Sx(p) = {(=1)*" (a0 F(a,0) 1 a € G},
(23)
sy = 7 32 (-0 ca B(@.0). (24
acCo

Then, we have

Usy (), ifp=4n,
HSX(IL)HSX(H') = { 0, x(4e) if p (25)
and Z HSX(M) = IQn. (26)
HEFT /Cs

If C; and Cs can correct up to ¢ errors, then S
defines an [[n, k1 — ka,d]] CSS code with d > 2t +
1, which we will represent as CSS(X,Co; Z,Ci-).
If Go and G are the generator matrices for Cy
and Ci- respectively, then the (n — k1 + ko) x (2n)

matrix

generates S.

2.7 General Encoding Map for CSS codes
Given an [n, k,d] CSS(X,Cs; Z,Ci-) code with all

positive signs, let G¢, /¢, be the generator matrix
for all coset representatives for Cy in C; (note that
the choice of coset representatives is not unique).
The canonical encoding map e : F§ — V(S) is
given by e(|la)r) = \/ﬁ > zeCy |04G(21/C2 @ x).
Note that the signs of stabilizers change the fixed
subspace by changing the eigenspaces that en-
ter into the intersection. Thus, the encoding
map needs to include information about nontriv-
ial signs.

Ct Ca
| |
Bi={z€Cilez=1} D:={xecCley =1}

We capture sign information through character
vectors y € F3/Ci,» € F3/C5 (note that the
choice of coset representatives is not unique) de-
fined for Z-stabilizers and X-stabilizers respec-
tively by

B =Ci Nyt equivalently, B- = (C1,y), (28)
and
D = Cy N 7L, equivalently, D+ = (Cy, 7). (29)

Then, for €(q,0)€0,0)F (@,0) E(0,b) € S, we have
€@oy = (—1)%" and €gp) = (—1)*%". In Ex-
ample 3, we may choose the character vectors
r = 0 (character vector of X-stabilizers) and
y = [1,0,0] (character vector of Z-stabilizers).
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The generalized encoding map g. : |a)r € To verify that the image of the general en-

F5 — |&) € V(S) is defined by coding map ¢, is in V(S), we show that for
€(a’0)6(07b)E(a,0)E(0,b) es (that is a € Co,
T
\/— > (=1 aGe, e, & T B y). €0y = (1), b e, and gp) = (-1)"),
zcCs
(30)

€(a, 0)6<o v (a,0) E(0,b) &)
3 ( T (Qb)(_l)b(aacl/cgeam@y)T laGe, /e, Pa®x® y>)

\% C2 aceCz
\Z C2 .’.I:GCQ

= |@). (31)

aEBZB)rT‘aGCI/CQ @ a @ T @ y>

2.8 General Logical Pauli Operators for CSS  and

codes
(-~ E(0,)[a)
Given the choice of G, /¢,, there exists a unique _ L( Z (_1)er@7in@,yi(aGc1 JopBady)T
set of vectors {v1, -,k € C2l : GCI/CQ%' = |Ca weCy
e; foralli = 1,...,k}, where {e;};—1. k is the
standard basis of F§. If ~; is the i-the row of |aGCl/C2 Czd y))

generator matrix Gcé_/cf_, then ‘chl/CQ Dxrdy)

\ CQ wGCz

T = Zilew), (35)
GCl/CzGCQL/cll = Ij. (32)
where the second to last step follows from (32).

Thus we can choose
Assume we have

Xi = E(w“ O) and ZZ = 6(077i)E(0a7i)? (36)

ws 7

wo o where w;, ~y; are the i-th rows of the above coset
Ge,je, = : , Gcg_ et =1 . |- (33) generator matrices G, /¢, GC% Jet respectively.

Wk R Remark 2. Applying appropriate Pauli opera-

tors takes care of different signs in the stabilizer
group and changes the sign of logical Pauli oper-
ators. Although the sign for a single logical Pauli
operator is not observable, a general logical oper-
ator is a linear combination of logical Pauli oper-
ators, which may bring the global sign into some

— Z (_1)er|aGCI/C2 ® w; Dxd y> local phase.

Thus, we have for i =1,...,k

wr I Example 2 (The basis state and logical Pauli
VA Z (=)™ [(Xie)Gey e, D DY) operators of the [4,2,2] code). Consider the

_ CSS(X,C2; Z,Ci) code with Co = Ci- = {0,1}.
= Xila), (34) We may choose the generator matrices of C;/Co

Accepted in {(Yuantum 2022-08-31, click title to verify. Published under CC-BY 4.0. 8



and C3 /Ci as

0110 001 1
GCI/CQZ[O 0 1 1]’ GC«ZL/C%:[O 11 0]'

(37)

The encoded basis states and logical Pauli oper-

ators for two choices of the signs are given below.
If S = (X%, Z2%%) (r = y = 0), we have

[00) = — (J0000) + [1111)),
\[
01 — (/0011) 4+ |1100
01) = \[(I )+ [1100)) ,
T0) = — (|0110) + [1001))
! \f( ) + [1001)
11) = — (|0101) + |1010)),
11) \/5(| ) + [1010))
X1 = XoX3, Xo = X3X4,
Zy = 7324, Zy= Zo7s5.
When &’ (X4 7% (¢ = 0, ¥y =

[0,0,0,1]), we have

00) = — (]0001) + [1110

00) = \[(I ) +[1110)),

01) = — (|0010) + |1101

01) = f(! )+ [1101))

_ 1

IT0) = —= (|0111) + |1000)),
f

11) = — (]0100) + [1011)),

11) ﬂ(l ) +[1011))

X1 = XoX3, Xo = X3X4,

7y = —ZsZy, Zo= Zy75.

2.9 Quantum Channels

The quantum states defined in Section 2.3 are
called pure states. When a system contains mul-
tiple pure states |¢,) with probabilities p,, the
ensemble {p;, [1)5)}, is described by a density op-
erator p given by

p= pr|¢z><¢x| e CN. (38)

Every density operator is Hermitian, positive
semi-definite, with unit trace. Conversely, any
operator with these three properties can be writ-
ten in the form (38). Every ensemble determines
a unique density operator but a density operator
can describe different ensembles.

Suppose we measure the density operator p
with a finite set of projectors {II;}; forming a
resolution of the identity. If the initial state in
the ensemble is [¢;), then we observe the out-
come j with probability p(jlz) = (Vg |lL;|¢s) =
Tr(I1;|tz) (¥z|) and obtain the reduced state

%. From the perspective of density oper-
ators, we observe the outcome j with probability
= >, pzp(jlz) = Tr(IL;p) and the density op-
erator evolves to be M. Thus, after measure-
ment, we have a ensembjle of ensembles described
by a new density operator p’ given by [40]
p —Z pj Jp. ] anpn (39)
A quantum channel is linear, completely-
positive, and trace-preserving, and can be char-
acterized by a Kraus representation [32,40].
map ¢ : ‘H — G is linear, completely-positive,
and trace-preserving if and only if there exists a
finite set of operators { By} (from H to G) such
that for any p € H

=" BipBj. (40)
k

The operators { By} are called Kraus operators
and satisfy

N BI By = Lamw (41)
k

and
{ By }i| < dim(H) dim(G). (42)

Note that the Kraus representation of a quantum
channel is not unique.

3 Generator Coefficients

Starting from the general encoding map and log-
ical Pauli operators of CSS codes introduced in
Section 2.7, we study gates interacting with these
codes. We consider quantum gates for which the
Pauli expansion consists only of tensor products
of Pauli Z’s (or Pauli X’s). We partition F%
into cosets of the Z-stabilizers (or X-stabilizers),
and define generator coefficients that take advan-
tage of the structure of stabilizer group. The
framework of generator coefficients provides in-
sight into the average logical channel, the nec-
essary and sufficient conditions for a CSS code
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to be invariant under a particular gate, and the
induced logical operator. We extend the frame-
work of generator coeflicients to general stabilizer
codes in Appendix B.

Consider a 2™ x 2" unitary matrix (quantum
gate) Uy = Y vern f(W)E(0,v), where f(v) € C
Since

I =U,U}

— (Z f(v)E(O,v)) ( > f(v’)E(O,v’))
vely v'ely

-y (z f<v>f<v@w>> B(0,w), (13)

wE]F; 'uEIE‘g
we have
1, fw=0
> @) fwew) = { LW )
ocky 0, ifw#0.

We define the generator coefficients for Uz acting
on a given CSS code as follows.

Definition 3 (Generator Coefficients for Ugz).
Let CSS(X,C2; Z,Ci) be an [[n, k1 — ko, d]] sta-
bilizer code defined by the stabilizer group S =
J

s, Uz =
beC- veFy
1

= oo 2 o f(®) X cowE(0,u)

vely uelt+v

In the above summations, u € F3/Cs and v €
Cy /Cit, and A, ~ is given by (45). We now study
the generator coefficients associated with two dif-
ferent types of quantum gate Uy.

3.1 Transversal Z-Rotations R (0)

There are two reasons to study how Rz(0) :=
(exp (—z%Z)>®n = (cos g[ —18in gZ) o acts
on the states within a quantum error-correcting
code. The first is that when 6 is not a multiple of
5, Rz(0) may realize a non-Clifford logical gate,
and the second is that coherent noise can be mod-
eled as {Rz(0)}ge(0,2x)- The Pauli expansion of

271%;“ > conE(0,b) > f(v)E(0,v)

{E(a70)6(0,b)E (a,O)E(O,b) ta € C,b € C%}
and the character vector y € Fy/Cy for Z-
stabilizers. Let p € T3 /Cs be any X -syndrome
and v € C3-/Ci- be any Z-logical. Then, for
any pair @, v, we define the generator coefficient
Ay~ corresponding to the diagonal unitary gate

Uz = Ywery f(0)E(0,v) by

Ay~ = Z

2€CH+p+

6(O,Z)f('z)v (45)

where €(g ) = (—1)=¥".

Note that given a CSS code with not all posi-
tive signs, the character vector y is unique up to
an element of C;. A different choice of the coset
representatives of C; in [y only changes the signs
of A, ~, and leads to a global phase in the logical
quantum channel induced by Uz, which is given
in Section 4.

By partitioning F% into cosets of Ci-, we gain
insight into the interaction of syndromes and log-
icals. The code projector is IIs = Ils, Ils,, and
we have

2n k1 Z f(v Z €(0,b) E(0,b®v)

veEFy beci
~ on— k1 ZZAM’Y Z 6(O,u)E(O,U)-
ueCH+p+y
(46)
\
Rz(0) is
0 n—wg (v) 0 wgr (v)
Z (cos 2) (—zsin 2) E(0,v).
velFy
(47)

As f(v) = (cos %)n_w}[(v) (—zsin %)WH(U), we
substitute it in (45), and obtain the generator
coefficients of Rz(0),

Apn(0) =

0 n—wg(z) 0 wgr(2)
Z 6(0,2) (COS 2) (—Z S11n 2) .

zeCf‘—i-/,H-’Y
(48)
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We now compute the generator coefficients for
the [7,1, 3] Steane code.

Example 1 (Generator Coefficients for Ryz(6)
applied to the [7,1, 3] Steane code). The Steane
code is a perfect CSS(X,Co; Z,Ci) code with all
positive signs and generator matrix

Gs = [%] | (19)

where H is the parity-check matrix of the Ham-
ming code:

11110
H=|110 01
1 01 01

o = O

0
0ol. (50
1

Then, we have C;/Csy = C5/C{ = {0,1}, where
0,1 are the vectors of all ones and all zeros re-
spectively. If we compute the generator coeffi-
cients directly from (48), then we need the weight
enumerators of all cosets of C{-. We may simplify
these calculations using the MacWilliams Identi-
ties. Consider for example the case p = 0 and
~ = 1, where we may write

Ap1(8)
0 7—wH(z) ) 9 wH(z)
= Z (COS 2) (—Z S1n 2)
z€CH+1
= P9[<ClLa1>] *PG[CIL]v (51)

where FPy[C| is defined in (4). We apply the
MacWilliams Identities to Py[Ci"] to obtain

PylCit] = ! ( o_ ing o + 2sin 9)
1 ‘61’ C1 COS2 18 2,COS2 S 5
n—2wg (2)

WH§:<2> . (52)

zeCy

We simplify the term P[(Ci-, 1)] in the same way,

1 o\ n—2wg(z)
Pyl(C1 1)) = o e
! |<ClL? 1>| Z€<(§1>J‘ ( )

-2 ()

|Cl | zeCiN1t
(53)

It follows from (51), (52), and (53) that

Ao ( > (=1 (e (54)
| 1| zeCy
1 .70 .0
=3 (—2 sin - + Tisin 2) ) (55)

where (55) is obtained from (54) by substituting
in the weight enumerator of C;

Pey (z,y) =« + Ta'y® + Taby* + 4.
We compute all the generator coefficients for the
Steane code in Table 1. We return to this data
in Section 4.1 to provide more insight into the
logical channel determined by Rz (6), and in Sec-

tion 4.2 to calculate the probabilities of observing
different syndromes.

Table 1: Generator coefficients A, () for Rz(6) ap-
plied to the Steane code. Each column corresponds to
a Z-logical. The first row corresponds to the trivial X-
syndromes, and second row represents the seven non-
trivial syndromes (they have equivalent behaviour due
to symmetry).

Iz 7=0 v=1

=0 %(co 79+7c0s%) §<7sin§—s1n729)

#£0 %(sm —|—smg) é(cos%—cos g)

Before introducing the Kraus decomposition of
Rz(0) acting on a CSS code, we provide an alter-
native definition of generator coefficients which
simplifies calculations. We first write A, ,(g) as
a linear combination of weight enumerators, then
apply the MacWilliams Identities.

Lemma 4 (Simplified Definition of Genera-
tor Coefficients). Consider a CSS(X,Ca; Z,Ci)

code, where y is the character vector for the Z-
stabilizers (6(0%) = (—1)zyT) Then, the gener-
ator coefficients Ay ~(0) defined in (48) can be
written as

Ap~(0)
1 T o\n—2wg(z)
= Z (—1)eMN ey (=15
|Cl| zeCi+y ( )
(56)

Remark 5. The original definition (48) requires
a sum over the weights of every coset Ci-. The
alternative definition (56) requires a sum over a
single coset C1 4+ y, where the syndrome p and
logical « determine the hyperplane that specifies
the signs in the sum.

Proof. See Appendix C.1. O
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3.2 Quadratic Form Diagonal Gates

Rengaswamy et al. [36] considered diagonal uni-
taries of the form

= 3 Rt med2 gy ) (57)

velFy

where [ > 1 is an integer, & = 612%1, and R is
an m X n symmetric matrix with entries in Zq,
the ring of integer modulo 2. Note that the ex-
ponent vRvT € Zy. When | = 2 and R is binary,
we obtain the diagonal Clifford unitaries. QFD
gates defined by (57) include all 1-local and 2-
local diagonal unitaries in the Clifford hierarchy;,
and they contain Ryz(0) for 6 = 227{, where [ > 1
is an integer.

Recall that N x N Pauli matrices form an or-
thonormal basis for unitaries of size N with re-
spect to the normalized Hilbert-Schmidt inner
product (A, B) := Tr(ATB)/N. Hence,

Tr(Jv)(v|E(a, b))

BDICIEESY N E(a,b)
a,bely
1
=— 3 (-1)""E(0,b), (58)
2n
beFy

and the Pauli expansion of a QFD gate becomes

—an (59)
uEF”
where
flu)y= Y gpfvtmod2_pyue” o (gp)

vely

Example 4. If n=1, [ =3, & = 61%7 R = 1],
then we have f(0) = 14e'%, f(1)=1 — €', and
P =1 (14e%) B0,0)+] (1-T) B(0,1) =
T.

Example 5. Consider n = 2, and R = (1) (1)]
If [ = 2, then & = €' —zandTI(%):C

s (B (00)+E(001)+E( ,10) — E(0,1)). It
| =3, then & =¢'T and

2)E(0,0) + (1 +)E(0,01)
E(0,10) —

¥ —cp = %((3 -
+ (1+42)

We substitute (60) in (45), and obtain the gen-
erator coefficients for QFD gates

Apy(R, 1) =

1 T ! T

27 Z €(0,2) Z é-lvR'u mod 2 (_1)2'0 )
zeCi+pty veFy

(62)

Let y € F5/Ci be the character vector
(6(0%) = (—1)zyT). Changing the order of sum-
mation, we have

AM’Y Rl Z py v, @,y f'uR'v monl,
UGF"
(63)
where
py(v, 1, 7)
= X V(T
2€CH+pt+y
= (=1)meNev)” 3 (—1)uly®o)”
ueCt
_ [ et i=nmenwent ity v € ¢y,
] o, otherwise.
(64)
Substituting (64) in (63), we obtain
1
Apy(Ro) = 5 D0 (~n)eemlvenigpit,

’ 1|v€C1+y

(65)

When R = I,, we obtain the transversal Z-
rotation Rz(57) up to a global phase. We now
use (65) to calculate generator coefficients of the
[4,2,2] code.

Example 2 (Generator Coefficients of CZ and
CP for the [4,2,2] code). The [4,2,2] code is a
CSS code with Ci- = Co = {0,1}. The Z-logical
v € ([0,0,1,1],[0,1,1,0]) and the X-syndrome
€ ([1,0,0,0]). Assume all the stabilizers have
positive signs (the character vector y = 0). Set

0100
1 000

r= 0 001 (66)
0010

Setting | = 2, we list the generator coefficients for
CZ®? in Table 2. Note that CZ and CP shared
the same symmetric matrix R but the level [ is
different. Table 3 lists the generator coefficients

for CP®2,
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Table 2: Generator coefficients A, ~(R,l = 2) for CZ®CZ applied to the [4,2,2] code with all positive signs.

Z-logicals

X-syndromes

~ =10,0,1,1]

~=1[0,1,1,0] | v=10,1,0,1]

_ 1
n=20 3

N[ =
N[
N[ =

p=1[1,0,0,0]

0

Table 3: Generator coefficients A,, ~(R,! = 3) of CPRQCP for [4,2,2] code with all positive signs.

Z-logicals
7=0
X-syndromes

v =10,0,1,1]

~v=10,1,1,0] | v =10,1,0,1]

p=0 12+

1(=2+7) —

NP
NS

p=11,0,0,0]

=

4 Average Logical Channel

We investigate the effect of Uz acting on a
CSS codespace V(S) by considering the following
steps:

1. Choose any initial density operator p; in the
CSS codespace V(S). Then, we have p; =
HUspills.

2. Apply Uz physically. Then the system

evolves to

pa = Uzp U}, = UZHSPIHSU; (67)

3. Measure with X-stabilizers to obtain the
syndrome p € F3/Cy. It follows from (39)
that the system evolves to

Z sy P2y ()
HEF2/Cy

= > (HSX(“)UZH5> P1 (HSU;HSX(;L)>
peF2/C

p3 =

(68)

4. Based on the syndrome p, we apply a Pauli
correction to map the state back to V(S).
This correction may introduce some logical
operator € ,)F(0,7,). The final state py
is in the CSS codespace.

Generator coefficients help describe the average
logical channel resulting from Uz acting on a CSS
codespace (steps 1-4). We extend our approach
to arbitrary stabilizer codes in Appendix B.

4.1 The Kraus Representation

Kraus operators describe the logical channels ob-
tained by averaging the action of Uz over density
operators in V(S). Generator coefficient appear
as the coeflicients in the Pauli expansion of Kraus
operators. We use generator coefficients to sim-
plify the term UzIls in (67). It follows from (46)
and the derivation in Appendix C.2 that

Yo Usvq Do Auy alps),

peFy/Ct Necsjct

Uzlls =
(69)

aul
where HSX(H-) ﬁZaecz(—l) H e(a’o)E(a,O)

as described in (23), and

1
a(p,7y) = on—k1 Z

uECE+p+y

6(07U)E(0, u) (70)

Since the projectors {st(u)}uelF;/C; are pair-
wise orthogonal, it follows from that for any fixed
to € F3/Cs-, we have

> Auery alpo,)-

vECy /Ci-

Ly (ugy Uz s = sy (o)

(71)

Since p; describes an ensemble of states in the
codespace V(S), it follows from that for fixed
~o € C3-/Ci-, we have

q(ro,v0)p19(to,v0) = Kp1 K, (72)

where K = €9 uoaro)£(0, o © 70). Thus, we
may write p3 as

> sy, KipKa (73)
HEFy /Cy

p3 =
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where K1 :=3" ot /o1 Ap €0,pay) E(0, ndy).
Although the sign € does not matter here, we
carry it along for comsistency with the logical
Pauli Z operators derived in (36). Based on the
syndrome p, the decoder applies a correction and
maps the quantum state back to the codespace
V(S). This correction might induce some unde-
tectable Z-logical € ,)F(0,7v,) with 7o = 0.
Hence, the final state after step 4 becomes

Z Bll«plBLa (74)
HEFS /Cy

P4 =

where
Z Au,'y 6(0,-y)E(07 '7)
~Y€ECy /C-

= Z Ap~y €(0,7Pvu) E0,v @), (75)
~YECs /C-

By = €04, E(0,7)

is the effective physical operator corresponding
to byndrome w. It follows from (36) that for v €
Cy /Ci, (04, E (0,7 ® vyu) is a logical Pauli
Z, and (74) (75) can be considered just in the
logical space.

Note that the evolution described in (74) works
for any initial code state p; in step 1. The in-
teraction between the diagonal gate Uz and the
structure of CSS code in step 2 is captured in
the generator coefficients A, . The syndrome of
the measurement in step 3 is reflected by the sum
n (74), and the decoder chosen in step 4 is ex-
pressed by some logical Pauli Z determined by
Yu for each syndrome.

To show {B 1 is the set of Kraus op-
erators, we r{lee‘:i}’lctoe IE/Qe/rciny that

> BiB,=1 (76)
HEFy /Cy

We may simplify the summation as
> BlB,
"
= Z Z |Au,7‘21
[T

+ Z Z AprApy €078y E0,7 DY)
oy

= Z €0,m) (Z Z%Au,nea’V) E(0,7),
n woy

(77)

where the new variable n = v @4’ € C3 /C{-. In
Theorem 6, we verify (76) by showing that the

coefficient of £(0,0) = I is 1 and that the coeffi-
cients of E(0,7n), m # 0 are all zero. Theorem 6
describes the general property of generator coef-
ficients, which mainly because quantum gates are
unitaries.

Theorem 6. Suppose that a Z-unitary gate
Uz = Yverp f(v)E(0,v) induces generator co-
efficients Ay~ on a CSS(X,Co; Z,Ci) code. If

n € C5 /Ci, then
S 1, ifn=0
Z Z ApyApmey = { L ’
’ ’ 0 0.
peF? /CE vect /ci- 7
(78)
Proof. See Appendix C.4. O

We conclude that the Kraus operators describ-
ing the action of Uz on a CSS code are given by
(75).

When Uz = Rz(#), the generator coeffi-
cients A, take the form (48). Consider now
a one-logical-qubit system, where one of the pair
(Ap—0~=0(0), Ap—0,~20(0)) is real and the other
is pure imaginary. Then the logical qubit is ro-
tated with angle 05 and we can express 6y in
terms of the physical rotation angle 6 [16] as

0r(0) = 2tan™! (zA”:O"#OW)) . (79)

AMZONZO(Q)

See Appendix C.3 for details. We again take the
Steane code as an example, substitute the values
from Table 1 and obtain the logical rotation angle

70

sm——?sing
0,(0) =2tan ' [ —2— "2
() (cosw—i-?(:osg)

2893 +0(6°). (80)

Figure 2 plots 01,(0) displaying third-order con-
vergence about 6 = 0. Note that 0.(F) = —7.
In Appendix A, we explain how Rz (%) supports
magic state distillation with the aid of a logical
Phase gate. When 6 < 7, 6 < 6, and the Steane
code might be applied to convert 7 noisy copies
of the state (|0) + €|1))/v/2 into 1 copy of the
state (]0) + €*2|1))/v/2 with higher fidelity.

We now compute all Kraus operators induced
by Rz(6) acting on the Steane code.
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Figure 2: The Steane Code: the logical angle 6y in
terms of physical angle 6, assuming we observe the trivial
syndrome.

Example 1 (continued). We take the data in
Table 1 and substitute 6 = 7 to obtain

Ao (Z) = Zcosg, Ao (Z) = Zz sing,
T 1 =«
Ay,;é()’o (4) = _ZZSIH g,
T 1 s
A“7£071 <4> == 71 COS g (8].)

We assume «y,, = 0 for all u, and use these gener-
ator coefficients to compute the Kraus operators

3 _ 3 _ 3=
Bu-o (Z) = Ecos gI + ZzsingZ = ZTT,
(82)
1 - 1 _ 1o -
Buzo <Z> = —ZZSiH gf— ZCOS%Z = ZZTT’
(83)

which describe the average logical channel corre-
sponds to the transversal T' gate. Reichardt [34]
discussed the [7, 1, 3] Steane code in magic state
distillation. The computed average logical chan-
nel makes it clear that we can choose proper cor-
rections based on syndromes (v, = Z for p # 0)
to obtain the logical operator Tt from all the syn-
dromes.

Note that the Steane code is not a triorthog-
onal code [9], but it can be used in state distil-
lation [34]|. The generator coefficients framework
may help to characterize codes that are not pre-
served by transversal T' but realize a logical T'
gate when the trivial syndrome is observed. Re-
cently, Vasmer and Kubica [38] introduced a new

[10,1, 2] code by morphing the [15, 1, 3] quantum
Reed-Muller code [10,24] and the [8,3,2] color
code [14]. It provides the first protocol in state
distillation that supports a fault-tolerant logical
T gate from a diagonal physical gate that is not
transversal T. The generator coefficient frame-
work applies to arbitrary diagonal gates, and may
facilitate finding more examples of distillation.

When Uy is a QFD gate, the Kraus operators
can be derived in the same way. Table 2 in Exam-
ple 2 implies that the [4,2,2] code is preserved
by CZ®? and that the induced logical operator is
Z¥o CZL.

4.2 Probability of Observing Different X-
Syndromes

The Kraus operators derived in Section 4.1 de-
scribe logical evolution conditioned on different
outcomes from stabilizer measurement, and it is
natural to calculate the probability of observ-
ing different syndromes p. Generator coefficients
provide a means of calculating these probabilities
that illuminates dependence on the initial state,
and we will provide examples where the initial
state and the outcome of syndrome measurement
are entangled.

a CSS(X,Co; Z,Ci) code with
For any fixed |¢) € V(S)

and then measure

Consider
codespace V(S).
, we first apply Upg,

with  projectors where

) Yuery st

T
sy ) @] Lace, (1) €(a,0)E(a,0).
Then the probability of obtaining a syndrome
€ FL/Cy is

pu(16) = (S|ULIs, ) Uzld).  (84)

It follows from equation (46) that

Uzlg) = Uzlls,|®)
= ZZANN €o,uey) E(0, 0 & 7)[9),
T

(85)
and similarly

(G|UY, = (¢|Tls, U}
= <¢‘ Z Zm 6(0,u@7)E(07 Bo ).
[T

(86)
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n/cL
2 2
sy (no)Hsx (no) = Hsx (no)> We have

For any fixed po € since

Pro = (SMs, ULl (o) W (o) Uz s 19).
(87)
It follows from the simplification in Appendix C.5
of the later half in (87) that

sy (uo)UzIls,|9)

1
= @ Z ZAM,’Y 5(0,u®7)E(07 p S v)s(a)lg),
wo

(88)

where s(a) = ZaeCQ(—l)“(“EB“O)T. Note that
since @ € Cy and pu ® o € FY/Cs, the inner
summation is nonzero only when g = pg so that

sy (o) Uzlls, |¢) =

Z AHO:‘Y G(O,uo@v)E(Oa o D '7) |¢>

YECy /C-
(89)

Similarly, we have

(s, USLs, (1) =

(@] Z Auory f(o,po@w)E(Oaﬂo@'Y)-

~€ECy /CF-
(90)

Thus, the probability of observing the syndrome
p can be written as

pu (|6) = Z | Apy >+
¥

Z Au,’yAuﬁ’<¢‘€(0,7@7’)E(07 04 ’Y’)‘¢>~
Y#£Y'
(91)

Note that only the second term depends on the
initial state. If some |¢;) € {|+),|—)} in the ini-
tial state [¢) = |¢1 ® --- ® ¢i), then the second
term (the cross terms) in (91) vanishes since ev-
ery € ay)E(0,7 ©7') with v # ~' is some
nontrivial Pauli Z logical. Note that it follows
from Theorem 6 that >, > [A,|*> = 1. Since
> uPu(|¢)) = 1 for any initial state |¢) € V(S),
it follows that the sum of the second term over
all the X-syndromes is 0, that is,

SN Ay Ay (Dleo 4o E0,4@Y)|0) = 0.

By (92)
92

Note that Pauli Z logicals only change signs in
the |0)&|1) basis. If the second term is the same
for all [0)&|1) computational basis states in the
codespace, then the probability of observing dif-
ferent syndromes is the same for different initial
states |¢). If not, the probabilities depend on the
initial state, and encode the mutual information
between initial state and syndrome measurement.
In these circumstances, we cannot find a recov-
ery operator for Uz that is good for the entire
codespace. An important special case is when
a decoherence-free subspace is embedded in the
codespace (useful for passive control of coherent
errors Uz = Rz(0)).

We now introduce two examples to illustrate
how (91) provides insight into invariance of the
codespace, the probability of success in magic
state distillation, and existence of an embedded
decoherence-free subspace. Continuing Example
1 below, we compute the probabilities of observ-
ing different syndromes for the [7,1,3] Steane
code and discuss implications. Continuing Ex-
ample 2 below, we demonstrate that by changing
signs of Z-stabilizers in the [4,2, 2] code, we can
switch from the case where the second term is
the same for every initial state to the case of an
embedded decoherence-free subspace.

Example 1 (continued). The Steane [7,1,3]
code has only one logical qubit, and we let |0), |1)
denote the the two computational basis states.
Given a syndrome p, we observe that one of
the generator coeflicients A, v—0(0), Au~=20(8),
is real and the other is purely imaginary, so that
the crossterms vanish in (91). Hence, the proba-
bilities of observing different syndromes are con-
stant for different initial states and are given by

- _ 1
Pu=0(]0),0) = pu—o(|1),0) = ) (7cos46 + 25),

purol[0),0) = uzo (), 0) = o5 (1~ cos40).
(99)

It is not hard to verify that -, pu(|¢),0) =
3 (Tcos40 +25) + 55 (1 —cos46) = 1 for all
|¢) € V(S) and for all . Figure 3 plots the
probability of observing the trivial syndrome as
a function of the rotation angle.

We observe from Figure 3 that when 6 is a
multiple of T, pu—o(|¢)) = 1 for all the states |¢)
in the Steane codespace V(S), which implies that
Rz (™) preserves V(S). The angle § = T + A7
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probability | |
® (7/4,0.5625)
° (x/2,1)

0 /4 /2 3r/4 T
%

Figure 3: The probability of observing the trivial syn-
drome for the Steane Code under Rz(f) for varying
physical angles 6.

minimizes the probability of obtaining the zero
syndrome and this minimum value relates to the
probability of success in magic state distillation.
Sgubstituting 6 =17, welobtain pu=o (|0),5) =
16 and Pu#0 (|¢>7 %) = 16> for all ’¢> € V(S)

Example 2 (continued). Recall the [4,2,2]
CSS(X,Cy = {0,1}; Z,C{+ = Co) code with two
different choices of signs defined by the char-
acter vectors y = 0 (all positive signs), and
y' = [0,0,0,1] (negative Z®* in the stabilizer
group).

Table 4: Generator coefficients A, (8) for Rz (8) of
the [4,2,2] code with all positive signs (y = 0).

=0 7#0
1 (cos260 +3) | 1 (cos26 — 1)

1 .
—7tsin 20

n=0
w=1[1,0,0,0]

Table 4 lists the generator coefficients for all
positive signs (y = 0). We now use the data to
calculate the probabilities of observing different
syndromes as described in (91). For the encoded
|00) state, we have

— 1 1
Pu=0(|00),0) = §COS49 + 3

_ 1 1
p“:[070’071]<‘00>, 9) = —5 COS 46 + 5 (94)

The remaining three states have the same prob-

abilities of observing X-syndromes:

pu=o(l¢) € {|01), [10), [11)},0) =
é(cos49 +7)+ % (1 —cos4) =1,

(95)
Pu=(1,00,0](|¢) € {|01),[10), [11)},6) =
1 1
g(l —cos40) — 5 (1 —cos46) = 0.
(96)

If the initial state is among |01), |10}, |11), then
it evolves within the codespace for all angles
¢, which implies that F := span(|01), |10), |11))
forms a embedded decoherence-free subspace
(DFS) inside the codespace [23].

L probability | |
1.2 ® (/4,0)
* (r/2,1)
® (37/4,0)

0 /4 /2 3n/4 T
0

Figure 4. The [4,2,2] code with all positive stabilizers.
The probability of observing the trivial syndrome for the
initial encoded state |00) under Rz (0) for varying phys-
ical angles 6.

Figure 4 plots (94) for different physical angles
6. When 6 = %—i—%’r for some integer k, syndrome
measurement acts as projection from V(S) to the
embedded DFS, and we are able to learn whether
the initial state was [00); When 6 = AT for some
integer k, the measurement outcome is always
the zero syndrome, which implies that Rz(%)
perserve the codespace and some logical opera-
tor is induced. The Kraus operators derived in
(75) imply that the induced logical operator is

Bu-o (g) = Z/:AO,’V (g) E(0,7)
= (Z ® Z) o CZ. (97)

Next, we compute the generator coefficients for
the same [4,2,2] code but with nontrivial signs
(character vector y = [0, 0,0, 1]).
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Table 5: Generator coefficients A, -(0) for Rz(0) of the [4,2,2] code with negative Z®* stabilizer (y = [0,0,0, 1]).

Z-logicals
7:0 71:[()’0’1’1] 72:[())1’170] Y3 ="1D72
X-syndromes
p=0 cosd 0 0 0
p=11,0,0,0] —%zsin@ %zsinﬁ —%zsin@ —%251119
It follows from (91) and Table 5 that Proof. See Appendix C.6. O

pu=o(|9) € {[00), [0T), [10), [TT)}, 0) = (cos 6)*,

Pu=1,00,)(|¢) € {[00),[01),[10), [11)},6)
= (sin ).

In this case, the probabilities are independent of
the different initial states and there is no embed-
ded decoherence-free subspace in the codespace.
This example shows that for the same code, state
evolution depends very strongly on signs of Z-
stabilizers.

In prior work [23]|, we have derived criteria
that ensure a stabilizer code is a DFS, and (91)
opens the door to developing criteria for em-
bedded DFS, in which the second term acts as
an amendment to the first term and implies the
probability is either 0 or 1 for a subset of initial
|0)&|1)-basis state in the codespace.

5 CSS codes Preserved by Uy

When a CSS code is preserved by a unitary Uy,
the probability of observing the zero syndrome is
1, and the Kraus operators capture evolution of
logical states. Theorem 7 provides necessary and
sufficient conditions for a unitary Uy to preserve
a CSS code.

We prove Theorem 7 by writing I1s as a prod-
uct IIs = Ils,Ils,, where Uz commutes with
the Z-projector Ils,, and we then translate com-
mutativity to conditions on generator coefficients.
We generalize these conditions to arbitrary stabi-
lizer codes in Appendix B.

Theorem 7. Let CSS(X,Co = (¢; : 1 < i <
ko); Z,C = (dj : 1 < j < n—Fk)) be an
[[n, k1 — ko, d]] CSS code V(S) defined by the sta-
bilizer group S with code projector Ils. Then the
unitary Uz = 3y cpy f(W)E(0,v) preserves V(S)

(i.e. UzNsU), = Tls) if and only if

> JAosP =1

YECy /Ci

(98)

Remark 8 (Logical Operator induced by Ug).
We assume that UZHSU; = IIs for a CSS code
defined by S. By Theorem 7, (98) holds, so that
by Theorem 6 we only have one Kraus operator
left in (75) that is given by

Z AO"Y 6(0,7)E(077)'
YECy /Ci-

Bu:O = (99)

Note that F§ ~ Cy /C{ and we have a bijec-
tive map g : F§ — C3-/Cit defined by g(a) =
aGCQL/ClL, where GCQL/CIL is the generator matrix
selected. Let Ué be the logical operator induced
by Uz, and let «; be the jth entry of the vec-
tor a. Then, using (36), we translate the Kraus
operator into the logical space as

k .

Uz =2 Aogla) (H (ZJL> J)

aeFs j=1
= Z AO,g(a)E(Ovo‘)a

ozGIF’éC

Thus, if a CSS code is preserved by Uy =
> very f(v)E(0,v), then the generator coeffi-
cients corresponding to the zero syndrome are
simply the coefficients in the Pauli expansion of
the induced logical operator. We also observe
that UL given in (100) is unitary if and only if
(98) holds.

(100)

In the following subsections, we simplify (98) in
special cases when Uy is a QFD gate, and when
Uy = RZ(%) for some integer p. We then provide
necessary and sufficient conditions for quantum
Reed-Muller codes to be preserved by RZ(QQ—?),
and connect to the conditions in [35, Theorem
17].

5.1 QFD Gates

Theorem 9 below specializes Theorem 7 to the

broad class of diagonal level-Il QFD gates Tg) de-
termined by symmetric matrices R € Zy,". Note
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that Theorem 9 applies to CSS codes with arbi-
form a subset of QFD
gates. Theorem 9 includes the divisibility condi-
tions derived in [26,39,43] as a special case.

trary signs and Ry (22—7{)

Theorem 9. Consider a CSS(X,Ca; Z,Ci-)code,
where y is the character wvector of the Z-
Then, a QFD gate Tg) =
2 vern §;’R”T mod 2'|)) (y| preserves the codespace
V(S) if and only if

stabilizers.

2| (viRvT — vy Rovd) (101)

for all v1,v9 € C1 + y such that v1 ® v € Co.
Proof. Tt follows from (65) that

> Aon (R =

~YECs /C
1 o7
W Z s(v,y) Z (=),
" weey ~vecs /Ci-
(102)
where
T_ VOV VDU Tl'IlO l
s(o,y) = Ho g e et
v1€C1+y
(103)
We simplify (98) using (102) to obtain
1= Y JAon(RD]
vECs /Ct-
1 T
= W Z s(v,y) Z (=17
1 veay ~vecst /et
v1 RvT —(v®v1) R(v®v1)T
_ et Xwecsyl
|C1|C2] ’
(104)

which requires each term to contribute 1 to the
summation. We complete the proof by setting
v2 =V D V. ]

Remark 10. When R = I, then vRv” = wg(v)
and the divisibility condition simplifies to the
condition previously obtained for Ry (2—7[) If a

CSS code is preserved by Ry (22—7[) forall [ > 1,
then it follows (101) that for any fixed w € C; Ca,
all elements in the coset Co+w +y have the same
Hamming weight. It then follows from the gener-
alized encoding map given in (30) that any CSS
code invariant under Rz (22—7[) foralll > 11is a
constant-excitation code [41].

We now explore the influence of signs by ana-
lyzing and separating the effect of the character
vector y.

Lemma 11. Consider a CSS(X,C2; Z,Ci-) code,
where y 1is the character wvector of the Z-
stabilizers. Then, (101) holds for all v1,ve €
C1 4+ y such that v1 ® va € Cy if and only if

2| (viRvl —waRwd), for all vy, v € Co + y;

(105)
271 | (ug — uz) Rw?, (106)

for all w1, uz € Co and w € C1/Co.
Proof. See Appendix C.7. O

Note that only (105) depends on the charac-
ter vector y, and its contribution is moving the
divisible requirement for a set to that for a coset.

Note that by varying the level [, the same sym-
metric matrix R can determine different gates (for
example, the gates CZ and CP in Example 5).
The divisibility conditions corresponding to suc-
cessive levels differ by a factor of 2. This suggests
using concatenation to lift a code preserved by a
level | QFD gate determined by R to a code pre-
served by a level [ + 1 QFD gate determine by
I, ® R. We defer investigation to future work.

5.2 Transversal § Z-Rotation Rz(6)
52.1 Rz(m/p) and RM Constructions

If the physical rotation angle 6 is a fraction of
m, then the constraint on generator coefficients in
(98) is equivalent to conditions on the Hamming
weights that appear in the classical codes C; and
Cy that determine the quantum CSS code.
Theorem 12. Let p € Z. Then Ry (%) pre-
serves the CSS(X,Co;Z,Ci-) codespace if and
only if

2p | (wg(w) — 2wy (w * z)), (107)

for all w € Cy and all z € C1 +y, where y is
the character vector that determines signs of Z-
stabilizers and w * z is the coordinate-wise prod-
uct of w and z.

Proof. See Appendix C.8. O

Remark 13 (Transversal 7/2! Z-rotation). As-
sume positive signs (character vector y = 0) and
set p = 271 for some integer [ > 1. Since 0 € Cy
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and 0 € Cy, it follows from Theorem 12 that
Rz (2%1) preserves a CSS codespace V(S) if and
only if

2l | wy(w) for all w € Co, and (108)

271 | wp (wxz) for all w € Cy and for all z € C;.

(109)
This result coincides with the sufficient condi-
tions in [39, Proposition 4], which is a special
case of the quasitransversality introduced earlier
by Campbell and Howard [14]. For example, if
a CSS code with all positive stabilizers is invari-
ant under Ry (7), then the weight of every X-

[ < Lmﬁl +1,
= | min{|Z==t 1, |z 1), i £0.

Proof. Note that all Z-stabilizers have positive
signs corresponding to the case y = 0 in Theorem
12. Then, Ry (2%1) preserves a CSS codespace
if and only if (108) and (109) hold.

Let w € Cy and z € C;. If ro = 0, then Cy =
{0,1} and wy(w) € {0,2™}. It follows from
McEliece [29] (see also Ax [3]) that

m—1
L% ugwnn, an
and this bound is tight. The two conditions be-
come [ < min{m, VZIJ 1) = V%IJ b1

If ro # 0, then it follows from McEliece [6, 30]
that {mr—;lJ is the highest power of 2 that divides

wy(w) for all w € C; = RM(rg,m). We first
show (110) is necessary. It follows from (108)

that
e
1 < )
T2

We need to understand divisibility of weights
wg(w * z) where w € Cy and z € C;. The code-
word w is the evaluation vector of a sum of mono-
mials, and we start by considering the case of a
single monomial. Consider a codeword wy € Co
corresponding to the evaluation of a monomial of
degree s. For all z € Cy, we observe that wq * z
is a codeword in RM(min{r;, m — s}, m — s) sup-
J is the highest

(112)

__m=s=1 _
max{ri,m—s}

ported on wy. Then, {

stabilizers needs to be divisible by 8. We note
that the [8,3,2] color code is the smallest error-
detecting CSS code with all positive signs that
is preserved by Ry (). We defer the study of
non-trivial character vectors y to future work.

The divisibility conditions (108), (109) sug-
gest constructing CSS codes from classical Reed-
Muller codes.

Theorem 14 (Reed-Muller Constructions).
Consider Reed-Muller codes C; = RM(r1,m) D
Co = RM(re,m) with v > ro. The [n =
2k = S, (T = gl
CSS(X,Ca; Z,Ci-) code with all positive stabiliz-
ers is preserved by Rz(57) if and only if

¥r2=0, (110)

power of 2 that divides wy(wq * z) for all z € C;.
Note that since s takes values from 0 to r9, we
have

S

{ m—1r9—1
max{ry,m —ra}
[ [t
1= {LT_Q”J +1, ifm<ry+r.
(113)

| +1

if ri+ry <m,

We now consider w € Cy such that w = wy Gwa,
where wq, weo are evaluation vectors correspond
to monomials in Cs. Then, for z € C;, we have

wh(w * z2) = wy(wy * 2) + wy(wsz * 2)

— 2wy (w1 * wa * 2). (114)

Since w, w1, wa € Ca, it follows from (109) that
2l divides 2wg(w * z), 2wg(w;y * z), and so
2w (wsz * z). By (114), we have

2 dwp (wy * wa * 2). (115)

Since wjy * ws is the evaluation vector of a mono-
mial with degree s’ < min{m, 2ry}, wy xwa * z is
a codeword in RM(min{ry,m — s}, m — s’) sup-
%J is the
highest power of 2 that divides wy (w1 *wax2) for
all wy*xwg € Cy. The extremum is achieved when
the monimials corresponding to w; and wsg have
degree r3 and do not share a variable. Hence,

ported on wy * wo. Then,
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{ m—2rg — 1
I <
~ [max{ry,m — 2ry}

|+2-

It remains to consider the case w = w1 ® wgs
-+ @ wg € Cy, where each w; is the evaluation

2171‘ Z(_z)ifl Z

\‘m—2r2—1J _|_2,
MJ—FL if ri +r9 <m <ry+2rs.

T2

- |

if 11 + 2r9 < m,
LT (116)

vector of a monomial. We use inclusion-exclusion
to rewrite (109) as

wi(wj, * -k wj, * 2). (117)

i=1 1<j1<-<ji<t

We now use induction. Assume for 1 <i <t—1,
|

m—1irg — 1 .
[ < , +1=
max{ry, m —irg}

T1

Note that for 1 < i < t — 1, wj, * -+ x wy,

corresponds to a monomial with degree s” <

min{m, ir}, hence wj, * --- * wj, * z is a code-

word in RM(min{ry,m — "}, m — s”) supported

on wj, *---*wj,. Then, we have

m—irg—1 .
2 {ma"{rl”i‘"Q}J o | 2in(wj1 ok Wy, K Z),

(119)

in which the bound on the exponent is tight since

\

{ m—trg — 1
1<
~ [max{ry,m — tra}

and the induction is complete. Note that since
r1 > T9, We have

{m—trz—lJHZ {m—frlJHfortZL

1 1
(122)
and the necessary condition reduces to

o —1 _
lgmin{{Mthl,{m “J+1}.
T1 T2

(123)

{m—irz—lJ + i,

|+1,

7 = \‘m—rl
T2

\‘m
e 155

t=|men

we have

if r1 +1ir9 < m,
L (118)
if (i —1)rg <m—ry <irs.

we can choose wi, - ,w; to be evulations vec-
tors corresponding to i disjoint monomials of de-
gree ro. Hence, 2! divides all terms in (117) for
1 =1,2,...,t — 1. Hence, for the last term, we
must have

212t Ly (wy % - % wy * 2), (120)
which implies that
+t, if ri +trg < m,
| L (121)
J—i—l, if (t—1)ro <m—ry <try,

To prove the sufficiency of the case ro # 0, we
simply reverse the steps. O

Remark 15 (Puncturing RM codes by remov-
ing the first coordinate). Consider the classical
RM(r,m) code, and two elementary operations
on its generator matrix: 1. removing the first col-
umn which is [1,0,...,0]7; 2. removing the first
row of all 1s. After either of the two operations,
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2] is still the highest power
of 2 that divides all of its weights. Hence, the RM
constructions described in Theorem 14 can be ex-
tended to punctured RM codes. If operation 1 is
applied on C; = RM(r1, m), and operations 1 and
2 are applied on Co = RM(r2, m), then we can re-
lax the relation between r1 and r9 as r1 > r9. It
follows from the same arguments that the result-
ing [27 — 1,571, (%) + 1, 2minlratlmor) ]
CSS code is preserved by Rz (5= ) with the same
constraint on [ as described in (110). This fam-
ily contains the [2™ — 1,1, 3] triorthogonal codes
described in [9].

(m—
we observe that 2" 2

Remark 16 (QRM(r,m) Codes). When r; =7
and ro = r— 1, this family of CSS codes coincides
with the QRM(r, m) [2™, (), 2mi{rm=r}] codes
constructed in [22] and [35, Theorem 19]. The
code QRM(r, m) is preserved by RZ(Q,”/T) if1 <
r <m/2 and r | m. When ry = 0, we obtain the
[2™,m, 2] family that is preserved by Rz (3% ). If
ro # 0, since r | m, we have

1= —min {1 |2 [

:minﬂm_(r_l)_lJJrl, V:__”Jrl}

' (124)

which satisfies the necessary and sufficient con-
ditions in (110).

We now illustrate Theorem 7 and Theorem 12
through two CSS codes preserved by Rz (), one
with a single logical qubit, the other with multiple
logical quibts.

Example 6 (The [15,1,3] punctured
quantum  Reed-Muller  code  [10, 24]).
Consider the CSS(X,C2;Z,C{) code de-
fined by Co = (x1,29,73,24) and C{ =

(1, %9, X3, T4, T1T2, T1T3, T1T4, T2X3, LT 4, TIT4),
with the first coordinate removed in both Cs
and Ci. It is well-known [10, 35] that Rz(%)
preserves the CSS codespace when the signs of
Z-stabilizers are trivial. Since 8 | wg(v), for
v € RM(1,4) and 4 | wy(u) for u € RM(2,4)),
the code satisfies the divisibility conditions
in Theorem 12. We compute the induced
logical operator by computing the generator
coefficients for the zero syndrome. Note that
Cy /Ci = {0,1}. The weight enumerators of C;

and C; + 1 are given by

PCl (xvy) = PC1+1(‘T7y)
15 15$8y7 4 15x7y8 T y15
We have
1 15
Ao,0 <Z) =3 (2 cos % + 30 cos g) = cos g,

(125)

The constraint on generator coefficients in (98) is
satisfied:

2 2 2
Z Ao~ (Z)’ = (cos g) + (sin g) =1
~e{0,1}
It follows from (10
induced by Rz (%) is

LT ™ L
32(4) A00(4>I +A01<4)Z

= Cos gIL + ¢sin gZL = (THE.

0) that the logical operator

Example 7 (The [8,3,2] code). The [8,3,2]
color code [14] is defined on 8 qubits which we
identify with vertices of the cube. All vertices
participate in the X-stabilizer and generators of
the Z-stabilizers can be identified with 4 indepen-
dent faces of the cube. The signs of all the sta-
bilizers are positive. The [8,3,2] color code can
also be thought as a Reed-Muller CSS(X, Co =
{0,1}; Z, C{ = RM(1,3)) code with generator
matrix

1
1 1111111

Gg = 0000T1111]|. (126
00110011
01010101

The [8,3,2] code can be used in magic state
distillation for the controlled-controlled-Z (CCZ)
gate in the third-level of Clifford hierarchy. To
verify that the code is preserved by Rz (%) and
the induced logical operator is CCZ (up to some
logical Pauli Z1), we first compute the genera-
tor coefficients corresponding to the trivial syn-
drome. The weight enumerators of Ci- and Ci- +~
for v € C5 /Ci- \ {0} are given by
Poi(z,y) = 2%+ ldaty* + ¢,

1

Pcf__i_,y(l', y) = 4aly? + 8atyt + 422y"
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so that

us 3 T 1
Ao <4> 1 and Ao y0 <4> ]
for all the seven non-zero v € Cy /Ci-. Then,
2 2 2
T 3 1
> oo () =)+ () =

vECy /CT-
so (98) holds, and the induced logical operator is

RL (Z) = 3 Ao yie <Z> B0, )

aGIFg

(127)

=zt e zF)oCCZE.  (128)
5.2.2 Generator Coefficients and Trigonometric
Identities

When ¢ = 5 for some integer [, Rengaswamy
et al. [35] derived necessary and sufficient condi-
tions for a stabilizer code to be invariant under
Rz(6). This derivation depends on prior work
characterizing conjugates of arbitrary Pauli ma-
trices by Rz(3;) [36]. The necessary and suffi-
cient conditions provided in [35, Theorem 17| are
expressed as two types of trigonometric identity.
We now show that our constraint on generator
coefficients is equivalent to the first trigonomet-
ric identity, and that the second trigonometric
identity follows from the first. Our main tool is
the MacWilliams Identities [27], and our analy-
sis extends from CSS codes to general stabilizer
codes.

We demonstrate equivalence through a se-
quence of three lemmas.

Lemma 17. Given a CSS(X,Co; Z,Ci-) code, let
B={z€Cf e, =1} and B+ = (C1,y). For all
nontrivial w € Cq, define Dy, = {w*v : v € C1}.
Let 0 € (0,27). Then, (98) holds if and only if
for all non-zero w € Cy

1

wy (w)—2wy (x
|Duw| TEDyw+wy
Proof. See Appendix C.9. O

The support of a binary vector x is the set of
coordinates for which the corresponding entry is
non-zero. Given two binary vectors x, y, we write
x = y to mean that the support of x is con-
tained in the support of y. Let supp(zx) be the

support of x. We define y|gpp(z) € IF;UH(m) to
be the truncated binary vector that drops all the
coordinates outside supp(x). Given a space C,
we denote proj,(C) = {v € C : v X x}. The
next lemma finds equivalent representations of
the cosets Dy, + w * y for non-zero w € Cs.

Lemma 18. Given a CSS(X,Co; Z,Ci) code,
define Dy and y as above. For any mon-zero
w € Co, define Zy = {z|supp(w) € JF;”H(M) iz €
Ciand z X w} and By = {v € Zy : &, = 1}.
Define Zy, C FY (resp. By C F3) by adding all
the zero coordinates outside supp(w) back into
Zw (resp. Buyw). Note that dim(proj,,(Bg)) =
dim(proj,, (25)) + 1. Define y' € FY such that
Projy, (BL) = (proj, (Z2L),y'). Then for all non-
tirvial w € Co,

Dy +wxy = projw(éi) +v. (130)

Proof. See Appendix C.10. O

Lemma 19. Given a CSS(X,Cy; Z,Ci-) code, let
B={z¢€Cf:e =1}, and define 2y, Zu,
Bw, Bw, Y’ as above. Recall that proj,, (BL) =
(proj, (Z2L),y'). For any 0 and any nontrivial

w € Co,
1 =
1 Z (eig)wH(w)_QwH(U)
P10} (Zi6)] epross (2
(131)
if and only if

> ey (1tan 0)r®) = (sec )¥H™)  (132)

UGZ'w
Proof. See Appendix C.11. O

Theorem 20. The unitary Rz(0) realizes a
logical operation on the codespace V(S) of an
[n, k,d] CSS(X,Ca; Z,Ci) code if and only if for

all non-zero w € Co,

> ey (1tan )1 ) = (sec/) ™) (133)

VEZy

Proof. By Lemma 18, we know (129) equals
(131). It now follows from Lemma 17 and Lemma
19 that (98) equals (133). It then follows directly
from Theorem 7. O]
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Remark 21. Rengaswamy [35, Theorem 17| de-
rived a pair of necessary and sufficient conditions
for a CSS code to be invariant under Rz(3r).
Theorem 20 shows that the first of these condi-
tions implies the second and also generalizes the
first condition to arbitrary angle 6. Note that the
trigonometric conditions are local whereas the
square sum constraint on generator coefficients
is global.

6 Conclusion

We have introduced a framework that describes
the process of preparing a code state, applying
a diagonal physical gate, measuring a code syn-
drome, and applying a Pauli correction. We have
described the interaction of code states and phys-
ical gates in terms of generator coefficients deter-
mined by the induced logical operator, and have
shown that this interaction depends strongly on
the signs of Z-stabilizers in a CSS code. We have
derived necessary and sufficient conditions for a
diagonal gate to preserve the code space of a CSS
code, and have provided an explicit expression of
its induced logical operator. When the diagonal
gate is a transversal Z-rotation through an angle
0, we derived a simple global condition that can
be expressed in terms of divisibility of weights in
the two classical codes that determine the CSS
code. When all signs in the CSS code are posi-
tive, we have proved the necessary and sufficient
conditions for Reed-Muller component codes to
construct families of CSS codes invariant under
transversal Z-rotation through m/2!. It remains
open to investigate the constraints for a CSS code
determined by two classical decreasing monomial
codes to be invariant under transversal /2! Z-
rotation.

The generator coefficient framework provides
a tool to analyze the evolution under any given
diagonal gate of stabilizer codes with arbitrary
signs, and we are working to characterize more
valid CSS codes can be used in magic state dis-
tillation.
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A Magic State Distillation Using the Steane Code

We use the Steane code as an example to show the trade-off between fidelity and the probability of
success in magic state distillation. Classical magic state distillation post-selects on the trivial syndrome
without considering the error correction. If we follow this procedure, then the [7,1,3] Steane code
can be used to distill the state with linear convergence as described in Case 1. In Case 2, we try
to increase the probability of success by introducing error-correction instead of post-selecting on the
trivial syndrome. In Case 3, we consider only correcting one of non-trivial syndromes.

Case 1: Reichardt [34] calculated error rate by tracking evolution of code states. The generator
coefficient framework makes it possible to calculate the output error rate by tracking operators.

(i) Encode to get the |+) of the Steane codestate.

(ii) Given seven copies of |A) := T|+) = (|0) + €™/4|1))/+/2 and ancillary qubits, we can realize the
phsyical transversal T%7 = [exp(—1%Z)]®7 with the help of Clifford gates and Pauli measure-

ments. If the states |A) are exact, the probability of observing the trivial syndrome is Pp=0 = 1%

and the probability of observing each non-trivial syndrome is pj,_.o = & (Take § = T in (93)).
When the trivial syndrome is observed, it follows from Example 1 that the induced logical op-
erator is T}: = exp(15ZL). We then apply a physical representation of the logical Phase gate P
to obtain [A) = PLT£]1>. In practice, each of the input magic states |A) is noisy. We assume
dephasing noise: p — (1 —p)p + pZpZ with the same probability p of a Pauli Z error for each of
the seven physical qubits. The probability of observing the trivial syndrome involves two terms.
The first term captures the event that upon observing the trivial syndrome p = 0, the dephasing
error is undetectable. The second term captures the event that upon observing the non-trivial
syndrome p # 0, the dephasing error cancels the observed syndrome. The probability of success

is given by
Pyu—o = plimoP(Z-error in C3) + > pf,P(Z-error in Cy + p) (134)
pn#0
9
16 (1 _ )7 wH 'U) ’u}H('U) _|_ Z Z 7 ’LUH(’U)p’wH('U) (135)
veCL WEO ’UGCLJFIJ
71 T
— o)) 4 LS (el (1 — o)) (136)
16 ]Cg| 'u%C: 16 |Co| vgc:
1
== (2+701-2p)"). (137)

Note that the 7 cosets corresponding to non-trivial syndromes have identical weight enumerators.

(iii) If we observe the non-trivial syndrome p # 0, we declare failure and restart. Upon observing the
trivial syndrome, we decode and the output mixed state is

1
Pout = Pi(pgut‘A> <A‘ +p(1th|A> <A|Z) (138)
pn=0
where
PO = Pu=oP(Z-error in Ci) + Z Py P(Z-error in Ci 4+ p+~ for v # 0) (139)
n#0
9
7 n— wH(v) wpr (v) L o oyn—wg (), wg(v)
6 2 (1-7) + Z s 2 (1-» p (140)
veC; p#0 " veClt+p+1
1
=5 (24701 = 2p)* + 7(1 = 2p)" +2(1 - 2p)7) . (141)
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The first term captures the event that upon observing the the trivial syndrome p = 0, the
dephasing error acts as a Z-stabilizer (By—q = %TT). The second captures the event that upon
observing the the non-trivial syndrome p # 0, the dephasing error lies in Cir+u+~ (Bu+o =
%TTZ ). In this case, the dephasing error appears as the error correction that maps back to the
code space and results in a logical 7T gate. We now write the output error rate g as a function
of the initial error rate p, and calculate its Taylor expansion at 0
0
Pout 7 14 2 3
=1-="=- — O(p°). 142
q(p) Poco 0P TP T (»°) (142)
This implies that the threshold for the initial error rate is 0.1464... (the same as [34]), while that
of the [15,1, 3] code is 0.1415.. [10].

Case 2: Note that probability of success in Case 1 is upper bounded by 9/16 = 56.25%. It is natural
to ask whether we may introduce error correction to increase the probability of success. It follows from
(81) that we can choose proper corrections based on syndromes (v, = Z for g # 0) to obtain the
logical operator Tt with probability 1 if the physical transversal T is exact. The output error-rate now
becomes

1
q(p) =1—p2, =1 — P(Z-error in Ci") = Z (1 — p)n—wr@)pua(v) — 3 (1 +7(1— 2p)4) . (143)
veCi

The output error rate does not fall below the line y = z in the positive orthant, and we say that the
protocol does not converge.

Case 3: We balance Case 1 and Case 2 by implementing error correction for only one of the seven
non-trivial syndromes, say g = e;. Although the probability of success increases slightly to

Ps = Pu—o+ Pu—e, = 1% (2+700-2p)") + % (2-(-2p)*) = é (2430 -2p)"),  (144)

the prefactor of the linear term of the output error rate is greater than 1. We conclude that the
protocol does not converge.

The same analysis can be performed for a code that is perfectly preserved by the transversal T' gate,
such as the [15,1, 3] code. The analysis provides insight into the trade-off between the probability of
success and the fidelity of the output magic states.

B Generator Coefficient Framework for Stabilizer codes

We described the generator coefficient framework for CSS code and we now extend it to arbitrary
stabilizer codes. We consider a general stabilizer code generated by the matrix

K 0
Gs=|0 J|, (145)
D

where D = (D, D) such that D, is the X-component of D and D, is the Z-component of D. We
assume that the row space of D contains no non-zero vector ¢ = (¢x,cz) with ex = 0 or ¢z = 0.
Assume the dimensions of K, J, and D are ng,n,, n,, respectively. Then, we have

Hs = Us s, sy, (146)
where
1 1
sy = 5, > €anE(a,0), s, = oS > €opE(0,b), and (147)
ack=(K) beT=(J)
1
HSXZ = 2”332 Z 6(cvd)E(c’ d) (148)
(e,d)eD=(D)

Let 7 == (K, D,). Then, J C T+ C F} as described below.
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Fy I3 CSS : Stabilizer Fy F3

| P | Py
G CzL 3 (J, DZ>L T = (K, Dz>L

| | | | |+ Y
Co Ci- l K J

| | | | |
{0} {0} ! {o} {0}

Then (46) becomes

HSZUZ:(;lzZ (Ob)EOb)<Zf )

beJ vEFRY

- erzz Z Z ( Z 6(O;v)f(z)) Z G(oju)E(O,u), (149)

MEFL/TL ~eTL /T \2e€T+p+y ueJ +p+y

and the generator coefficients of Uy for the stabilizer code S are given by
A= Y coaf(2) (150)
ze€J+p+y

where p € F3/ T+ and v € T+/J. These generalized generator coefficients inherit the properties
described in Theorem 6, that is,

1 ifnp=0,
DD O ST S S 51
pEFD /TL ~veTL/T ’

for n € T+/J. Grouping together the projectors IIs, and Ils,,, we consider the new family of
projectors

L:=1s,1s,,
1 1
= Mg Z (a O)E(a’ 0) Mz Z 6(c,d)EJ(C> d)
acl=(K) (e, d)eD=(D)
- Y e () Do c,a). (152)
a€ell,
(c,g)E’D
For p € F3 /T, we write
1 pa® 1 uct
L= g0 2 D" c@B@0)] |5 > ()" ceaBled |, (153
acl=(K) (e,d)eD=(D)

and note that {£,)},erp /72 is a resolution of identity.
Replacing the resolution of identity {ILs, (u)}ung/Cé by {L(“)}HGFS/TJ_, we conclude that the gen-

erator coefficients {Ai,‘r} pers T+ ~eT+t g describe the same average logical channel as in (74) and (75)
since the logical Pauli Z for stabilizer codes can be chosen as v € T+/J up to a sign. Based on the
description of the average logical channel, we study the conditions for the invariance of a stabilizer
code as below.

Theorem 22. Consider a general stabilizer code defined by (145). Consider T = (K, H,), and we have
J C T+ CFy. Then, a Z-unitary gate Uy = Y wern f(0)E(0,v) preserves V(S) (i.e. UZHSU; =1ls)

if and only if s
> 4p,F =1 (154)
~yeT+/)T
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Proof. <=: We assume (154) holds and derive UzIls = IIsUz. It follows from (151) that Afw/ =0
when p # 0. Then, by (149), we have

1
W Z Ag:.), Z 6(07u)E(0, 'U/) . (155)
~eTL/T ueCH+~

Uzlls, =1ls, Uz =

For any v € 7+/J and u € C{ +~ C T+, we have E(0,u)L = LE(0,u), where £ = Ils, s, ,.
Hence,

Uzlls = Uzlls, L = LUZlls, = LIIs, Uz = 11sUz. (156)

=: We assume Uzlls = [IsU; and show (154). The idea is the same as in the proof of Theorem 7,
and it remains to show that each term in (152) is distinct in order to use the independence of Pauli
matrices. Assume (a @ ¢,d) = (@’ @ ,d') for some a,a’ € K and (¢,d), (¢/,d’) € D. Then, d = d’
and a ® ¢ = @’ ® ¢/. Note that (¢,d) ® (¢/,d') = (¢® ¢/,0) € D. Since J N D, = {0}, we have

c® c =0, which means ¢ = ¢ and a = a’. O]
K 0
Theorem 23. Consider an [n,k,d] stabilize code generated by the matriv Gs = 0 J | that
satisfies Theorem 22. Let J be the space defined by the generator matrix J. Assume thfminimum
weight in J is at least d (i.e. minge 7 wp(z) > d). Then the CSS code generated by Gsr = %
D, 0

satisfies Theorem 7. Moreover, the CSS code has parameters n' = n, k' = k, and the Z-distance
"7 =min_c g py\g wa(z) > d.

Proof. From the construction of Gs/, the number of physical qubits does not change (n’ = n). Also,

k' = k follows from the fact that D, N K = {0}. It remains to show that the new Z-distance d, > d.

Assume there exists (s,t) € N(S’) \ &’ such that h(s,t) < d and t # 0, where h is the Pauli weight
(number of nontrivial Pauli matrices) defined by

h(s,t) =wg(s) + wy(t) — wy (s *t). (157)

Then, h(0,t) < d and t € M+ N Dy, which implies that (0,t) € N(S). Also by definition, we have
JN D, ={0} and thus (0,t) € N(S)\ S. However, by assumption the distance of V(S) is d and thus
N(S8) \ § has minimum weight d, which is a contradiction. Therefore, d, > d. O

Remark 24. Note that the values of generator coefficients are the same for the [n,k,d] stabilizer
code and the [0’ = n, k¥ = k,d, > d] CSS code. The induced logical operator by Uz remains the
same. It follows from Theorem 23 that given an [n, k, d] non-degenerate stabilizer code supporting a
physical Uy = Zveﬂrg f(v)E(0,v) quantum (unitary) gate, there exists an equivalent CSS code (since
the Pauli expansion of the physical gate Uz has support only on Pauli Z, we only compare the distance
d of stabilizer code with the Z-distance of the equivalent CSS code) supporting the same operation.
Note that a similar argument applies to Ux = 3 cpr f(v)E(v,0).

C Proofs for All Results

C.1 Proof of Lemma 4
Setting B = {z € Ci" | €(0,2) = 1}, we have Bt = (C1,y). Setting

9\ —wH(2) NS
Sp = Z (cos 2) (—z sin 2) , (158)

zEB+p+y
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and

n—wg(z) wi ()
Sp = Z (cos 0) <—z sin 6) , (159)

4 2 2
z€C +pt+y

we may rewrite (48) as

(—1)wEN¥" 4, _(0) = 25, — S,,. (160)
Since B+p+~ = (B,p®~) \ Band Ci + p+v = (Cf, p @) \ Cf, we have
(—1) WY A, 1 (0) = 2(Py[(B. & )] — Py[B]) — (Py[{CT-, & 4)] — PolCiH)). (161)

We may apply the MacWilliams Identities to obtain

1 0 .0 0 .0
BIN (o ~)L |PBLQ(”®7)L cosi—zsmi,cosi—kzsmg

B 1 0 CO\" 2w (z)
= |BJ—Q(M®’Y)J—| Z (COS2—281112)

Py[(B,n © )] =

zeBN(pdv)+
_ 2J_ Z <eiz%)n—2wH(z) ’ (162)
|B |z€BJ-ﬂ(uEB’Y)J‘
and similarly
1 ) n—2wgy ()
BylB = 3 (%) . (163)
‘ ’zEBl
We combine (162) and (163) to obtain
2 0 n—2wpy (2) 1 0 n—2wg(z)
Rl(B. 1 &) = PolB] = 1 (%) - 2 ()
zeBLN(pudy)+ zeBt
1 0 n—2wgy (z) 0 n—2wg ()
am,( o P R
zeBLN(pey)*+ zeBL\(nev)+
n—2w
= > (- 1)(BE7)2 (e—zg) ) (164)
‘ |zEBL
Similarly,
n—2wg (z)
Py[(Ci n ®7)] - Po[Ci] |C| S (—nmEmEt (ema) T (165)
1 zeCy

Since B+ \ C1 = C; + v, it follows from (161), (164), (165) that

o\ n—2wg(z 1 o\ n—2wg(2z)
(1)WY’ 4,, = > (= 1)mHeN=" (o=1g —— 3 (~) et (o
IB el (<) al z, ()
_ 1 3 (—1)men=" (e_lg)n_QwH(z) (166)
C1] ’
zeCi+y
which completes the proof. O

Accepted in {(Yuantum 2022-08-31, click title to verify. Published under CC-BY 4.0. 31



C.2  Derivation of (69)

Uylls = Uylls, Ils,

1
= m Z Z AIM‘Y 6(0 u)E(O u) (Z (a O)E(a 0))
pEF? /C- ~yecs/ci- uecL+u+—y a€eCy
1
= m Z Z AIM‘Y ( )E(a, 0)) Z 6(07u)E(0, u)
MEFY /Cy vECy /Cf- acCs uECH+p+y
1
=gm 2 Ussw | 2 Awn| 2 cowBOu) ]| (167)
MEFR /C ~yec)/ct weC +pt+y
T
where g, () = IC%I Yacc, (=1 €q,0)E(a,0). O

C.3 Derivation of 0(6y,)

Since there is only one logical qubit, - is either zero or non-zero. It then follows from (76) and (77)
that the effective physical operator corresponding to the syndrome g = 0 is

Bp,:O = AuzO,’y:OE(Ov 0) + AuzO,'y;éOE(Ov Y 7& 0)‘ (168)
Thus, if we observe the trivial syndrome, then the induced logical portion is

Aoy=0 + Ao yz0 0

. 169
0 AO,’y:O - AO,’y;éO ( )

Ué(ﬂ =0) = Au—oy=0lL + Ap=0~#0ZL =

Since we also assume that one of the pair (4,—0~y=0, Au—0,y+0) is real and the other is pure imaginary,
we can consider UZ(p = 0) as a Z-rotation with angle 6, up to some logical Pauli Zp:

cos(0r,/2)I1, + uvsin(0r,/2)Zr, = Rz(01) if Aj—0~—0 is real

Lo, —0) —
Uz(n=0) = { esin(0r,/2)I, + cos(0r/2)Zr, = ZLRz(0r) if Ap—o~z0 isreal ' (170)
: - sin(6r, /2 _ 1A, —
with 07,/2 = tan 1 (Cos((92§2))) = tan—! (A:To,:ij) )
C.4  Proof of Theorem 6
It follows from (48) that
AprApmey = Z €0,2).f (2) Z €0, f (1, 2"
2€C +pty 2/ €CL +ptn+y
= > cow| 2. [@fzew)|. (171)
weCi+n zeCH+p+y

Accepted in {(Yuantum 2022-08-31, click title to verify. Published under CC-BY 4.0. 32



Then, we have

Z Z EAM??@‘Y: Z Z Z €(0,w) Z f(z)w

MHEFY /C5 vECy /Ci- HEFY /C5y vECy /Ci welCl+m zeCH+p+y

= Y €ow | D > Y f2)f(zow)

weCi+n MEFY /Co- vE€CS /C- z€C+pt+y

= D> “ow) (Z f(Z)f(z@w))

wECf +n z€lFy

o 6(070) =1 if n = 0
_{0 ifn£0 " (172)

where the last step follows from the fact that Uz is unitary (44). O

C.5 Derivation of (88)

1
sy (uo)UzIls, @) = |7 > (- )30 ¢ @0 E(a,0) > > AureopuayE0, 1o 7)|0)

€C2 peRy /Cf yelt /ci
a T
ycz| 2 X Auouen B0 87) 3 (<1 o0 Ela.0)}¢)
acC2
|C2| ZZA 1v€0,uey)E(0, 1 &) Z( 1* (po0)™ o), (173)
a€cCq
where (173) follows from the fact €4 0)E(a,0) € S. O

C.6  Proof of Theorem 7
Recall from (46) that UzIlg, = IIg, Uy simplifies to
1
Ulls, = 5o 22 22 Auv| 2 cowBOu)]. (174)

MeFR /Cy ~veCs/Cit ueCi+pt+y

<: We assume (98) holds and derive UzIls = IIsUz. By Theorem 6, we have A, = 0 when
p # 0. It follows from (46) that

1
UZHSZ = HSZ UZ = W Z AO,‘Y Z 6(07u)E(0, u) . (175)
YECy /C- ueCEH++

For any v € Cy /Ci- and u € C{- +~ C Cs, we have F(0,u)Ils, =I5, F(0,u). Hence,

1
Uzlls = Uzlls, Msy = 5oy S Aoy | D €ows E(0,u)
’yec;/cf uEClJ‘—I—’V
=5, Uzlls, = s, s,Uy = IsUy. (176)
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=: We assume UzIls = [IsU; and show (98). It follows from (69) that

UZHS = UZHSZHSX

1
=gm 2 (Uscw 2 Auv| X cowBOw)| | =HsUz  (177)
peFy /C ~yecs/ct ueCi+v+p

Pairwise orthogonality of projectors implies IIs, (,,)IIs (u) = 0 when p # w' in T3 /Cy-. Hence, for any
po € Fy/C5 \ {0}, we have we have 0 = g, () LsxILs, Uz = sy (o) (HsUz) = sy (ug)(UzILs),
which implies that

1
O:2n—k1 Z HSX(MO)HSX(H) Z Ap Z 6(O,u)E((]7u)
pnery /Cct ~yecs-/cit ueCt+y+p
1
= g Usxwo) 2 Awen | 2. ComB(Ow)
~yecs /et ueCt+v+po

1 (1 T
= onkr (2;@ Z (=1)%0€q.0)E(a, 0)) Z Aoy Z €0,u)E(0,u)

acCy ~YECy /C- ueCH+v+no

1 T T
= ohTm 2 Yo D Augn(m1)MH0a o ey ) E(a, u). (178)
YECS- /Cit ueC +y+po a€C2

Since Pauli matrices are linear independent, we have A,,~ = 0 for all u € F%/Cy \ {0} and all
~ € C3 /Ci-, and (98) holds. O

C.7 Proof of Lemma 11

=: Assume (101) holds for all vy,v2 € C; + y such that v1 @ va € Cy. Then, (105) is satisfied. Let
v1,v2 € (C1+y)/(C2+y) and v1 D vz € Cy. Then we can write v1 = w1 +w+y and v2 = Uz +w+y
for uy,ue € Cy and w € C;/Cy. We simplify (101) as

2' [ (u1 +w+y)R(us + w+y)" — (ug + w + y)R(uz + w +y)" (179)
2| (w1 +y)R(ur + )" = (uz + y)R(uz +9)") +2 (w1 +y) Ro” — (us + y)Rw")  (180)
2" 2(uy — uz)Rw?, (181)

since u1 + y,u2 +y € C2 +y. Thus, (106) is also satisfied.
<: We simply reverse (179), (180), and (181). O

C.8 Proof of Theorem 12

The proof idea is the same as that of Theorem 9 We take Uz = Rz (“) and simplify (56) using (98):

P
015
1 (21@22)T (o= \WH(Z1)~wn(22)
- ¥ or > (mEes)t (o) : (182)

C
A/ec,j/cf| W 21206011y

2

= ¥

~eCs /Ci
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Setting w = z1 @ z2 and z = z9, we obtain

A VI Y o R VI el

welCy ze€C1+y »7602l/01L

1 |C1‘ wy (wPz)—wg(2)
‘61,2|C2 > > (¢7)

weCy z€C1+y

wp (w)—2wg (w*z)
- e 2,2, ) | )

weCsr zeC1+y

Note that (183) implies every term in the double sum is equal to 1, which completes the proof.

C.9 Proof of Lemma 17

It follows from (56) that

Aoy = 5 S0 (-1)7% sy, (184)
C4
welCy
where ) ()20 (w002)
20 WH wWH(W*zZ
Sw = 57 e 185
N ‘ 1| zeCi+y ( ) ( )
Then
1
Z ‘AO,W(Q)‘Q = W Z ( Z (_1)7wT3w + Z (—1)7“’Tsw)
~yeCy /Cit yect jct \weCs weC\Ca
1
= il YD swt ‘ ] > > |
~€ECs /Ci weCs weC1\C2 veCy /Ci-
1 |G
= 1
e 2 sw \C| D s (186)

weCso weCo

where the last step follows from the fact for any w € C; \ Co, Z,YGCQL/CIL(_D‘/’LUT = 0. Thus, (186)
equals 1 if and only if s,, = 1 for all w € Cs. Note that sg = 1, and for all non-zero w, we have

Z ( 19)101{(10 —2wp (w*(20y))

Sw =
|C1| zeCy

_ 1 Z (ezg)wH('w*(v@y))
Dyl

w VEDqy

_ Z (ew)wH(w)—QwH(m) . (187)

X EDy +wxy

Thus, 3 ced /et |A0,—y(9)|2 = 1 if and only if (129) holds for all non-zero w € Cs. O

C.10 Proof of Lemma 18

We first show that Dy, + wxy C projw(zi) +vy'. Let 2z €Cy. Then, w*xz®w*y € Dy, + w * y.
Let v € Z,, C Ci-. We observe

(wx(20Y) Y ) *xv=2+wW*xVPY*wW*VBY xv=2*xvDY*vDY *v, (188)

where the last step follows from supp(z) C supp(w). Since z € Ci- and z € C;, wy(z * v) = 0 mod 2.
We consider two cases. If v € By, C Z4, then wy(y * v) = 0mod 2 and wy(y' * v) = 0 mod 2.
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Otherwise, v € Zy \ By. Then wpy(y * v) = 1 mod 2 and wy(y’ * v) = 1 mod 2. For both cases,
wp((w+ (2@ y) DY) *v) = 0mod 2. Thus, wx* (2D y) DY € ~proj,w(va), which implies that
w* (2 @ y) € proj,(Z5) +y'. Then, we have Dy, +w * y C proj,, (Z5) + v'.

It remains to show that |Dy| = |proj,, (25)|. We observe that Dy, = C; = (Cﬂl_w)l. Thus,

}1—w

dim(Dy) = wr (w) — dy = dim(Z2) = dim(proj,,(Z5)), which completes the proof. O
C.11 Proof of Lemma 19
We rewrite (132) as
2 > (vtan gywn @) _ > (stan 0)21 () = (sec§)WH ) (189)
vGBw VEZy
and rearrange to obtain
2 > (cos g)wn (W) —wn () (giy gywn©) _ > (cos g)wn (W) —wn () (gip gywn®) — (190)

’UGBw ’UEZ’w

We apply the MacWilliams Identities to Pag[Byw]| and Pag[Z4w] (FPy[C] is deifned in (4) for any angle 0
and linear code C) to obtain

o () S )

zEBL whzezk

Since |BL| = 2|25, By = proj, (Bs), and 25 = proj,,(Z24), we obtain

1 0\ Wi (w)—2w (v)
ot ¢ —1, (192)
‘prij(ZfU-)’ vEproij(Zt’&,)-ﬁ-y' ( )

which completes the proof. O
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