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ABSTRACT

We study synchronization dynamics in populations of coupled phase oscillators with higher-order interactions and community structure.
We find that the combination of these two properties gives rise to a number of states unsupported by either higher-order interactions or
community structure alone, including synchronized states with communities organized into clusters in-phase, anti-phase, and a novel skew-
phase, as well as an incoherent-synchronized state. Moreover, the system displays strong multistability with many of these states stable at the
same time. We demonstrate our findings by deriving the low dimensional dynamics of the system and examining the system’s bifurcations

using stability analysis and perturbation theory.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0106906

Spontaneous entrainment and pattern formation in large ensem-
bles of coupled oscillator units play a role in a wide range of
applications in mathematics, physics, engineering, and biology. "
Recent insights from both neuroscience and physics™* point to the
presence of higher-order interactions in populations of coupled
dynamical systems. While initial studies have begun to uncover
the effects that higher-order interactions have on macroscopic
system dynamics, the role that both small- and large-scale struc-
tural properties of networks play in shaping collective dynamics
in the presence of higher-order interactions remains unexplored
and poorly understood. Here, we study the dynamics of systems of
coupled phase oscillators with community structure and higher-
order interactions. Using dimensionality reduction methods to
derive the macroscopic system dynamics, we uncover and analyt-
ically characterize a range of new, coexisting states that are not
supported by higher-order interactions or community structure
alone.

I. INTRODUCTION

Synchronization of coupled oscillators is one of the most
prominent examples of emergent collective behavior, with examples

including circadian rhythms,” brain rhythms,® cardiac excitation,’
pedestrian synchronization in suspension bridges,” Josephson
junctions,” and power grids."” The Kuramoto model"' of coupled
phase oscillators has been particularly useful for shedding light
on synchronization phenomena due to its analytic tractability and
versatility for modeling many different systems with various phys-
ical properties. While the Kuramoto model describes the pairwise
interactions of oscillators, it does not take into account the pos-
sibility of interactions involving multiple nodes simultaneously,
i.e., higher-order interactions. In recent years, the role of higher-
order interactions in shaping the collective response of coupled
dynamical systems has received much interest.'>"" Higher-order
interactions have been shown to qualitatively change the dynam-
ics of epidemic and opinion dynamics,'>"” the behavior of eco-
logical systems,'® and other systems that display emergent collec-
tive dynamics.'” For coupled oscillator systems, higher-order inter-
actions are motivated by applications in neuroscience™** and
physics.”*! Higher-order interactions can cause dramatic changes to
the dynamics of coupled oscillators, including bistability, explosive
transitions, and extensive multistability.””~* The Kuramoto model
has also been generalized to include phases defined not only on the
nodes of a network but also on each edge defining a higher-order
interaction’’~* (a hyperedge when the interactions are encoded in
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a hypergraph or a simplex when they are encoded in a simplicial
complex).

For the network Kuramoto model with pairwise interac-
tions, the role of network community structure is well studied
as it gives rise to a variety of phenomena including hierarchi-
cal synchronization, chimera states,” and nonmonotonic syn-
chronization transitions.” Despite the prevalence of community
structure in a wide range of real-world networks,”* the effect of
community structure in networks with higher-order interactions
is not yet studied. In this paper, we study a generalization of the
Kuramoto model that includes higher-order interactions and com-
munity structure. We apply the Ott—-Antonsen ansatz'"* to obtain
a low-dimensional system of equations. Focusing on the case of two
communities, we find that, depending on the strength of community
structure, the system admits multiple coexisting stable synchroniza-
tion states. In addition to both communities being incoherent and
both communities being synchronized and in-phase synchronized
with one another, i.e., entrained with a macroscopic phase differ-
ence ¢ = 0, a handful of more complicated states exist. In one such
state, one community is synchronized while the other is (nearly)
incoherent. Another state is characterized by both communities
being synchronized but each community is anti-phase synchronized
with one another, i.e., forming two clusters with a phase difference
¢ = m. Finally, when inter-community coupling is negative a sur-
prising state emerges where both communities are synchronized but
are neither in-phase nor anti-phase, rather the two communities
form two clusters with a phase difference 0 < ¢ < /2. These states
might find relevance in systems of oscillators where higher-order
interactions are present, such as brain rhythms.

The paper is organized as follows. In Sec. I, we present
our model and relevant notation. In Sec. I, we derive a low-
dimensional description of the dynamics by using the Ott-Antonsen
ansatz. In Sec. [V, we study in detail the case of two communities by
analyzing particular cases and validate our theoretical analysis with
numerical results. In Sec. V, we present our conclusions.

Il. GOVERNING EQUATIONS

We consider the dynamics of a large ensemble of N phase oscil-
lators organized into C communities. In general, we assume that
each community o consists of N, oscillators, with 0 = 1,...,C
indexing each community, so that 3.°_, N, = N. For simplicity,
we consider both dyadic and triadic (i.e., pair-wise and triplet)
interactions, although our results could be extended to interactions
involving more nodes. Following Ref. 23, the dynamics of each
oscillator is given by

N,
U/ 7

’=af +Z Zsm(@" —-67)
o'=1

1 n Ngr Non

* Z Z KUN Zzsm@ef’/ —o7" —07), ()

=1o"=1 =1 I=1

where 67 and o] denote the phase and natural frequency of oscilla-
tor i in community o, K% is the dyadic coupling strength between
a pair of oscillators in communities o and o’, respectively, and
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K37'"" is the tetradic coupling strength between a triplet of oscilla-
tors in communities o, o', and ¢”, respectively. We emphasize that
this all-to-all topology with community-wise uniformity in coupling
eliminates the complications of both intra- and inter-community
structures that may blur the fundamental effects of community
structure, such as degree heterogeneity or correlations. We will
assume that the natural frequencies of oscillators in each community
o are drawn from the distribution g° (w), which we discuss later.

Next, we introduce the generalized community-wise order
parameters

o 07
z; = rge”‘[’q = E el . )

Note that for the case of g = 1, we recover the classical Kuramoto
order parameter z” = 7 ¢/*” for each community, whose magnitude
r” quantifies the degree of synchronization in community o, while
higher-order modes, e.g., ¢ = 2, measure cluster synchronization."
Using the generalized order parameters in Eq. (2) for ¢ = 1 and 2,
we may rewrite Eq. (1) as

. 1 o
0 = of + (H 7 _ el ) , 3)
1

where

C C C
H= (Z K'l’z”) + (Z > K;’z@z“) )
o’'=1lc¢"=1

o'=1

where * denotes the complex conjugate, and we let 27 = z7.

I1l. REDUCED DYNAMICS

Next, we derive the reduced macroscopic dynamics of the sys-
tem. Taking the thermodynamic limit N — oo in such a way that
the relative sizes of the communities for each o, N, /N, remain con-
stant, we introduce C density functions f° (0, w, t) that describe for
community o at time ¢, the fraction of oscillators with phase and
frequency in the infinitesimal intervals [0, 0 + df) and [w, w + dw),
respectively. First, due to the conservation of oscillators, each f”
must satisfy the continuity equation

af’ .

— + —(f°0) =0. 5

at + a0 (f’ ) )
Second, since the frequency distribution g° (w) is fixed, the Fourier
series for f° must take the form

f7 0w, = g& (1 + ) Fw, e + c.c.) .

where c.c. indicates the complex conjugate of the preceding term.
Following the work of Ott and Antonsen, we propose the ansatz
where the Fourier coefficients decay geometrically, i.e., there is
some function «’(w,t) for which }Z(a), t) = [a’ (w, t)]". Remark-
ably, using this ansatz in Eq. (6) and inserting it into the continu-
ity equation, Eq. (5), all modes collapse onto a single differential
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equation for «?, namely,

il 1

—a° = —iwa® + - (H* — Ha"*?). 7

5% iwa” + 5 ( a”*?) (7)
To connect the dynamics of «” with those of the order param-

eter z°, we now note that in the thermodynamic limit, we may

write
[} 27
Z = /_m /O 70, 0, eV dg dw (8)
and after integrating over 0, we have that
= [ e @org o ©)

Finally, by assuming that the natural frequency distributions are
Lorentzian, i.e., g (w,t) = A% /{n[(A°)* + (w — ®])*]}, we may
evaluate Eq. (9) using the simple pole at w = w] — iA° and the
Cauchy residue theorem, yielding

2 () = o (@ —iA°, 1) (10)
and
HOENEAGI (11)

Thus, by evaluating Eq. (7) at w = w] — iA” and taking a complex
conjugate, we obtain the following closed system for the C order

parameters:
1 C
¥ =iogd — ATF + {(;K‘{"f)
c c
+ (Z ZK;’GU @) *)
o'=10"=1

c c ¢
;o 1o 12
_[ KTUZH*)—F(ZZKgUU (za*)zg)}(zg)z}.
o’ o'=10"=1

(12)
Lastly, it is convenient to treat the macroscopic dynamics described
by Eq. (12) in polar coordinates, which are given by

1= (") [ <A oot :
i":—A"r"+—2( ) |:ZK‘1"’ r cos(y” — ¥°)

o'=1
C C . Lo, , B
+ YK cosay -y - W)}, (13)

o'=1¢"=1

C
D K sin(y” — )

o'=1

2
J7 =g+ 1E0D [

2r°

C C
+ Y S K siny — e — W’)} . (14
o'=10"=1

Before proceeding to a more in-depth analysis of the reduced
equations given in Eqgs. (13) and (14), we discuss more precisely
the nature of coupling strengths in light of community structure

scitation.org/journal/cha

and the effect on higher-order interactions. The implication of
community structure on dyadic interactions is relatively straightfor-
ward, namely, coupling between pairs of oscillators within the same
community must be stronger than coupling between oscillators in
different communities, i.e., for o # o', we have that

K7 > K77, (15)

where equality is only obtained in the limit where community struc-
ture vanishes. On the other hand, the implication of community
structure in the context of triadic coupling is more complicated.
Here, we will assume that the effects of community structure on tri-
adic coupling act in such a way that the triadic coupling strengths
generically decrease as the oscillators belong to different communi-
ties, i.e., foro # o’,0 # ¢”,and ¢’ # o”, we have that

K(zrorr > K;rao’ — Krzro’rr > Krzrrr’o’ > K;o’o". (16)

Note that the left- and right-most terms represent the triadic
coupling strength between oscillators that are, respectively, all in the
same community and all in different communities. On the other
hand, the three middle terms represent triadic coupling between a
triplet of oscillators that collectively belong to two communities. We
take these to be all equal except for K3, which we assume is small
since the affected oscillator belongs to a different community than
the other two. To capture this hierarchy of coupling in a simple way,
we introduce a parameter @ € [—1, 1] that scales coupling strengths,
namely, foro # o’,0 # ¢”,and ¢’ # ¢”, dyadic coupling strengths
are given by

K =K, and K} =akK, (17)
and triadic coupling strengths are given by
K}°° =K, and KJ°7 =KJ7 = aK,,
K77 =a’K, and K7 =o’K,. (18)
This coupling structure is illustrated schematically for the case of
two communities in Fig. 1. Note that in such a case with only two

communities, which will be our focus for the remainder of this
paper, the weakest form of triadic coupling plays no role.

IV. TWO COMMUNITIES

We now turn to present a detailed analysis of the two com-
munity cases, for which the macroscopic dynamics are described
by the amplitudes, r; and r,, and phases, ¥, and ,, of the respec-
tive communities. In fact, the dynamics can be further reduced to
three dimensions by introducing the phase difference ¢ = ¥, — ¥,
which yields the following system of equations:

) 1—n
= —Air + 5 [Kiri + aK 1y cos(¢) + Ky, + aKrir; cos(¢)

+ (szr%rl cos(2¢) + azKZrz cos(d))] R (19)
. 1-1 2
r, = —Azrz + 5 [ath COS(d)) + Klf’z + o Kz?’i COS(d))
+ o{Kzrfrz cos(2¢) + othr%rl cos(¢) + Kzrz] s (20)
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FIG. 1. Community structure and higher-order coupling. In the case of two com-
munities, the coupling strength associated with an oscillator in community o via
a hyperedge of size m is given by o/K,,_, where j is the number of oscillators in
the hyperedge not belonging to community o

b=s0— 2K (r%(l ) +nd +r§)) sin(¢)
2 rry

e (TROED AR )
nr

+K (rgrl(l +r)+rn(l+ rg)) Sin2)
nr;

4 4

+ ok, <r2(1+r%)+r1(1+r§)>sin(¢)], (21)

rr;

where §w = wy — . Since our focus is on the effect of commu-
nity structure, we assume that the aggregate local dynamics of each
community is the same, so that A; = A, = A and wj = @}, yield-
ing w=0. In this case, we find five different qualitatively different
steady-states, depending on the choice of parameters and initial
conditions,

(i) An in-phase synchronized state withr; =r, > 0 and ¢ = 0.
(ii) An anti-phase synchronized state withr, =r, > 0and ¢ = m.
(iii) An incoherent-synchronized state with r >0, r, 0 and

¢ =0.
(iv) An incoherent state withr; = r, = 0.

(v) A skew-phase synchronized state with r, =r, >0 and

0<¢p<m/2.

These five states are illustrated in Figs. 2(a)-2(e), respectively, with
red and blue circles denoting the locations of the order parameters
r1e’1 and r,e"? in each case, and purple circles denoting overlap-
ping order parameters. As we will see below, the four states (a)-(d)
are all supported by the system dynamics when the interaction
between communities is cooperative, i.e., @ > 0. On the other hand,

scitation.org/journalicha

an
N

In-phase synchronized Anti-phase synchronized

(d)

an
N/

Incoherent-synchronized Incoherent
(e/ e

— Iy,

® @ =re"

\ ' i rze“llz

Skew-phase synchronized

FIG. 2. Stable states. Schematic illustration of the five possible stable states in
the two community case: (a) in-phase synchronized, (b) anti-phase synchronized,
(c) incoherent-synchronized, (d) incoherent, and (e) skew-phase synchronized.

we find that when the interaction between communities is contrar-
ian, i.e.,, @ < 0, the incoherent and skew-phase synchronized states
are supported.

Before moving to our analytical results, we illustrate the
dynamics and the multistability between these different states with
some numerical simulations. Finding the richest dynamics occur-
ring for a combination of small dyadic coupling and large triadic
coupling, in Figs. 3(a) and 3(b), we plot the trajectories of the
dynamics of the two order parameters in the complex unit disc
for (a) four and (b) two different initial conditions using A =1,
K, =0.1, K, = 10, and (a) @ = 0.1 and (b) —0.1. Initial and final
states are plotted as open and filled circles, respectively, and tra-
jectories that end up at the different states are labeled: (i) in-
phase synchronized, (ii) anti-phase synchronized, (iii) incoherent-
synchronized, (iv) incoherent, and (v) skew-phase synchronized.
These trajectories are plotted in solid blue, dashed red, dot-dashed
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a>0

a<0

FIG. 3. Multistability in systems with higher-order interactions and community
structure. lllustration of the possible states using trajectories of order parame-
ters on the complex unit disc for (a) positive and (b) negative «. Parameters are
givenby A = 1,K; = 0.1,K; = 10,and @ = 0.1 or —0.1. The labels (i)—(v) cor-
respond to the in-phase synchronized state, the anti-phase synchronized state,
the incoherent-synchronized state, the incoherent state, and the skew-phase syn-
chronized state. Gray curves describe the dynamics of direct simulations with
N = 10° total oscillators.

green, dotted purple, and solid orange, respectively. Note that for
these parameters all four states (i)-(iv) are stable for « = 0.1 and
both states (iv) and (v) are stable for « = —0.1. Gray lines in
Fig. 3(a) correspond to direct simulations of the full system (1) with
a total of N = 10° oscillators, i.e., N, = 5 x 10* in each community,
which show good agreement with the reduced dynamics in Egs. (13)
and (14).

Moving forward, we aim to understand these states and their
dynamics using analytical methods. To this end, we note that the
collection of five possible states lies on two manifolds within the full
phase space. The first of these we call the r-manifold, and is charac-
terized by r; = r, = r, i.e,, both communities are characterized by
exactly the same degree of synchronization. The second manifold,
which we call the ¢-manifold, is characterized by ¢ = 0, i.e., the two
communities share the same mean phase. Note that states (i), (ii),

scitation.org/journal/cha

(iv), and (v) lie on the r-manifold, while states (i), (iii), and (iv) lie
on the ¢-manifold. We will now focus on these two manifolds to
give analytical insight into the system dynamics.

A. The r-manifold

Beginning with the case r; = r, = r, we also make the simplify-
ing assumption that K; = 0, i.e., coupling is solely triadic. As we will
see, this suffices to recover all five steady-states illustrated above. On
this manifold, the dynamics then reduce to

Kr(l—1r)
2

r=—Ar+ [1 + o cos(¢p) + o cos(2<},’>)oz2 cos(¢)] ,

(22)

¢ = —KrPa(l + ) [—sin(¢) + sin(R¢) + a sin(¢)],  (23)

for which, in addition to the incoherent state r = 0, we find fixed
points (17, 0), (r, 0), (ry 1), (rF ), (1 , £6™), and (r}, ™),
where

-+ — (24)

F—/l V@ + 1K, -8
“ V2T 2@+ DVEK

i 1 J@—=-1K,+38
= /-t ———, 25
; \/2 NN (25)
skew l—a
¢ = +arccos 5 . (26)

Note first that when o = 0 (i.e., the communities are isolated from
one another), the branches r* and r; are equivalent. Next, when
0 <« < 1 the branches ¥ and r; appear at saddle-node bifurca-
tions, respectively, at

_ 8
(1 +a)?

8
1—a?

Kg:

2 (27)
After the saddle-node bifurcation occurs, the branches r and r; are
stable fixed points that correspond to the in-phase synchronized and
anti-phase synchronized states, respectively, with r; and r, being
their unstable counterparts. (By linearization, see the Appendix, it
can be shown that 7} and r} are stable and r; and r, are unsta-
ble.) These branches are illustrated in Fig. 4, depicting rcos(¢) as
a function of K, for @ = 0.1, 0.45, and 0.7 (blue, red, and green,
respectively). Note that the two branches occur at similar values of
K, for small @, i.e., strong community structure, and as « increases,
ie., community structure becomes weaker, the branches occur at
K, values that become more different, as larger & promotes in-
phase synchronization but pushes back the anti-phase synchronized
branch.

Lastly, for —1 < a < 0, the system displays different synchro-
nized behavior. Rather than supporting the in-phase and anti-phase
synchronized states, these become unstable and the skew-phase syn-
chronized state becomes stable, taking the same local degrees of
synchronization as the anti-phase synchronized state, i.e., r = r;
(again, with 7 being the stable fixed point), but interestingly, the
two are organized into two clusters that lie at a phase difference
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FIG. 4. Stable and unstable branches: in-phase and anti-phase synchronized
states. Fixed points r;", r;" (solid lines) and r;", r, (dashed lines) as a function of
K; forKy =0, A =1,and @ = 0.1,0.45, and 0.7.

%" € (0,7/2). The system transitions directly from the incoherent
state to a stable state where both communities are synchronized with
the same value of the order parameter r; but have a phase difference
0 < ¢°f < 7 [see Eq. (26)].

The stability diagram for the 7-manifold for the case of K; = 0
is summarized in Fig. 5, which shows the stable steady states as a
function of the parameters K, and «. For positive values of «, as
K, is increased, the incoherent state is first the only stable state, after
which the in-phase synchronized state is born at K3 in a saddle-node
bifurcation, and subsequently, the anti-phase synchronized state is
born at K again in a saddle-node bifurcation. On the other hand,
for negative «, as K, increases, the incoherent state is, again, first
the only stable state, after which only one saddle-node bifurcation
occurs at K, giving rise to the skew-phase synchronized state.

B. The ¢-manifold

Next, we proceed to analyze the ¢-manifold, specifically
with the aim of gaining some understanding of the incoherent-
synchronized state, which is the only observed steady state not on
the r-manifold analyzed above. To this end, focusing again on the
case of K; = 0, we assume that ¢ = 0, yielding the reduced set of
equations,

. 1—-n
rn = —ATl =+ Tl(KzT'lz -+ aKzrfTZ -+ CleT%TI =+ aszrg), (28)

ARTICLE scitation.org/journal/cha

0.5+

FIG. 5. Stability diagram for the r-manifold. Diagram illustrating the stability of
different states in the r-manifold for K; = 0and A = 1.

1-1
2

While an exact analytical expression for the incoherent-synchronized
state is difficult to obtain, an approximation is tractable using
perturbation analysis. First, we note that, provided that K, > 8,
in the limit « — 0 (i.e., when community structure is so strong
that the two communities are isolated from one another), both
i+ —Vsz/%m are stable. Moreover, the incoherent-
synchronized state is only stable for sufficiently strong community
structure, thereby making « a suitable perturbation parameter. We
then consider a perturbation of the steady-state r; > 0, r, = 0 by the

parameter o, i.e., searching for solutions with expansions,

r=—Arn+

(O{ZKzri + OleT%rz + OleT'%rl + Kzfz) (29)

= 0 and

rn=r" 4+ e+ rPa? +rPa’ + 0@, (30)
=1+ e+ iPe? + e + 0. (31)

Inserting Eqgs. (30) and (31) into Egs. (28) and (29) and setting
i'l, i’z =0 yields

2A (rio) + r&l)a + r?)ot2 + r§3)a3) = [K2r§0)3(1 — 7(10)2)] + [ri”(?szriO)z — 5K2r(10)4):| o

+ [Kzrgo) ((3 — 101’(10)2)1'51)2 + rio) (3r§2) — 5r§°>2r§2) + rgl) - rio)zr(zl))):l o?

+ I:Kz((l — 101‘§())2)r(11)3 + Zrio)r(ll)((iﬁ - 10r§0)2)r§2) + r(zl) - 2r§0)2r§1))

+ r§°)(r§“2 + r§°>((3 - Sr(lo)z)r?) + rgz) - r(lo)(rgl)2 + ri‘”rﬁ”))))] o, (32)
2A (rgl)a +rPa? + rf)oﬁ) = [Kzrio)z(rgo) + rgl))] o+ [Kz(rgl)3 + A% Y + ) + A2 @AY 4 rgz)))] o, (33)
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where we have used that 1" = 0. Collecting terms at different orders

of o, we solve to obtain

o_ |1, VK -8A

W= s+, (34)

2 2K

=0 (35)
o Kr”a-r"r)
no=- 02 0 — 0, (36)
2A+ Ko "3 —=517)
o _ K- f?) A 4 ")
1 28+ Ko (3 = 51
— VK 1+ VK, —8A -
2V2JK; — 84 N
n' =0 (38)
=0 (39)
3/2
o _ k0" +5) K JG=EE\”
v - 1+ . (40)
28 424 K
= KDY + A4y + A224)
’ 2A
L VK —8A\*"
B t : (41)
16+/2A2 VK

Note that, with 71", #1?, and {" all zero, the leading order
correction to the order parameters r; and r, for the synchronized
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FIG. 6. Incoherent-synchronized state: perturbation theory. For order parameters
(a) ry and (b) r,, comparison of the perturbation theory from the text (solid curves)
to direct simulation of the low dimensional dynamics for the incoherent-synchro-
nized state using K1 = 0, K, = 10,and A = 1.
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and incoherent come at cubic and quadratic orders in «, respec-
tively. In Fig. 6, we compare the perturbation theory obtained above
(solid curves) to direct simulations of the low dimensional dynam-
ics (circles) using K, = 10 and A = 1 for both r; and r, in panels (a)
and (b). We note strong agreements until near the critical value of
o, where the incoherent-synchronized state disappears, denoted by
the vertical dashed lines.

V. DISCUSSION

We have studied the synchronization of coupled phase oscilla-
tors with community structure and higher-order interactions. When
there is no community structure present, as in Ref. 23, higher-
order interactions result in bistable states where both the incoherent
and synchronized states are stable. Therefore, one would naturally
expect that for sufficiently strong community structure there would
be stable states where both communities are synchronized, both
are incoherent, and one is synchronized while the other is incoher-
ent. While these states are, indeed, observed for sufficiently strong
community structure, we have found that two additional states can
appear. The first is a state where both communities are synchronized
but are clustered opposite one another. This anti-phase synchro-
nized state requires both strong enough community structure and
higher-order coupling strength (see Fig. 5). Since community struc-
ture and higher-order interactions are observed in brain oscillations,
we hypothesize that this mechanism could be relevant for produc-
ing anti-phase oscillations in brain rhythms. In addition, we found
an additional novel state where both communities are synchronized
but oscillate with a phase difference that can be tuned by the amount
of community structure [see Eq. (26)]. This skew-phase state is
observed only when the sign of coupling via triadic interactions
alternates depending on the membership of oscillators in the triad
to different communities.

In order to focus on the more novel results, we studied par-
ticular cases of the full model in Eq. (1). The most important
simplifications were that we considered only triadic interactions,
two communities, and that we assumed that the two communities
had identical frequency distributions (A; = A, and dw = 0). Here,
we hypothesize on what should be expected if these assumptions are
removed but leave a detailed study for future work. The addition of a
nonzero mean frequency difference between communities (5w > 0)
should produce bifurcations to standing wave solutions with two
counterrotating groups of oscillators (as in, e.g., Ref. 44). The hier-
archical coupling structure in Eq. (18) could be generalized in a
straightforward manner to cases with larger interactions and more
communities, and the subsequent analysis would follow in a simi-
lar way. The presence of more communities should result in stable
states where some communities are synchronized while the rest are
almost incoherent. How higher-order interactions and community
structure would affect the relative phases of the synchronized com-
munities or if additional stable states could be present is not clear,
however, and is left for future study. In summary, by analyzing the
simplest phase oscillator model that includes community structure
and higher-order interactions, we have found that multiple syn-
chronized states can coexist, including anti-phase and skew-phase
synchronized states. We anticipate that the interplay of community

Chaos 33, 023140 (2023); doi: 10.1063/5.0106906
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structure and higher-order interactions in less simplified scenarios
will result in complex oscillation dynamics.
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APPENDIX: STABILITY OF THE IN-PHASE AND
ANTI-PHASE STATES

In this Appendix, we provide detailed calculations for the linear
stability of the in-phase and anti-phase states discussed in Sec. ['V.
We start by calculating the eigenvalues Jacobian associated with
Egs. (19)-(21) with K; = 0 at the in-phase and anti-phase fixed
points.

Atri=r,= r;r, ¢ = 0, the eigenvalues of the Jacobian are,
letting k = K, /K5,

PO (1 — 4K) — ay/8KVEk — 1, (A1)

o+1

= 272 @+ D)Kok — 1, (A2)

T @+

A3=4(1—ky—%m—kDJ8&¢k—1, (A3)

which are negative for o > 0 and K, > K3 (k > 1), confirming the
linear stability of the fixed pointr; =7, =7/,¢ =0.

ARTICLE scitation.org/journalicha

Atry =r, =r,,¢ = 0, the eigenvalues are

2a(4k+4dk—1¢§+1)
A= , (A4)
a+1

6
A2=-fIT—4k+4¢k—1v%—2, (A5)
o

As = 4(1 — k) + 4k — 1k (A6)

For k > 1, the eigenvalue A; is positive, and, therefore, the fixed
point r; = r, = r;, ¢ = 0is unstable. The linear stability and insta-
bility of the fixed points r, =1, = r;', ¢p=mand rn=r=r,,
¢ = m, respectively, can be checked similarly.
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