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Abstract. Let X = SL3(R)/ SL3(Z), and gt = diag(e2t, e−t, e−t). Let ν denote
the push-forward of the normalized Lebesgue measure on a segment of a straight
line in the expanding horosphere of {gt}t>0, under the map h 7→ h SL3(Z) from
SL3(R) to X. We give explicit necessary and sufficient Diophantine conditions on
the line for equidistribution of each of the following families of measures on X:

(1) gt-translates of ν as t→ ∞.
(2) averages of gt-translates of ν over t ∈ [0, T ] as T → ∞.
(3) gti -translates of ν for some ti → ∞.
We apply this dynamical result to show that Lebesgue-almost every point on

the planar line y = ax+ b is not Dirichlet-improvable if and only if (a, b) /∈ Q2.

1. Introduction

1.1. Equidistribution of expanding translates of curves. Let G = SLn+1(R),
Γ = SLn+1(Z) and X = G/Γ. Let µX denote the unique G-invariant probability
measure on X. Let gt = diag(ent, e−t, . . . , e−t), so that the expanding horospherical
subgroup of G associated to g1 is

U+ = {g ∈ G : g−tggt → e, t→ +∞} =

{( 1 ∗ ··· ∗
1
. . .

1

)}
∼= Rn.

Let x0 = eΓ ∈ X. Using the Margulis thickening method (see e.g. [KM96]), one
can show that the gt-translates of the horosphere U+x0 get equidistributed in X.
One may ask what happens if we replace the whole horosphere with a bounded piece
of a real-analytic submanifold therein. We note that X can be identified with the
space of unimodular lattices in Rn+1, hence numerous applications of dynamics on
this space to Diophantine approximation, see e.g. [Dan85,KM98,KW08].

If the analytic submanifold is non-degenerate, i.e. is not contained in a proper
affine subspace, then a result of the third named author in [Sha09a] tells us that
equidistribution still holds. See also [SY18] for a generalization to differentiable
submanifolds. It is thus a natural question to ask for conditions for equidistribution
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of degenerate submanifolds, such as proper affine subspaces of U+. One expects
these conditions to be expressed in terms of Diophantine properties of the affine
subspaces.

The main goal of this article is to give a complete solution to this problem in
the case n = 2, that is, study the case of straight lines in R2. In this case we
will show that the dynamics is completely controlled by Diophantine conditions
on the parameters of the straight line, and will give criteria for different types of
equidistribution phenomena.

In what follows we will specialize to n = 2; that is, let G = SL3(R), Γ = SL3(Z),
and gt = diag(e2t, e−t, e−t), so that the expanding horospherical subgroup of G
associated to g1 is

U+ =
{(

1 ∗ ∗
1
1

)}
∼= R2.

As before, we let x0 = eΓ ∈ X = G/Γ. Note that, under the identification of X
with the space of unimodular lattices in R3, x0 corresponds to the standard lattice
Z3 ⊂ R3.

Let W2 denote the set of vectors (a, b) ∈ R2 for which there exists C > 0 such
that the system of inequalities1

(1.1)

{
|qb+ p1| ≤ C|q|−2

|qa+ p2| ≤ C|q|−2

has infinitely many solutions (p1, p2; q) ∈ Z2 × N.
Similarly, let W ′2 denote the set of vectors for which (1.1) has a non-zero solution

(p1, p2; q) ∈ Z2 × N for every C > 0.

1.1.1. Remark. One has an obvious inclusion W ′2 ⊂ W2. It can be deduced from
[Roy15, Theorem 1.3] that this inclusion is strict, even though both sets have Haus-
dorff dimension equal to 1, see [Dod92].

Throughout the paper, I = [s0, s1] denotes an arbitrary compact interval with
non-empty interior, i.e. s0 < s1. For (a, b) ∈ R2, let φa,b : I → U+ be the line
segment defined by

φa,b(s) =
(

1 s as+b
1

1

)
, ∀s ∈ I.

Let λa,b denote the push-forward of the normalized Lebesgue measure on I under
the map s 7→ φa,b(s)x0 from I to X, and for any t ∈ R, let gtλa,b denote the translate
of λa,b by gt; that is, for any f ∈ Cc(X),

(1.2)
ˆ
X
f dλa,b =

 
I
f(φa,b(s)x0) ds :=

1

|I|

ˆ
I
f(φa,b(s)x0) ds,

(1.3)
ˆ
X
f d(gtλa,b) =

 
I
f(gtφa,b(s)x0) ds,

where |A| is the Lebesgue measure of A for any measurable subset A of R.

1Here and throughout the paper, the notation with a brace and several inequalities is used to
indicate that all of the inequalities hold simultaneously.
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We say that a family {λi}i∈I of probability measures on X has no escape of
mass if for every ε > 0 there exists a compact subsetK of X such that λi(K) > 1−ε
for all i ∈ I.

We will prove the following criterion for non-escape of mass.

Theorem 1.1. The translates {gtλa,b}t>0 have no escape of mass if and only if

(a, b) /∈ W ′2.

Furthermore, for I = N or R>0, we say that a family {λi}i∈I of probability
measures on X gets equidistributed in X ifˆ

f dλi
i→∞−→

ˆ
f dµX , ∀f ∈ Cc(X);

that is, λi converges to µX with respect to the weak-* topology as i→∞.

Theorem 1.2. The translates {gtλa,b}t>0 get equidistributed in X if and only if

(a, b) /∈ W2.

Since the setW2 has Lebesgue measure 0 in R2, a typical line gets equidistributed
under the flow gt.

Chow and Yang [CY19] proved effective equidistribution for translates of a Dio-
phantine line by diagonal elements near diag(et, e−t, 1). Unfortunately their method
does not seem to apply to the flow gt = diag(e2t, e−t, e−t) here. We will instead
use Ratner’s measure rigidity theorem for unipotent flows [Rtn91], and tools from
geometric invariant theory.

1.2. Averaging over the time parameter. Define

W+
2 =

{
(a, b) ∈ R2 : lim sup

(p1,p2;q)∈Z2×N

− log max{|qb+ p1|, |qa+ p2|}
log q

> 2

}
.

In other words, W+
2 consists of vectors (a, b) ∈ R2 for which there exists ε > 0 such

that the system of inequalities{
|qb+ p1| ≤ q−(2+ε)

|qa+ p2| ≤ q−(2+ε)

has infinitely many solutions (p1, p2; q) ∈ Z2 × N.

1.2.1. Remark. In view of Remark 1.1.1, we have strict inclusions

W+
2 (W ′2 (W2,

even though all of these sets have Hausdorff dimension equal to 1 (see [Dod92]).
The strictness of the inclusion W+

2 ⊂ W ′2 can be derived from a zero–infinity law for
Hausdorff measures of those sets with appropriate dimension functions, see [DV97].

We are also interested in the limit distributions of the averages of gt-translates of
λa,b, namely the family

{
1
T

´ T
0 gtλa,b dt

}
T>0

of probability measures on X. Similar
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questions have been considered in [SW17] and from the measure rigidity point of
view in [ES19].

Theorem 1.3. The following are equivalent:

(1) The averages { 1T
´ T
0 gtλa,b dt}T>0 get equidistributed in X.

(2) The averages { 1T
´ T
0 gtλa,b dt}T>0 have no escape of mass.

(3) (a, b) /∈ W+
2 .

1.2.2. Remark. It is shown in [Kle03] that the planar line {y = ax+ b} is extremal
if and only if (a, b) /∈ W+

2 .

1.3. Equidistribution along a sequence. We are also interested in understanding
when {gtλa,b}t>0 equidistributes along some subsequence ti →∞.

Theorem 1.4. Let (a, b) ∈ R2. Then the following are equivalent:
(1) (a, b) /∈ Q2.
(2) The closure of {gtλa,b}t≥0 contains µX with respect to the weak-* topology.
(3) For almost every s ∈ R, the trajectory {gtφa,b(s)x0}t≥0 is dense in X.

1.3.1. Remark. Suppose (a, b) ∈ Q2, then gtλa,b will diverge, i.e. eventually leave any
fixed compact set, see Remark 3.0.2. Hence Theorem 1.4 gives us a dichotomy which
was somewhat unexpected: the gtλa,b either diverge as t→∞, or get equidistributed
along some sequence ti →∞.

1.3.2. Remark. We also have dual versions of Theorem 1.1, Theorem 1.2, Theo-
rem 1.3 and Theorem 1.4 above. Let g̃t = diag(et, et, e−2t), consider the map
φ̃a,b : s 7→

(
1 as+b
1 s

1

)
, and let λ̃a,b denote the push-forward of the normalized Lebes-

gue measure on I under the map s 7→ φ̃a,b(s)x0 from I to X. Then all the four
theorems are still valid for g̃t in place of gt and λ̃a,b in place of λa,b. Indeed, it suf-
fices to consider the outer automorphism g 7→ w · tg−1 ·w of G, where w =

(
1

−1
1

)
;

under this automorphism gt is sent to g̃t, λa,b is sent to λ̃a,b, and µX is preserved.
See [Sha09a, Page 511].

1.3.3. Remark. It is also worthwhile to point out that even though the measures λa,b
depend on the choice of I = [s0, s1], the criteria in all the theorems stated above do
not; that is, the limiting behavior of these measures is the same for all nontrivial
intervals simultaneously. Using the arguments of this article, one can see that for
a given sequence ti → ∞, if gtiλa,b → µX , then for every finite interval J with
nonempty interior, we have gtiλJa,b → µX .

1.4. Dirichlet-improvable vectors on planar lines. The motivation for our
study came from Diophantine approximation. Denote by ‖·‖ the supremum norm
on Rn (unless specified otherwise, all the norms on Rn will be taken to be the supre-
mum norm). Following Davenport and Schmidt [DS70b], for 0 < δ < 1 we say
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that a vector x ∈ Rn is δ-improvable if for every sufficiently large T , the system of
inequalities {

‖qx + p‖ ≤ δT−1

|q| ≤ Tn

has a solution (p, q), where p ∈ Zn and q ∈ Z \ {0}. One says that x is Dirichlet-
improvable if it is δ-improvable for some 0 < δ < 1, and that it is singular if it is
δ-improvable for all 0 < δ < 1.

Similarly, a real linear form on q ∈ Zn is given by q 7→ x · q, parametrized by
x ∈ Rn. We say that this linear form is δ-improvable if there exists 0 < δ < 1 such
that for every sufficiently large T , the system of inequalities

(1.4)

{
|x · q + p| ≤ δT−n

‖q‖ ≤ T

has a solution (p,q), where p ∈ Z and q ∈ Zn \ {0}.
The notation DI(n, 1) and DI(1, n) (resp., Sing(n, 1) and Sing(1, n)) is used in

the literature to denote the set of Dirichlet-improvable (resp., singular) vectors and
linear forms. It is known that DI(n, 1) = DI(1, n) and Sing(n, 1) = Sing(1, n), see
[DS70a] and [Cas57, Chapter V, Theorem XII] respectively.

The readers who would like to know more background information are referred
to [KW08, Sha09a] and references therein for Dirichlet-improvable vectors, and
[CC16,Dan85] and references therein for singular vectors.

Now let us again specialize to n = 2, and take x of the form (s, as + b). In the
simplest possible case (a, b) ∈ Q2 it is very easy to see that every point on the planar
line

La,b = {(x, y) ∈ R2 : y = ax+ b}
is singular: indeed, take a = k/m and b = `/m and notice that one has

(x, y) · (−k,m) =
(
s, kms+ `

m

)
· (−k,m) = `;

thus one can always find (p,q) such that the left hand side of the first inequality in
(1.4) iz zero.

Our next main theorem is the following stronger converse to the above computa-
tion:

Theorem 1.5. Let (a, b) ∈ R2. If (a, b) /∈ Q2, then almost every point on the planar
line La,b is not Dirichlet-improvable.

The deduction of Theorem 1.5 from Theorem 1.4 uses Dani’s correspondence, and
has become a standard argument. We give the proof below for completeness.

Proof of Theorem 1.5 assuming Theorem 1.4. For 0 < δ < 1, let Kδ ⊂ X denote
the set of unimodular lattices in R3 whose shortest non-zero vector has norm at
least δ. Then Kδ contains an open neighborhood of x0, and is compact by Mahler’s
compactness criterion. For 0 < δ < 1, let Dδ denote the set of s ∈ R such that
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(s, as + b) is a δ-improvable linear form. By Dani’s correspondence [Dan85] and
[KW08, Proposition 2.1],

Dδ = {s ∈ R : gtφa,b(s)x0 /∈ Kδ1/3 for all large t}.
In particular, {gtφa,b(s)x0}t≥0 is not dense in G/Γ for all s ∈ Dδ. By Theorem 1.4 we
have |Dδ| = 0 for all 0 < δ < 1. Finally, we conclude the proof by noting that the set
of s such that (s, as+ b) is a Dirichlet-improvable point on La,b equals

⋃
m≥1Dm−1

m
,

and hence has Lebesgue measure 0. �

1.5. Strategy of the proof. Given any sequence ti → ∞, after passing to a sub-
sequence we obtain that gtiλa,b converges to a measure, say µ, on X with respect to
the weak-* topology. It is straightforward to see that µ must be invariant under a
non-trivial unipotent subgroup of G (Proposition 6.1). There are two possibilities:
if µ is not a probability measure then we apply the Dani-Margulis non-divergence
criterion (Proposition 5.1), and if µ is positive and not G-invariant then we apply
Ratner’s description of ergodic invariant measures for unipotent flows, combined
with the linearization technique (Theorem 4.1). In both cases we obtain the follow-
ing linear dynamical obstruction to equidistribution: There exist a finite-dimensional
representation V of G over Q, a non-zero vector v0 ∈ V (Q), a constant R > 0, and
a sequence {γi} ⊂ Γ = SL3(Z) such that for each i,

(1.5) sup
s∈I
‖gtiφa,b(s)γiv0‖ ≤ R.

The major effort involved in this proof is to analyze this linear dynamical obstruc-
tion and show that (a, b) must satisfy certain Diophantine approximation condition.

Using Kempf’s numerical criterion in geometric invariant theory, when the Gv0 is
not Zariski closed, we reduce the obstruction to the case of v0 being a highest weight
vector (Theorem 2.1). Then we further reduce to the case of v0 being a highest weight
vector of a fundamental representation of G, namely the standard representation
R3, or its exterior power

∧2R3 (Lemma 2.2). It is straightforward to show that
the obstruction (1.5) does not arise for the exterior representation (Lemma 2.3), so
we are left only with the case of V being the standard representation. In the case
of the standard representation the dynamical obstruction leads to the Diophantine
condition that (a, b) ∈ W2 (Lemma 3.1).

We are left with the case of Gv0 being Zariski closed. Using explicit descriptions
of finite-dimensional irreducible representations of SL2 and SL3, we show that in
this case after passing to a further subsequence {γiv0} is constant and (a, b) ∈ Q2

(Theorem 4.1).
We remark that for G = SLn for n > 3, analyzing the Zariski closed orbit case

involves much greater complexities, and the above strong conclusion about (a, b) is
not possible.

1.6. Comparison with previous work. We remark that Theorem 1.3 and Theo-
rem 1.5 sharpen the main results of Shi and Weiss [SW17]. More precisely, it was
shown in [SW17] that the averages of gt-translates of λa,b get equidistributed in X
if the line {y = ax + b} contains a badly approximable vector. By Remark 3.0.1
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below, this condition implies in particular that (a, b) /∈ W ′2, and so (a, b) /∈ W+
2 . Our

results give sharp conditions of non-escape of mass and equidistribution for not only
averages, but also pure translates which was not considered in [SW17]. This is why
we are able to prove the much stronger Theorem 1.5.

1.7. Future directions. Instead of gt, one may consider more general flows. It
seems that our method is also applicable to the study of translates by elements in a
Weyl chamber, at least for certain cones. Then the non-effective version of Theorem
1.1 of [CY19] will be recovered. One would also be able to say something about
improvability of weighted Dirichlet Theorem, and the readers are referred to [Sha10]
for a detailed introduction to this subject.

One may also ask what happens to other Lie groups, e.g. G = SLn(R) for n > 3.
When n = 4, things already become more complicated. Roughly speaking, SL3(R) is
small and one does not have many choices of possible intermediate subgroups. How-
ever, in SLn(R), where n > 3, there are more possibilities of intermediate subgroups;
see the follow-up paper [SY21] for more details.

1.8. Acknowledgements. We would like to thank Emmanuel Breuillard, Alexan-
der Gorodnik and Lior Silberman for helpful discussions. Part of the work was done
when the second and the fourth-named authors were visiting the Hausdorff Research
Institute for Mathematics (HIM) in Bonn for the trimester program “Dynamics:
Topology and Numbers” in 2020; they would like to thank HIM for hospitality. We
also thank the referees for their very careful detailed comments and corrections that
greatly helped us improve the readability of the paper.

2. Instability and invariant theory

To analyze limiting distributions of sequences of translates of measures on ho-
mogeneous spaces a technique has been developed, where one applies the Dani-
Margulis and Kleinbock-Margulis non-divergence criteria, Ratner’s theorem and the
linearization method, and reduces the problem to dynamics of subgroup actions on
finite-dimensional representations of semisimple groups, see [Sha09a, SY20]. In
[Yan20], this kind of linear dynamics was analysed in a very general situation using
invariant theory results due to Kempf [Kem78]. We follow the same approach, and
this section is devoted to describing the basic tools from geometric invariant theory
that we shall need in our argument.

Let G be a reductive real algebraic group defined over Q, and ρ : G → GL(V )
a linear representation of G defined over Q. We say that a nonzero vector v ∈ V
is unstable if the Zariski closure of the orbit Gv contains the origin. Hilbert-
Mumford’s unstability criterion states that a nonzero vector v is unstable if and only
if there exists a cocharacter λ : Gm → G such that λ(t)v

t→0−→ 0. Kempf [Kem78]
refined this criterion by studying the set of cocharacters, up to scaling, λ such that
λ(t) bring v to 0 at maximal speed as t→ 0. Let us briefly recall his results.

WriteX∗(G) for the set ofQ-cocharacters ofG. For any nonzero v ∈ V (Q) and any
nontrivial cocharacter λ in X∗(G), one can write v =

∑
i∈Z vi, where λ(t)vi = tivi
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for all i. Let m(v, λ) = min{i ∈ Z : vi 6= 0}. Then

v = vm(v,λ) +
∑

i>m(v,λ)

vi.

Thus for any g ∈ G(Q), m(gv, gλg−1) = m(v, λ).
For any λ ∈ X∗(G), the group

P (λ) =
{
p ∈ G : lim

t→0
λ(t)pλ(t)−1 exists in G

}
is a parabolic subgroup of G defined over Q, and

Ru(P (λ)) =
{
u ∈ G : lim

t→0
λ(t)uλ(t)−1 = e

}
is the unipotent radical of P (λ) defined over Q. Also P (λ) = ZG(λ)Ru(P (λ)), and
this product holds over Q-points, where ZG(λ) is the centralizer of the image of λ
in G.

We note that if u ∈ Ru(P (λ)), then

(2.1) uv = vm(v,λ) +
∑

i>m(v,λ)

(uv)i.

Let S be a maximal Q-split torus in G, we fix a positive definite integral bilinear
form (·, ·) on the free abelian group X∗(S) of Q-cocharacters on S which is invariant
under the Weyl group NG(S)/ZG(S); it induces a norm on X∗(S) defined by ‖λ‖ =√

(λ, λ). This norm extends uniquely to a norm on the set X∗(G) of Q-cocharacters
of G which is invariant under the conjugation by G(Q).

Kempf’s Theorem [Kem78, Theorem 4.2]. Let v ∈ V (Q) be a nonzero unstable
vector. Then the following hold:

a) Let Bv = sup
{
m(v, λ)/‖λ‖ : λ ∈ X∗(G) nontrivial

}
. Then Bv > 0.

b) Let Λv = the set of indivisible λ ∈ X∗(G) such that m(v, λ) = Bv · ‖λ‖. Then,
(1) Λv is non-empty.
(2) There exists a Q-parabolic subgroup Pv of G such that Pv = P (λ) for all

λ ∈ Λv.
(3) The set Λv is a principle homogeneous space under conjugation by Q-points

of the unipotent radical of Pv. In particular, Pv(Q) acts transitively on Λv
under conjugation.

(4) For any maximal torus of Pv, which is defined over Q, contains the image of
a unique member of Λv.

In the above result we observe that for any g ∈ G(Q), gv is also unstable, Bv =
Bgv, Λgv = gΛvg

−1, and Pgv = gPvg
−1. Therefore, if g ∈ Pv(Q), then by (3) of b)

above, Λgv = Λv, and in particular, m(gv, λ) = m(v, λ) for all λ ∈ Λv.

We will apply Kempf’s theorem to the group G = SL3(R). In that case, the
maximal torus S is chosen to be the subgroup of G = SL3(R) consisting of diagonal
matrices. Then δ ∈ X∗(S) means that there exists a unique (a, b, c) ∈ Z3 such that
a+ b+ c = 0 and δ(t) = diag(ta, tb, tc) for all t 6= 0. The Euclidean inner-product on
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Z3 restricts to a Weyl group invariant inner-product on X∗(S) with respect to this
identification. So for δ as above, ‖δ‖ =

√
a2 + b2 + c2. LetX∗(S), denote the abelian

group ofQ-characters on S. Define a bilinear pairing 〈·, ·〉 : X∗(S)×X∗(S)→ Z of the
Z-modules such that for any χ ∈ X∗(S) and δ ∈ X∗(S), we have χ(δ(t)) = t〈χ,δ〉 for
all t 6= 0. Let δ∨ ∈ X∗(S) denote the dual to δ in the following sense: 〈δ∨, λ〉 = (δ, λ)
for all λ ∈ X∗(S). So for the δ described as above, δ∨(diag(t1, t2, t3)) = ta1t

b
2t
c
3 for all

diag(t1, t2, t3) ∈ S.
Choose simple roots

α1 : diag(t1, t2, t3) 7→ t1t
−1
2 and α2 : diag(t1, t2, t3) 7→ t2t

−1
3 .

The corresponding fundamental weights are

ω1 : diag(t1, t2, t3) 7→ t1 and ω2 : diag(t1, t2, t3) 7→ t1t2.

For any non-negative integers n1 and n2, there exists a unique irreducible repre-
sentation of G with highest weight n1ω1 + n2ω2, where we use the additive notation
for X∗(S) (see [FH91][Theorem 13.1]).

The standard parabolic subgroups of G are

P0 =
{( ∗ ∗ ∗

∗ ∗
∗

)}
, P1 =

{( ∗ ∗ ∗
∗ ∗
∗ ∗

)}
, P2 =

{( ∗ ∗ ∗
∗ ∗ ∗
∗

)}
.

We shall also use the following algebraic subgroups of G:

Q0 =
{(

1 ∗ ∗
1 ∗
1

)}
, Q1 =

{(
1 ∗ ∗
∗ ∗
∗ ∗

)}
, Q2 =

{( ∗ ∗ ∗
∗ ∗ ∗

1

)}
.

S0 =
{( ∗

∗
∗

)}
, S1 =

{(
t2

t−1

t−1

)}
, S2 =

{(
t
t
t−2

)}
.

H0 = {1}, H1 =
{(

1
∗ ∗
∗ ∗

)}
, H2 =

{( ∗ ∗
∗ ∗

1

)}
.

U0 =
{(

1 ∗ ∗
1 ∗
1

)}
, U1 =

{(
1 ∗ ∗
1
1

)}
, U2 =

{(
1 ∗
1 ∗
1

)}
.

One has Pi = SiQi = SiHiUi, for i = 0, 1, 2.

2.1. Reduction to a highest weight vector. The next result (Theorem 2.1) pro-
vides a powerful new technique that allows one to reduce the study of linear dynam-
ics of an arbitrary vector in an arbitrary representation to that of a highest weight
vector. From this we will further reduce the study to fundamental representations
(Lemma 2.2), opening the doors to directly relate the linear dynamics to Diophantine
properties of vectors (Lemma 3.1).

The proof of the following result was motivated by [Yan20, Proposition 2.4].
Throughout this article, we will assume that all the finite dimensional vector

spaces are equipped with some norm, denoted by ‖·‖.

Theorem 2.1. Let V be a representation of G defined over Q. Let v be an unstable
vector in V (Q). Then there exists an irreducible representation W of G defined over
Q, a highest weight vector w′ ∈W (Q), an element g0 ∈ G(Q), a real number β > 0,
and a real number C > 0 such that for any g ∈ G one has

‖gg0w′‖ ≤ C‖gv‖β.
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Proof. Without loss of generality, we may assume that the norms are K := SO(3)-
invariant. Given the unstable v ∈ V (Q), let Bv > 0, Λv ⊂ X∗(G), and a Q-parabolic
subgroup Pv of G be as given by Kempf’s theorem. By [Bor91, Proposition 21.12],
there exist g0 ∈ G(Q) and j ∈ {0, 1, 2} such that Pv = g0Pjg

−1
0 . Let v′ = g−10 v.

Then v′ ∈ V (Q) is also unstable, and by Kempf’s theorem, Pv′ = g−10 Pvg0 = Pj ,
and since S ⊂ Pj = Pv′ , we have that X∗(S) contains a unique member, say δ, of
Λv′ . Therefore

P (δ) = Pv′ = Pj .

Hence, Im δ is contained in Sj , and δ(t) = diag(ta, tb, tc) for all t 6= 0 such that
(a, b, c) ∈ Z3, a+ b+ c = 0 and a ≥ b ≥ c.

Now let δ∨ ∈ X∗(S) be dual to δ. Let Sδ denote the Q-subtorus of Sj which is
the identity component of the kernel of δ∨ in Sj . We have that Im δ ∩ Sδ is finite
and (Im δ)Sδ = Sj .

We have that δ∨ = (a− b)ω1 + (b− c)ω2, with a− b ≥ 0 and b− c ≥ 0. Therefore
there exists an irreducible representation W of G defined over Q with the highest
weight δ∨. Let w′ ∈W (Q) be a highest weight vector. Let

β =
(δ, δ)

m(v′, δ)
=

1

Bv′
> 0.

Now it suffices to show that there exists C > 0 such that for any g ∈ G we have∥∥gw′∥∥ ≤ C∥∥gv′∥∥β.
To argue by contradiction, suppose that there exists a sequence {gi} ⊂ G such that

lim
i→∞

‖giv′‖β

‖giw′‖
= 0.

We note that P (δ) = Pj = SjQj , Qj = HjUj fixes w′, and Sj acts on w′ via the
character δ∨. Since G = KPj = KSjHjUj , we can write gi = kisihiui where ki ∈ K,
si ∈ Sj , hi ∈ Hj and ui ∈ Uj . Since the norms are K-invariant, we may assume
that ki = e for all i. Now sihiuiw

′ = δ∨(si)w
′. Hence ‖giw′‖ = |δ∨(si)|‖w′‖. Since

Sj = (Im δ)Sδ, we can write si = δ(τi)σi, where τi ∈ R× and σi ∈ Sδ. Then

(2.2) ‖giw′‖ = |δ∨(δ(τi))|‖w′‖ = |τi|(δ,δ)
∥∥w′∥∥.

We consider the weight space decomposition V = ⊕Vχ, where S acts on Vχ by
multiplication via the character χ of S, where each Vχ is defined over Q as S is a
Q-split torus. Let

Ṽ = {x ∈ V : δ(t)x = tm(v′,δ)x} = ⊕{Vχ : χ ∈ X∗(S) and 〈χ, δ〉 = m(v′, δ)}.

Let π : V → Ṽ denote the natural projection defined over Q. Then π(v′) ∈ Ṽ (Q).
Since δ ∈ Λv′ , we have that π(v′) = v′m(v′,δ) 6= 0. Since SjHj is contained in the
centralizer of δ, we have that π is SjHj-equivariant.

There exists C1 > 0 such that ‖π(x)‖ ≤ C1‖x‖ for all x ∈ V . It follows that

(2.3)
‖π(giv

′)‖β

‖giw′‖
≤ Cβ1

‖giv′‖β

‖giw′‖
−→
i→∞

0.
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For any u ∈ Uj , δ(t)uδ(t)−1 → e as t → 0, so by (2.1), π(uv′) = π(v′). Since
gi = δ(τi)σihiui,

(2.4) ‖π(giv
′)‖ = ‖δ(τi)π(σihiuiv

′)‖ = |τi|m(v′,δ)‖σihiπ(v′)‖.
Combining (2.2), (2.3) and (2.4), since m(v′, δ)β = (δ, δ), we get ‖σihiπ(v′)‖ → 0.
Since σi ∈ Sδ and hi ∈ Hj , we conclude that π(v′) is SδHj-unstable in Ṽ .

Thus SδHj is a reductive Q-group acting on Ṽ over Q and π(v′) ∈ Ṽ (Q) \ {0} is
an unstable vector for this action. Therefore by (a) of Kempf’s theorem, there exists
λ ∈ X∗(SδHj) such that λ(t)π(v′)→ 0 as t→ 0.

Since SδHj ∩ S is a maximal Q-split torus of SδHj , by the conjugacy of maximal
Q-split tori, there exists l ∈ (SδHj)(Q) such that δl := lλl−1 ∈ X∗(SδHj ∩ S). So
δl(t)(lπ(v′))→ 0 as t→ 0. Now lπ(v′) = π(lv′). So for any χ ∈ X∗(S),

if (π(lv′))χ 6= 0, then 〈χ, δl〉 > 0.

Since SδHj ∩ S = ker δ∨, we have 1 = δ∨(δl(t)) = t〈δ
∨,δl〉 for all t 6= 0, and hence

(2.5) (δ, δl) = 〈δ∨, δl〉 = 0.

Since l ∈ Pj(Q) = Pv′(Q), as we noted after the statement of Kempf’s theorem,

δ ∈ Λlv′ and m(lv′, δ) = m(v′, δ).

For a positive integer N , let δN = Nδ+ δl ∈ X∗(S), in the additive notation. For
N large enough, we claim that

(2.6)
m(lv′, δN )

‖δN‖
>
m(δ, lv′)

‖δ‖
= Blv′ ,

which will contradict the maximality of Blv′ .
For any w ∈ V , we write w =

∑
χ∈X∗(S)wχ, where wχ ∈ Vχ. Note that for any

nonzero w ∈ V and λ ∈ X∗(S), we have

m(w, λ) = min{〈χ, λ〉 : χ ∈ X∗(S), wχ 6= 0}.
So to prove (2.6), we pick any χ ∈ X∗(S) such that (lv′)χ 6= 0, and we will show

that for all sufficiently large N ,

(2.7)
〈χ, δN 〉
‖δN‖

>
m(δ, lv′)

‖δ‖
.

By definition m(lv′, δ) ≤ 〈χ, δ〉. First suppose that 〈χ, δ〉 > m(lv′, δ). Then

lim
N→∞

〈χ, δN 〉
‖δN‖

=
〈χ, δ〉
‖δ‖

>
m(lv′, δ)

‖δ‖
,

because 〈χ, δl〉 <∞. Therefore (2.7) follows for all sufficiently large N .
Now suppose that 〈χ, δ〉 = m(lv′, δ). Since m(lv′, δ) = m(v′, δ), we have (lv′)χ ∈

Ṽ . Since π is S-equivariant, we have (π(lv′))χ = (lv′)χ 6= 0. Therefore 〈χ, δl〉 > 0.
To prove (2.7), we define an auxiliary function:

f(s) =
〈χ, δ + s · δl〉2

‖δ + s · δl‖2
:=
〈χ, δ〉2 + 2s〈χ, δ〉〈χ, δl〉+ s2〈χ, δl〉2

(δ, δ) + 2s(δ, δl) + s2(δl, δl)
, ∀s ∈ R.
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Compute its derivative at 0:

f ′(0) =
2〈χ, δ〉〈χ, δl〉(δ, δ)− 2〈χ, δ〉2(δ, δl)

(δ, δ)2
.

We have 〈χ, δ〉 = m(lv′, δ) > 0 and 〈χ, δl〉 > 0. Also (δ, δl) = 0 by (2.5). Therefore
f ′(0) > 0. Hence for N large we have

(2.8) f(1/N) > f(0).

Now (2.7) follows because each side of (2.8) is the square of each corresponding side
of (2.7). Therefore (2.6) holds, contradicting the maximality of Blv′ . �

2.2. Reduction to fundamental representations. Let W1 = R3 and W2 =∧2R3. Let w1 = e1 ∈ W1 and w2 = e1 ∧ e2 ∈ W2. Let ω1 and ω2 be the high-
est weights of W1 and W2. Then ω1 and ω2 are the fundamental weights of G, and
any dominant integral weight is a non-negative integral linear combination of ω1 and
ω2.

Lemma 2.2. Let W be an irreducible representation of G with highest weight ω =
n1ω1 + n2ω2, where n1, n2 are non-negative integers, and let w ∈ W be a highest
weight vector. Then for any real-analytic map ψ : I → G, where I ⊂ R is a nontrivial
compact interval, there exists a constant c > 0 such that for any h1, h2 ∈ G,

sup
s∈I
‖h1ψ(s)h2w‖ ≥ c ·

(
min
1≤i≤2

sup
s∈I
‖h1ψ(s)h2wi‖

)n1+n2

.

Proof. Let the notation be as in the beginning of this section. We have G = KS0U0.
Hence for g ∈ G, we can write g = ktu for k ∈ K, t ∈ S0 = S and u ∈ U0.
We note that w1 and w2 are both fixed by U0. Taking any K-invariant norms on
W1 and W2, we have ‖gw1‖ = |ω1(t)|‖w1‖ and ‖gw2‖ = |ω2(t)|‖w2‖. We take a
K-invariant norm on W such that ‖w‖ = ‖w1‖n1‖w2‖n2 . Then for any g ∈ G,
‖gw‖ = ‖gw1‖n1‖gw2‖n2 . Now let

F (g) = ‖h1gh2w‖2 and Fi(g) = ‖h1gh2wi‖2, i = 1, 2.

Then F, F1, F2 are regular functions on G, and

F (g) = F1(g)n1F2(g)n2 .

Let Z be the Zariski closure of ψ(I) in G. Since ψ is analytic, Z is an irreducible
algebraic set. We use the norm

‖F‖ = sup
s∈I
|F (ψ(s))|

on the space of regular functions on Z. We claim that for any positive integers d1
and d2, there exists a constant c = c(d1, d2) > 0 such that for any polynomials
E1 and E2 of degrees d1 and d2 respectively on Z, we have ‖E1E2‖ ≥ c‖E1‖‖E2‖.
Indeed, by homogeneity we only need to check this for ‖E1‖ = ‖E2‖ = 1, and then
the possible values of ‖E1E2‖ form a compact subset of R>0. Therefore,

‖F‖ ≥ c‖F1‖n1‖F2‖n2 ≥ c ·
(

min
1≤i≤2

‖Fi‖
)n1+n2

.
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�

2.3. From fundamental representations to the standard representation.
Let the notation be as before: We fix (a, b) ∈ R2, I = [s0, s1] ⊂ R for some s0 < s1,
and for any s ∈ I and t ∈ R, we have

φa,b(s) =
(

1 s as+b
1

1

)
and gt =

(
e2t

e−t

e−t

)
.

The following observation allows us to reduce our possibilities from all fundamental
representations to only the standard representation.

Lemma 2.3. There exists a constant CI depending only on I such that for any
non-zero v ∈W2(Z) =

∧2 Z3 and t ≥ 0,

(2.9) sup
s∈I
‖gtφa,b(s)v‖ ≥ CIet.

Proof. Let e1, e2, e3 denote the standard basis of R3 (and Z3). We write eij = ei∧ ej
for the standard basis of

∧2R3. For any s ∈ I and t ≥ 0, one can readily compute
the matrix of gtφa,b(s) in the standard basis (e23, e13, e12):∧2gtφa,b(s) =

(
e−2t 0 0
set et 0

−et(as+b) 0 et

)
.

So, for any v =
(
p
q
r

)
in
∧2R3, s ∈ I and t ≥ 0,

gtφa,b(s)v =

(
e−2tp

et(sp+q)

et[−(as+b)p+r]

)
.

Now observe that

max{|s0p+ q|, |s1p+ q|} ≥ min

{
|p|(s1 − s0)

2
,
|q|(s1 − s0)
|s0|+ |s1|

}
,

so that if (p, q, r) ∈ Z3 \ {0}, then
max

s∈{s0,s1}
{|sp+ q|, |−(as+ b)p+ r|} ≥ CI ,

where

CI = min

{
s1 − s0

2
,
s1 − s0
|s0|+ |s1|

, 1

}
> 0,

because if (p, q) = (0, 0) then |−(as+ b)p+ r| = |r| ≥ 1. So (2.9) follows. �

By combining the above results we obtain the following:

Proposition 2.4. Let V be a finite-dimensional representation of G defined over Q
and let v0 ∈ V (Q) \ {0}. Suppose that Gv0 is not Zariski closed. Then given C > 0
there exists R > 0 such that the following holds: There exists t0 > 0 such that for
any t > t0 and any γ ∈ Γ, if

(2.10) sup
s∈I
‖gtφa,b(s)γv0‖ ≤ C,
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then there exists v ∈ Z3 \ {0} such that

(2.11) sup
s∈I
‖gtφa,b(s)v‖ ≤ R.

Proof. Let S denote the boundary of Gv0. By [Kem78, Lemma 1.1], there exists
a representation V ′ of G and a G-equivariant polynomial map f : V → V ′, both
defined over Q, such that S = f−1(0). It follows that f(v0) ∈ V ′(Q) is unstable
in V ′, and there exists a constant C ′ > 0 and a norm on V ′ such that (2.10) holds
for (f(v0), V

′, C ′) in place of (v0, V, C). Hence by replacing v0 with f(v0) we may
assume that v0 is unstable in V .

Now we can apply Theorem 2.1, and conclude that there exists an irreducible
representation W of G defined over Q, a highest weight vector w ∈ W (Q), an
element g0 ∈ G(Q), and a constant D > 0 such that for any t ≥ 0 and γ ∈ Γ if
(2.10) holds, then

sup
s∈I
‖gtφa,b(s)γg0w‖ ≤ D.

Combined with Lemma 2.2, this implies that there exists D′ > 0, such that for any
t ≥ 0 and γ ∈ Γ, if (2.10) holds, then

(2.12) min
1≤j≤2

sup
s∈I
‖gtφa,b(s)γg0wj‖ ≤ D′.

Since g0 ∈ G(Q), there exists N ∈ N such that N · Γg0w1 ⊂ W1(Z) = Z3 and
N · Γg0w2 ⊂W2(Z) =

∧2 Z3.
By Lemma 2.3, for any t ≥ 0 and γ ∈ Γ, since v2 := Nγg0w2 ∈

∧2 Z3 \ {0}, we
have sups∈I‖gtφa,b(s)v2‖ ≥ CIe

t. Set R = ND′ and t0 := logRC−1I . Then for any
t > t0 and γ ∈ Γ, we have

sup
s∈I
‖gtφa,b(s)(γg0w2)‖ > R/N = D′;

and hence if (2.12) holds, then sups∈I‖gtφa,b(s)(γg0w1)‖ ≤ D′.
Therefore, for any t ≥ t0 and γ ∈ Γ, if (2.10) holds, then (2.12) holds, so the

non-zero vector v = Nγg0w1 ∈ Z3 satisfies (2.11), as desired. �

3. Dynamics in the standard representation
and Diophantine conditions

In this section we relate asymptotic dynamics of the gt-action on the curves
{φa,b(s)v : s ∈ I} for nonzero v ∈ Z3 in the standard representation, with some
Diophantine approximation properties of the vector (a, b). Our first lemma charac-
terizes the condition (a, b) ∈ W2 in terms of vectors of bounded size in the lattices
gtφa,b(s)Z3, s ∈ I.

Lemma 3.1. The following are equivalent:
(1) (a, b) ∈ W2.
(2) There exist ti →∞, {vi} ⊂ Z3 \ {0} and R > 0 such that for all i,

(3.1) sup
s∈I
‖gtiφa,b(s)vi‖ ≤ R.
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Proof. We write vi =
( p1,i
p2,i
qi

)
∈ Z3 \ {0}. It follows that

(3.2) gtiφa,b(s)vi =

(
e2ti
(
(bqi+p1,i)+(aqi+p2,i)s

)
e−tip2,i
e−tiqi

)
.

(2)⇒(1): Let s0 < s1 such that I = [s0, s1] and (3.1) holds for some R > 0.
Let R1 =

∥∥∥( 1 s01 s1

)−1∥∥∥ · R, where ‖·‖ denotes the operator norm with respect to the
sup-norm. Then for all i, the following system of inequalities hold:

(3.3)


|qib+ p1,i| ≤ R1e

−2ti ,

|qia+ p2,i| ≤ R1e
−2ti ,

|qi| ≤ Reti .

Case 1. Suppose a subsequence of {qi} is bounded.
After passing to a subsequence, we may assume that qi = q is a constant. Since

qa and qb are fixed, Z is discrete and R1e
−2ti → 0, the first two equations from (3.3)

force that qb + p1,i = 0 and qa + p2,i = 0 for all large i. Since (p1,i, p2,i, qi) 6= 0, we
conclude that q 6= 0 and (a, b) ∈ Q2.

Case 2. Suppose |qi| → ∞ as i→∞.
Put R2 = R1R

2. Then (3.3) shows that for all i,

(3.4)

{
|qib+ p1,i| ≤ R2|qi|−2

|qia+ p2,i| ≤ R2|qi|−2.

Therefore (a, b) ∈ W2. Combining both cases we proved that (2)⇒(1).
(1)⇒(2): Suppose (a, b) ∈ W2. By (1.1) we pick a sequence (p1,i, p2,i, qi) ∈ Z3

such that 0 6= qi → ∞ and (3.4) holds for some R2 ≥ 0. Then for ti = log|qi|, we
get (3.3) for R1 = R2 and R = 1 and |p2,i| ≤ R1e

−2ti + |a|eti . So in view of (3.2),
we get that (3.1) holds for R = (|s0|+ |s1|+ 1)R1 + |a|+ 1, where I = [s0, s1]. This
completes the proof of (1)⇒(2). �

The second lemma shows that (a, b) ∈ W ′2 if and only if the curve φa,b is entirely
sent to the cusp under the action of gt in the space of lattices, along a subsequence
of times ti going to infinity.

Lemma 3.2. We have (a, b) ∈ W ′2 if and only if there exist ti → ∞ and {vi} ⊂
Z3 \ {0} such that

sup
s∈I
‖gtiφa,b(s)vi‖ → 0.

Proof. The proof is identical to that of Lemma 3.1, and we leave it to the reader. �

3.0.1. Remark. In view of the identification between X and the space of unimodular
lattices in R3, given a compact set K ⊂ X, there exists δ > 0 such that for any
g ∈ G, if gZ3 = gx0 ∈ K, then ‖gv‖ ≥ δ for every v ∈ Z3 \ {0}.

Suppose (a, b) ∈ W ′2. By Lemma 3.2, there exists sequences ti → ∞ and vi ∈
Z3 \ {0} and i0 ∈ N such that sups∈I‖gtiφa,b(s)vi‖ < δ for all i ≥ i0. Therefore
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gtiφa,b(s)x0 /∈ K for all s ∈ I, and hence gtiλa,b(K) = 0 for all i ≥ i0. So we say
that the measures gtiλa,b escape to infinity as i→∞.

In particular, {gtφa,b(s)x0 : t ≥ 0} is unbounded in X for every s ∈ R. Hence by
Dani correspondence [Dan85], (s, as+ b) is not badly approximable for any s ∈ R.

The stronger condition that the measures gtλa,b go to the cusp for all large t can
only be satisfied if (a, b) ∈ Q2; this is the content of the following lemma.

Lemma 3.3. The following statements are equivalent:
(1) (a, b) ∈ Q2.
(2) There exists v ∈ Z3 \ {0} such that sups∈I‖gtφa,b(s)v‖ → 0 as t→∞.
(3) There exists R > 0 such that for each large t > 0, there exists v ∈ Z3 \ {0}

such that

(3.5) sup
s∈I
‖gtφa,b(s)v‖ ≤ R.

Proof. (1)⇒(2): Suppose that a = p1/q and b = p2/q for some p1, p2 ∈ Z and q ∈ N.
Let v =

(−p2
−p1
q

)
∈ Z3 \ {0}. Then for any s ∈ R and t ≥ 0,

gtφa,b(s)v = gt

(
1 s as+b
1

1

)(−p2
−p1
q

)
= gt

(
−p2−sp1+(as+b)q

−p2
q

)
= e−t

(
0
−p2
q

)
.

Therefore (2) holds.
(2)⇒(3): This is is obvious.
(3)⇒(1): We observe using (3.3) that (3) implies the following: for any c > 0,

and all sufficiently large enough T > 0, setting t = log T − logR1, there exists
(p1, p2, q) ∈ Z3 \ {0} such that, all the following inequalities hold:

|q| ≤ R1e
t = T,

|qb+ p1| ≤ R1e
−2t ≤ cT−1,

|qa+ p2| ≤ R1e
−2t ≤ cT−1.

This implies that a and b are both singular real numbers. But singular real numbers
are rational, see [Khi26] or [Cas57, Remark before Theorem XIV]. �

3.0.2. Remark. Suppose (a, b) ∈ Q2. Given a compact set K ⊂ X, let δ > 0 be as
in Remark 3.0.1. By the proof of (1)⇒(2) in Lemma 3.3, there exists v ∈ Z3 \ {0}
and t0 > 0 such that ‖gtφa,b(s)v‖ < δ for all t ≥ t0 and all s ∈ R. Therefore
gtφa,b(s)x0 6∈ K for all t ≥ t0 and for all s ∈ R. Hence gtλa,b(K) = 0 for all t ≥ t0.
Therefore gtλa,b escapes to infinity as t→∞.

Finally, we have a version of Lemma 3.1 for the behavior on average of the measures
gtλa,b; this will relate to the set W+

2 . For R > 0, define

(3.6) IR =

{
t ∈ [0,+∞) : ∃ v ∈ Z3 \ {0} such that sup

s∈I
‖gtφa,b(s)v‖ < R

}
.

Lemma 3.4. The following are equivalent:
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(1) For every R > 0,

(3.7) lim sup
T→∞

|IR ∩ [0, T ]|
T

> 0.

(2) There exists R > 0 such that (3.7) holds.
(3) (a, b) ∈ W+

2 .

We defer the proof of this result to Section 8.

4. Reduction of linear dynamics to the standard representation

The following is one of the main technical results in this article. It shows that
Proposition 2.4 still holds even if the orbit G ·v0 is closed, as long as it is not reduced
to {v0}.

Theorem 4.1. Let V be a finite-dimensional representation of G over Q and v0 ∈
V (Q) \ {0} such that v0 is not G-fixed. Then given C > 0 there exists R > 0 and
t0 > 0 such that the following holds: For every t > t0, if there exists γ ∈ Γ such that

sup
s∈I
‖gtφa,b(s)γv0‖ ≤ C,

then there exists v ∈ Z3 \ {0} such that

sup
s∈I
‖gtφa,b(s)v‖ ≤ R.

For the proof of the above theorem we introduce some notation and make some
observations.

4.1. Linear dynamics of gt and φa,b(s) actions. Let V be an irreducible real
representation of G = SL3(R) over Q. Since G is Q-split, V ⊗C is G-irreducible over
C.

We express

gt = ctbt, where bt = diag(et/2, et/2, e−t) and ct = diag(e3t/2, e−3t/2, 1).

Let

(4.1) u23(s) =
(

1
1 s
1

)
, u12(s) =

(
1 s
1
1

)
, ha,b =

(
1 b
1 a
1

)
.

Then we have φa,b(s) = u23(−a)u12(s)ha,b. Since gt commutes with u23(−a) and bt
commutes with u12(s),

(4.2) gtφa,b(s) = u23(−a)gtu12(s)ha,b and gtu12(s)ha,b = ctu12(s)btha,b.

Let H = H2 =
(

SL2(R)
1

)
< G, and consider V as the restricted representation of

H. We have a decomposition V = V1⊕V2, where V1 = {v ∈ V | ∀h ∈ H, hv = v} is
the subspace fixed by H, and V2 is the complement of V1 stable under the action of
H. Let π1 and π2 be the H-equivariant projections from V to V1 and V2 respectively.
Since bt centralizes H, π1 and π2 are also bt-equivariant.

The following observation is based on [Sha09b, Lemma 2.3].
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Lemma 4.2 (Linear dynamics of an SL2 action). For any m ≥ 0, let W denote the
(m+ 1)-dimensional irreducible representation of SL2(R). Let

at =
(
et

e−t

)
and u(s) = ( 1 s

1 ).

Then there exists CI > 0 such that for any w ∈W and t ∈ R,
sup
s∈I
‖atu(s)w‖ ≥ emt(CIm)−m‖w‖.

Proof. Let e0, . . . , em denote a basis of W such that atek = e(m−2k)tek for all k. For
any w ∈W , we express w =

∑m
k=0wkek, where wk ∈ R. Then

(u(s)w)0 =
m∑
k=0

wks
k.

Let ‖w‖ = max0≤k≤m|wk|. Recall that I = [s0, s1] and let τj = s0 + (j/m)(s1 − s0)
for 0 ≤ j ≤ m. Then

(4.3) sup
s∈I
|(u(s)w)0| ≥ max

0≤j≤m

∣∣∣∣∣
m∑
k=0

wkτ
k
j

∣∣∣∣∣ ≥ (CIm)−m‖w‖,

where CI = (1 + max{|s0|, |s1|})/(s1 − s0), from an estimate for the norm of the
inverse of the (m+1)× (m+1)-Vandermonde matrix (τkj ) [Gau62, Theorem 1]. �

Corollary 4.3. There exist constants C2 > 0 and β ≥ 3/2 such that for all v ∈ V2
and all t ≥ 0,

(4.4) sup
s∈I
‖ctu12(s)v‖ ≥ C2e

βt‖v‖.

Proof. Consider the action of H ∼= SL2(R) on any irreducible component W of
V2. By definition of V2, the representation W is non-trivial, i.e. dimW = m + 1,
with m ≥ 1. Under the identification of H with SL2(R), we have ct = a3t/2 and
u12(s) = u(s). Therefore Lemma 4.2 shows that

sup
s∈I
‖ctu12(s)w‖ ≥ C2e

3m
2
t‖w‖,

where C2 = (CIm)−m > 0. Since this holds for every H-irreducible component
W ⊂ V2, we indeed obtain the desired inequality for all v in V2, with

β = min

{
3m

2
; m = dimW − 1, W ⊂ V2 irreducible

}
.

�

Let U12 = {u12(s)}s∈R, and V U12 be the subspace of U12-fixed vectors in V . Let
πU12 : V → V U12 denote the {ct}t∈R-equivariant projection. We apply (4.3) of
Lemma 4.2 to each H-irreducible component of V to obtain the following:

Corollary 4.4. There exists C4 = C4(I, V ) > 0 such that for any v ∈ V ,

sup
s∈I
‖πU12(u12(s)v)‖ ≥ C4‖v‖.
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4.2. Consequences of description of irreducible representations of SL(3,R).
Let ω = n1ω1 + n2ω2 be the highest weight of V , where n1, n2 are non-negative
integers.

Lemma 4.5. dim(V1) = 1 and its weight is −(n1 − n2)ω2. In particular, bt acts on
V1 as the scalar multiplication by e−(n1−n2)t.

Proof. We consider the weight diagram and multiplicities of the weights of an irre-
ducible SL3-representation as in Figure 4.1; see [FH91, §13.2].

Figure 4.1. SL3-representation with the highest weight 6ω1 + 2ω2.
(Based on [FH91, Figure (13.6)].)

The weights of V lie on hexagons H0, . . . ,Hm−1, where m = min(n1, n2), and
triangles T0, . . . , Tb|n1−n2|/3c. We set Hm = T0 and also call it a hexagon, which is
degenerate. The multiplicity of a weight on any Hi is i + 1 and on any triangle is
m+ 1.

Consider any weight of V1. Then it is fixed by the Weyl reflection corresponding
to H, so it must be kω2 for some k ∈ Z. Let `k be the line perpendicular to ω2 and
passing through kω2. Then `k ∩Hi 6= ∅ if and only if 0 ≤ i ≤ jk − 1, where jk is the
multiplicity of kω2 in V , and for each such i, `k ∩ Hi contains the highest and the
lowest weights of an irreducible representation of H containing kω2.

In the above description, there is exactly one case when we have a trivial H-
representation; that is, when kω2 is a vertex of the triangle T0 = Hm and `k ∩Hm =
{kω2}. In particular, dimV1 = 1. The dominant vertex of T0 is (n1 − n2)ω1 or
(n2 − n1)ω2. A Weyl reflection sends ω1 to −ω2. So in both cases, −(n1 − n2)ω2 is
a vertex of T0 and k = −(n1 − n2). This proves the claim. �

Lemma 4.6. Suppose n1 ≤ n2. Then all the weights occurring in V U12 are non-
negative for the Lie algebra element diag(2,−1,−1) corresponding to gt.

In particular, by Corollary 4.4, for any v ∈ V and t ≥ 0,

(4.5) sup
s∈I
‖gtu12(s)v‖ ≥ C4‖v‖.
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Proof. We consider the weight diagram of an irreducible SL3-representation as in
Figure 4.2; see [FH91, Proposition 12.18].

Figure 4.2. Arrangement of weights of an SL3-representation.
(Based on [FH91, Figure (12.14)].)

We note that the weights on the vertical line passing through the origin in the
weight diagram (see Figure 4.2) vanish on diag(2,−1,−1) and those on the right
half take positive values.

The weights occurring in V U12 are the highest weights of irreducible represen-
tations of H in V , and they lie on two of the sides of the hexagons Hi, where
0 ≤ i ≤ min(n1, n2) = n1; if one draws the set of weights as in Figure 4.2,
then for each i, one of the sides is a vertical segment from the dominant weight
(n1 − i)L1 − (n2 − i)L3 to the weight (n1 − i)L1 − (n2 − i)L2, and the other side is
the segment joining the last weight to (n1 − i)L3 − (n2 − i)L2. For diag(2,−1,−1),
all the weights on the vertical segment have constant non-negative value

2(n1 − i) + (n2 − i) ≥ n2 − n1,
and the weight (n1 − i)L3 − (n2 − i)L2 has the value

(n1 − i)(−1)− (n2 − i)(−1) = n2 − n1 ≥ 0.

So all the weights on both segments have a non-negative value for diag(2,−1,−1).
(Note that this is not the case in Figure 4.2, where n1 = 3 > 1 = n2.) �

4.3. Proof of Theorem 4.1. If Gv0 is not Zariski closed, then the result follows
from Proposition 2.4. So we assume that Gv0 is Zariski closed.

If the theorem fails to hold, then there exist sequences ti → ∞ and γi ∈ Γ such
that

(4.6) sup
s∈I
‖gtiφa,b(s)γiv0‖ ≤ C,

and for every sequence vi ∈ Z3 \ {0},
(4.7) sup

s∈I
‖gtiφa,b(s)vi‖ → ∞.
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Write ‖·‖V to denote the operator norm on the linear space V . By (4.6) and (4.2),
for C1 = C

‖u23(−a)‖V
> 0, for all i,

C1 ≥ sup
s∈I
‖gtiu12(s)(ha,bγiv0)‖ = sup

s∈I
‖ctiu12(s)(btiha,bγiv0)‖.(4.8)

We recall that V = V1 ⊕ V2, where H acts trivially on V1, and V2 is a sum of
non-trivial irreducible representations of H, and for j = 1, 2, πj : V → Vj is the
corresponding projection. By Corollary 4.3, this implies that there exist C3 > 0 and
β ≥ 3/2 such that

(4.9) ∀i, ‖π1(btiha,bγiv0)‖ ≤ C3 and ‖π2(btiha,bγiv0)‖ ≤ C3e
−βti .

There are two cases. We will show that each will lead to a contradiction.

Case 1: {γiv0}i∈N is unbounded in V .

Let n1 and n2 be non-negative integers such that the highest weight of the irre-
ducible G-representation V is n1ω1 + n2ω2.

First suppose that n1 > n2. The highest eigenvalue of bt on V is e(n1/2+n2)t. We
pick ε > 0 such that ε(n1/2 + n2) < β. By Lemma 4.5, bt acts on V1 by the scalar
e−(n1−n2)t. Therefore, by (4.9), for all i,

‖bεtiπ1(btiha,bγiv0)‖ ≤ C3e
−ε(n1−n2)ti and

‖bεtiπ2(btiha,bγiv0)‖ ≤ C3e
(−β+ε(n1/2+n2))ti .

So b(1+ε)tiha,bγiv0 → 0 as i → ∞. This contradicts the fact that Gv0 is Zariski
closed.

Hence we must have n1 ≤ n2. Then by (4.5) and (4.8) we get {ha,bγiv0}i∈N is
bounded, and it follows that {γiv0}i∈N is bounded. This contradicts the assumption
of Case 1.

Case 2: {γiv0}i∈N is bounded in V .

In this case using (4.6) we will deduce that (a, b) ∈ Q2, which contradicts (4.7) by
Lemma 3.3 .

Since Γv0 a discrete subset of V and {γiv0}i∈N is bounded, there exists j ∈ N such
that γiv0 = γjv0 for infinitely many i ∈ N. Therefore, replacing v0 with γjv0 and
γi with γiγ

−1
j ∈ Γ for each i, after passing to a subsequence we may assume that

γiv0 = v0 for all i and (4.6) holds. Let

F = StabG(v0).

Since v0 ∈ V (Q) and v0 is not G-fixed, F is a proper algebraic subgroup of G
defined over Q. Since Gv0 is Zariski closed, G/F ∼= Gv0 is an affine variety. So by
Matsushima’s criterion [Bor69, §7.10], F is a reductive subgroup of G. Thus F is a
proper reductive algebraic subgroup of G defined over Q.

Now (4.9) implies that {btiha,bv0}i∈N is bounded. Therefore after passing to a
subsequence we may assume that

btiha,bv0 → v∞ for some v∞ ∈ V \ {0}.
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Since Gv0 is Zariski closed, we may write v∞ = gv0 for some g ∈ G. Let

L = StabG(v∞).

Then L = gFg−1 and L 6= G. It is clear from (4.9) that v∞ ∈ V1 is fixed by H, and
we also know that v∞ is fixed by {bt}t∈R by definition of v∞. Hence L is a proper
reductive subgroup of G which contains the group generated by H and {bt}t∈R; the
normalizer NG(H) of H. But NG(H) is a maximal reductive subgroup of G. Hence

L = NG(H).

Claim. We can pick h0 ∈ G(Q) such that v∞ = h0v0.

To prove the claim, consider the center of F , denoted Z(F ). Then

gZ(F )g−1 = Z(L) = Z(NG(H)) = S2 =
{(

t 0 0
0 t 0
0 0 t−2

)}
.

Therefore, since F is an algebraic subgroup of G defined over Q, Z(F ) is a one-
dimensional R-split torus in G defined over Q. In particular, Z(F )(Q) is Zariski
dense in Z(F ), and hence a single element, say γ ∈ Z(F )(Q), generates a Zariski
dense subgroup of Z(F ). Since gγg−1 ∈ S2, the roots of the characteristic polynomial
of γ are t, t, and t−2 for some t ∈ R \ {0}. Since γ ∈ SL(3,Q), these roots permute
under the Galois action. We conclude that t is fixed by this action, so t ∈ Q. Hence
there exists h0 ∈ G(Q) such that

h0γh
−1
0 = diag(t, t, t−2) ∈ S2.

Therefore h0Z(F )h−10 ⊂ S2. Hence h0Z(F )h0 = S2. The centralizers of S2 in G is
NG(H) = L. Therefore the centralizer of Z(F ) in G is conjugate to F and contains
F , so it equals F . Therefore h0Fh−10 = L. Since gFg−1 = L, we have h0g−1 ∈
NG(L) = L, as L = NG(H) is a maximal subgroup. Hence h0v0 = h0g

−1v∞ = v∞.
This proves the claim.

Thus btiha,bv0 = btiha,b(h
−1
0 v∞) → v∞. Since StabG(v∞) = NG(H) and the

orbit Gv∞ is locally compact, the map g[NG(H)] 7→ gv∞ from G/NG(H) → V is a
homeomorphism onto its image. Therefore

btiha,bh
−1
0 [NG(H)]→ [NG(H)]

in G/NG(H) as i → ∞. Consider the standard projective action of G on P(R3).
Then NG(H) fixes 〈e3〉. So

btiha,bh
−1
0 〈e3〉 → 〈e3〉

as i → ∞. Since bt = diag(et/2, et/2, e−t), we conclude that ha,bh−10 〈e3〉 = 〈e3〉. So
h−10 e3 = λh−1a,be3 for some λ 6= 0. Since h−10 ∈ G(Q), by (4.1) we get λ(−b,−a, 1) ∈
Q3. So λ ∈ Q, and hence (a, b) ∈ Q2.

As noted earlier, (a, b) ∈ Q2 contradicts (4.7) in view of by Lemma 3.3. �
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5. The Dani-Margulis criterion for non-escape of mass

Let λa,b be the probability measure on X given by (1.2). The goal of this section
is to give a necessary and sufficient condition for non-escape of mass for {gtiλa,b} as
ti →∞.

Define the unipotent one-parameter subgroup

W = {w(r) :=
(

1 r ar
1

1

)
: r ∈ R} ⊂ G.

For any t ∈ R and s ∈ I = [s0, s1], we have

(5.1) gtφa,b(s) = w(r)ht, where r = e3t(s− s0), ht = gtφa,b(s0).

Hence the trajectory {gtφa,b(s)x0 : s ∈ I} equals {w(r)htx0 : r ∈ [0, e3t|I|]}, which
is a segment of a unipotent orbit.

By a criterion due to Dani and Margulis for analyzing non-escape of mass for
unipotent trajectories on the space of unimodular lattices, we obtain the following:

Proposition 5.1. For any ε > 0 and R > 0, there exist a compact set K ⊂ X and
tI ≥ 0 such that for any t ≥ tI , one of the following two possibilities holds:

(1) |{s ∈ I : gtφa,b(s)x0 ∈ K}| ≥ (1− ε)|I|.
(2) There exists w ∈ Z3 \ {0} such that

sup
s∈I
‖gtφa,b(s)w‖ < R.

Proof. By the result of Dani and Margulis [DM89, 1.1. Theorem], given any ε > 0
and R > 0, we can pick a compact set K ⊂ X such that given any finite interval
I ⊂ R and any t ≥ 0 one of the following three statements holds: the above condition
(1), or the above condition (2) or the following additional condition (3): there exists
w ∈

∧2 Z3 \ {0} such that
sup
s∈I
‖gtφa,b(s)w‖ ≤ R.

Now if (3) holds for some t, then CIe
t ≤ R by Lemma 2.3. So the additional

condition (3) will not occur for t ≥ tI := log(C−1I R). �

Proposition 5.2. Let {ti}i∈N be a sequence of real numbers such that ti →∞. The
following are equivalent:

(1) For every compact set K ⊂ X, gtiφa,b(I) ∩K = ∅ for all large i.
(2) There exists ε > 0 such that for every compact set K ⊂ X,

(5.2) gtiλa,b(K) ≤ 1− ε, for all large i.

(3) There exist vectors {vi} ⊂ Z3 \ {0} such that

(5.3) sup
s∈I
‖gtiφa,b(s)vi‖ → 0 as i→∞.

Proof. (1) ⇒ (2) is obvious.
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(2) ⇒ (3): Fix ε > 0 so that (5.2) holds for every compact K ⊂ X. For each
j ∈ N and R = 1/j, obtain a compact set Kj ⊂ X as in Proposition 5.1. Then for
all i,

gtiλa,b(Kj) =
1

|I|
|{s ∈ I : gtiφa,b(s)x0 ∈ Kj}|.

So, by (5.2) there exists ij ∈ N such that the possibility (1) of Proposition 5.1 does
not hold for all i ≥ ij ; and hence its second assertion (2) must hold. So for all i ≥ ij ,
there exists wj,i ∈ Z3 \ {0} such that

(5.4) sup
s∈I
‖gtiφa,b(s)wj,i‖ ≤ 1/j.

For each i ≥ i1, let j be maximal such that i ≥ ij , and put vi = wj,i. Then (5.3)
follows from (5.4).

(3)⇒ (1) is a straightforward consequence of Mahler’s compactness criterion. �

Proof of Theorem 1.1. To say that the sequence of gt-translates of λa,b has no escape
of mass means that there exists a sequence ti → ∞ such that condition (2), and
hence equivalently condition (3), of Proposition 5.2 fails to hold. It remains to apply
Lemma 3.2. �

6. Ratner’s theorem and a linear dynamical criterion
for avoidance of singular sets

The collection of probability measures on the one-point compactification, say X̄ =
G/Γ ∪ {∞}, of X = G/Γ is compact with respect to the weak-* topology on X̄. So
given any sequence ti → ∞, after passing to a subsequence, we obtain that gtiλa,b
converges to a probability measure µ̄ on X̄. Let µ denote the restriction of µ̄ to
X. Then gtiλa,b converges to µ with respect to the weak-* topology; that is, for all
f ∈ Cc(X), we have

lim
i→∞

ˆ
X
f d(gtiλa,b) =

ˆ
X
f dµ.

For the proposition below, recall that

W =
{
w(r) =

(
1 r ar
1

1

)
: r ∈ R

}
.

Proposition 6.1. Suppose that µ is a weak-* limit of gtiλa,b for a sequence ti →∞.
Then µ is invariant under the action of W .

Proof. By (5.1), for any t > 0 and any f ∈ Cc(X),

(6.1)
ˆ
X
f d(gtλa,b) =

 
I
f(gtφa,b(s)x0) ds =

1

e3t

ˆ e3t

0
f(w(r)htx0) dr,

where ht = gtφa,b(s0). So for any r0 ∈ R,

(6.2)

´
X f(w(r0)x) d(gtλa,b)(x) = 1

e3t

´ e3t
0 f(w(r0)w(r)htx0) dr

= 1
e3t

´ r0+e3t
r0

f(w(r)htx0) dr = 1
e3t

´ e3t
0 f(w(r)htx0) dr + εt

=
´
X f d(gtλa,b) + εt,
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where |εt| ≤ 2r0e
−3t‖f‖∞. Then observe that the left-most (resp., right-most) term

of (6.2) converges to
´
X f(w(r0)x) dµ(x) (resp., to

´
X f dµ) as t = ti →∞. �

Proposition 6.2. Suppose that µ is a weak-* limit of (1/Ti)
´ Ti
0 gtλa,b dt for a se-

quence Ti →∞. Then µ is invariant under the action of W .

Proof. We perform the average over t ∈ [0, Ti] in (6.1) and (6.2) and take the limit
as i→∞ to conclude that µ is w(r0)-invariant. �

With Proposition 6.1, we will be able to apply Ratner’s description of ergodic
invariant measures for actions of unipotent one-parameter subgroups onX to analyze
the limiting distributions of {gtλa,b} as t→∞. For this purpose we will apply what
is now called ‘the linearization technique’ [DM93].

Let π : G → X denote the natural quotient map. Let H denote the collection of
closed connected subgroups H of G such that H ∩Γ is a lattice in H, and such that
a unipotent one-parameter subgroup contained in H acts ergodically with respect
to the H-invariant probability measure on H/H ∩ Γ. Then any H ∈ H is a real
algebraic group defined over Q [Sha91, (3.2) Proposition]. In particular, H is a
countable collection [Rtn91].

Let W be a one-parameter unipotent subgroup of G. For a closed connected
subgroup H of G, define

N(H,W ) = {g ∈ G : g−1Wg ⊂ H}.

Now, suppose that H ∈ H. We define the associated singular set

S(H,W ) =
⋃

F∈H, F(H
N(F,W ).

Note that NG(W )N(H,W ) = N(H,W ) = N(H,W )NG(H). By [MS95, Proposi-
tion 2.1, Lemma 2.4],

N(H,W ) ∩N(H,W )γ ⊂ S(H,W ), ∀γ ∈ Γ\NG(H).

By Ratner’s theorem [Rtn91, Theorem 1], as explained in [MS95, Theorem 2.2],
we have the following.

Theorem 6.3 (Ratner). Given a W -invariant probability measure λ on X, there
exists H ∈ H such that

λ(π(N(H,W ))) > 0 and λ(π(S(H,W ))) = 0.

Moreover, almost every W -ergodic component of λ restricted to π(N(H,W )) is a
measure of the form gµH , where g ∈ N(H,W )\S(H,W ) and µH is a finite H-
invariant measure on π(H) ∼= H/H ∩ Γ.

Further, if H as above is a normal subgroup of G, then λ is H-invariant.

To justify the last sentence in Theorem 6.3, note that λ(π(N(H,W ))) > 0, so
N(H,W ) 6= ∅. Since NG(H) = G, we have N(H,W ) = N(H,W )NG(H) = G, and
hence λ restricted to π(N(H,W )) equals λ. And for every g ∈ G, gµH isH-invariant.
So almost every W -ergodic component of λ is H-invariant, so λ is H-invariant.
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Now let H ∈ H and put d = dimH. Let g denote the Lie algebra of G and take
V =

∧d g. Then V admits a Q-structure corresponding to the standard Q-structure
on g. Also G acts on V via the adjoint action of G on g. Since H is defined over Q,
its Lie algebra h is a Q-subspace of g. Fix pH ∈

∧d h(Q)\{0}. Then the orbit ΓpH
is a discrete subset of V . We note that for any g ∈ NG(H), gpH = det(Ad g|h)pH .
Hence the stabilizer of pH in G equals

N1
G(H) := {g ∈ NG(H) : det(Ad g|h) = 1}.

Fix w0 ∈ g such that Lie(W ) = Rw0, and for V as above define

A = {v ∈ V : v ∧ w0 = 0}.

Then A is a linear subspace of V and we observe that

N(H,W ) = {g ∈ G : g · pH ∈ A}.

By the linearization technique [DM93, Proposition 4.2] we obtain the following:

Proposition 6.4. Let C be a compact subset of N(H,W ) \ S(H,W ). Given ε > 0,
there exists a compact set D ⊂ A such that, given a neighborhood Φ of D in V , there
exists a neighborhood O of π(C) in X such that for any t ∈ R and any subinterval
J ⊂ I, one of the following statements holds:

(1) |{s ∈ J : gtφa,b(s)x0 ∈ O}| ≤ ε|J |.
(2) There exists γ ∈ Γ such that gtφa,b(s)γpH ∈ Φ for all s ∈ J .

Let λa,b be as in (1.2).

Proposition 6.5. Let µ be a weak-* limit of gtiλa,b for a sequence ti →∞. Suppose
µ is not the G-invariant probability measure µX . Then there exists R > 0 and a
sequence {vi} ⊂ Z3 \ {0} such that

(6.3) sup
s∈I
‖gtiφa,b(s)vi‖ ≤ R.

In particular (a, b) ∈ W2.

Proof. If µ is not a probability measure on X, then condition (2), and hence condi-
tion (3), of Proposition 5.2 hold. So (6.3) follows.

Therefore, we now assume that µ is a probability measure on X. By Proposi-
tion 6.1 µ is W -invariant. By Theorem 6.3, there exists H ∈ H such that

µ(π(N(H,W ))) > 0 and µ(π(S(H,W ))) = 0,

and since µ is not G-invariant, H 6= G. So dim(H) < dim(G).
We thus conclude that there exist ε > 0 and a compact set C ⊂ N(H,W )\S(H,W )

such that µ(π(C)) > ε. By Proposition 6.4 applied to ε/2 in place of ε, we obtain
a compact set D ⊂ A. Then we pick R1 > 0 such that D is contained in the open
norm-ball of radius R1 in V , denoted Φ, and obtain a neighborhood O of π(C) in
G/Γ so that the conclusion of Proposition 6.4 holds.
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Since µ(π(C)) > ε, there exists i0 ∈ N such that for all i ≥ i0, gtiλa,b(O) > ε. So
for i ≥ i0, t = ti and J = I condition (1) of the conclusion of Proposition 6.4 fails
to hold, and hence condition (2) of the conclusion holds for some γi ∈ Γ; that is,

sup
s∈I
‖gtiφa,b(s)(γipH)‖ ≤ R1.

Therefore (6.3) follows from Theorem 4.1 for a choice of R > 0 depending on pH ∈
V (Q) \ {0} and R1 > 0. �

Proposition 6.6. Let µ be a weak-* limit of µi := (1/Ti)
´ Ti
0 gtiλa,b dt for a sequence

Ti →∞; here 0 ≤ µ(X) ≤ 1. Suppose µ 6= µX . Then there exists R > 0 such that

(6.4) lim inf
I→∞

|IR ∩ [0, Ti]|
Ti

> 0,

where IR is defined in (3.6).

Proof. There are two possibilities: µ(X) < 1, or µ is a probability measure which is
not G-invariant. By Proposition 6.2, µ is W -invariant. So there exists ε > 0 such
that one of the following two possibilities occur:

(i) µ(X) < 1− ε;
(ii) or, by Theorem 6.3, there exists H ∈ H with H 6= G and a compact set
C ⊂ N(H,W ) \ S(H,W ) such that µ(π(C)) > ε.

First suppose that possibility (i) occurs. Take any R > 0 and pick a compact K ⊂
X given by Proposition 5.1 for ε/2 in place of ε. Then, for each non-negative t 6∈ IR,
by definition (3.6), the possibility (2) of Proposition 5.1 does not hold, and hence its
possibility (1) must hold; that is, gtλa,b(K) ≥ 1 − ε/2. Write κi = |IR ∩ [0, Ti]|/Ti.
So for all large i,

(1− κi)(1− ε/2) ≤ 1

Ti

ˆ Ti

0
gtλa,b(K) dt ≤ µi(X) < 1− ε;

and hence κi > ε/2. So (6.4) holds.
Now suppose possibility (ii) occurs. Then for any open neighborhood O of π(C),

µ(O) > ε, and so for all large i,

1

Ti

ˆ Ti

0
gtλa,b(O) dt > ε.

Let

IO = {t ∈ [0,∞) : gtλa,b(O) > ε/2} and κi =
|IO ∩ [0, Ti]|

Ti
.

Then for all large i,

(1− κi)ε/2 + κi ≥
1

Ti

ˆ Ti

0
gtλa,b(O) dt > ε,

and hence κi > ε/2.
By Proposition 6.4 applied to the set C ⊂ N(H,W ) \ S(H,W ) and ε/2 in place

of ε, we obtain a compact set D ⊂ A. Pick R1 > 0 such that D is contained in the
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open norm-ball of radius R1 in V , denoted Φ, and obtain a neighborhood O of π(C)
in G/Γ so that the conclusion of Proposition 6.4 holds.

Now suppose t ∈ IO. Then for J = I, the condition (1) of Proposition 6.4 fails to
hold, so condition (2) of Proposition 6.4 holds: there exists γ ∈ Γ such that

(6.5) sup
s∈I
‖gtφa,b(s)γpH‖ < R1.

Let R > 0 be the quantity given by Theorem 4.1 applied to v0 = pH ∈ V (Q) \ {0}
and C = R1. Under (6.5), Theorem 4.1 shows that there exists v ∈ Z3 \ {0} such
that sups∈I‖gtφa,b(s)v‖ ≤ R; that is, t ∈ IR. Thus IO ⊂ IR. Therefore

|IR ∩ [0, Ti]|/Ti ≥ κi > ε/2

for all large i, and (6.4) follows. �

7. Proof of Theorem 1.2 and Theorem 1.4

In this section we prove Theorem 1.2 and Theorem 1.4.

Proof of Theorem 1.2. First suppose that the gt-translates of λa,b do not get
equidistributed in X as t → ∞. Then there exist ti → ∞ such that gtiλa,b weak-*
converge to a measure which is not µX . So by Proposition 6.5 we have (a, b) ∈ W2.

Conversely, suppose (a, b) ∈ W2. We want to show that the gt-translates of λa,b
do not get equidistributed in X.

By Lemma 3.1, there exist R ≥ 1, ti →∞ and {γi} ⊂ Γ such that for all i ∈ N,

(7.1) sup
s∈I
‖gtiφa,b(s)γie1‖ ≤ R.

Case 1: Suppose there exists c > 0 such that for all i ≥ 1 and all s ∈ I,
‖gtiφa,b(s)γie1‖ ≥ c.

Then by Proposition 5.2, after passing to a subsequence, we may assume that gtiλa,b
weak-* converge to a probability measure µ. It suffices to show that the support of
µ is not full.

Let E denote the set of unimodular lattices in R3 containing a primitive vector
whose (sup)norm is in the interval [c,R]. Then E is closed and contains the support
of each gtiλa,b. Therefore the support of µ is also contained in E. But X \ E is a
nonempty open set, as E does not contain the unimodular lattice ZM−2e1+ZMe2+
ZMe3, for any M > R such that M−2 < c. Thus the support of µ is not full.

Case 2: Suppose Case 1 does not occur. Then after passing to a subsequence, there
exists a sequence {si} ⊂ I such that

(7.2) ‖gtiφa,b(si)γie1‖ = ci → 0 as i→∞.

We write γie1 =
( p1,i
p2,i
qi

)
∈ Z3. Then for all s ∈ I and t ∈ R

(7.3) gtφa,b(s)γie1 =

(
e2tx1(s)

e−tp2,i
e−tqi

)
,
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where x1(s) = (aqi +p2,i)s+ (bqi +p1,i). So by (7.2), e−ti |p2,i| ≤ ci and e−ti |qi| ≤ ci,
and by (7.1),

∣∣e2tix1(s)∣∣ ≤ R. We note that if p2,i = 0 and qi = 0, then |x1(s)| =

|p1,i| ≥ 1, and hence e2ti ≤ R for all large i, which is absurd. Hence

cie
ti ≥ max{|p2,i|, |qi|} ≥ 1;

that is, ti + log ci ≥ 0 for all i. Let t′i := ti + (1/3) log ci ≥ −(2/3) log ci, so t′i →∞.
By (7.3), for all s ∈ I,∥∥∥gt′iφa,b(s)γie1∥∥∥ ≤ max

{∣∣∣c2/3i e2tix1(s)
∣∣∣, ∣∣∣c−1/3i e−tip2,i

∣∣∣, ∣∣∣c−1/3i e−tiqi

∣∣∣}
≤ max

{
Rc

2/3
i , c

−1/3
i ci

}
≤ Rc2/3i .

Since ci → 0, by Proposition 5.2, for any compact K ⊂ X we have gt′iλa,b(K) = 0
for all large i. �

Proof of Theorem 1.4. (1)⇒(2): Assume (a, b) /∈ Q2. Then (3) of Lemma 3.3
fails to hold, so there exists a sequence ti →∞ such that for every sequence {vi} ⊂
Z3 \ {0},

sup
s∈I
‖gtiφa,b(s)vi‖ → ∞ as i→∞.

So by Proposition 6.5, we conclude that gtiλa,b
weak-*−→ µX .

(2)⇒(1): If (a, b) ∈ Q2, then by Remark 3.0.2, the translated measure gtλa,b
escapes to ∞ as t→∞. Therefore (2) fails to hold.

Thus (1) and (2) are equivalent. Next we will prove that (1)⇒(3) and (3)⇒(1).
(1)⇒(3): We assume (1) and argue by contradiction, supposing that the set

E = {s ∈ R : {gtφa,b(s)x0}t≥0 is not dense in X}
has positive Lebesgue measure. We take a countable topological basis {Bi}i∈N of X
consisting of non-empty open subsets, and let

Ei = {s ∈ R : {gtφa,b(s)x0}t≥0 ∩Bi = ∅} .
One has E =

⋃
i∈NEi. Since |E| > 0, there exists i0 ∈ N such that |Ei0 | > 0.

Without loss of generality we may assume that |E1| > 0. By the Lebesgue density
theorem, there exists a compact interval I ⊂ R with non-empty interior such that

(7.4)
|I ∩ E1|
|I|

≥ 1− µX(B1)

2
,

as µX(B1) > 0. Because we assumed (1), and since we have proved that (1)⇒(2),
there exists ti → ∞ such that gtiλa,b → µX in the weak-* topology. Since B1 is
non-empty and open, for all large i,

1

|I|
|{s ∈ I : gtiφa,b(s)x0 ∈ B1}| >

µX(B1)

2
,

which, by the definition of E1, implies that
|I \ E1|
|I|

>
µX(B1)

2
.
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This contradicts (7.4). Hence we must have |E| = 0.
(3)⇒(1): To prove this by contraposition, suppose that (a, b) ∈ Q2. Let B ⊂ X

be a non-empty relatively compact open set. By Remark 3.0.2, there exists t0 > 0
such that gt{φa,b(s)x0 : s ∈ R} ∩ B = ∅ for all t > t0. If q ∈ N be such that
qa ∈ Z, then φa,b(s + q)Z3 = φa,b(s)Z3 for all s ∈ R. Therefore {φa,b(s)x0 : s ∈ R}
is compact. So C := ∪0≤t≤t0gt{φa,b(s)x0 : s ∈ R} is a compact subset of a 2-
dimensional submanifold of X. So B\C is a non-empty open subset of X. Therefore
for every s ∈ R,

{gtφa,b(s)x0 : t ≥ 0} ∩ (B \ C) = ∅;
in particular, {gtφa,b(s)x0 : t ≥ 0} is not dense in X. So (3) fails to hold. �

8. Behavior on average — Proofs of Lemma 3.4 and Theorem 1.3

In this section, we discuss the averages of the gt-translates, and prove Theorem 1.3.
As Lemma 3.4 will be used in the proof of Theorem 1.3, we first provide its proof.

Proof of Lemma 3.4. (1)⇒(2) is obvious.
To prove that (2)⇒(3), we pick R ≥ 1 such that (3.7) holds. For any v =

( p1
p2
q

)
∈

Z3 \ {0} and t ≥ 0, by (3.3) we get

(8.1) sup
s∈I
‖gtφa,b(s)v‖ < R⇒


|qb+ p1| < R1e

−2t

|qa+ p2| < R1e
−2t

|q| < Ret
⇒

{
〈q ( ba )〉 < R1e

−2t

|q| < Ret,

where R1 =
∥∥∥( 1 s01 s1

)−1∥∥∥R ≥ R, and 〈( x1x2 )〉 denotes the sup-norm distance between
( x1x2 ) and its nearest integral vector. Note that if q = 0 in (8.1), then t < (1/2) logR1.

For each q ∈ N, define

Eq = {t > 0 : e−tq < R and e2t 〈q ( ba )〉 < R1}(8.2)

=
{
t > 0 : R−1q < et < R

1/2
1 〈q ( ba )〉−1/2

}
=
(
log q − logR,−1

2
log 〈q ( ba )〉+

1

2
logR1

)
∩ (0,∞).

Now t ∈ Eq if and only if the right-most term of (8.1) holds, so

(8.3) Eq 6= ∅ ⇐⇒ 〈q ( ba )〉 < R1(Rq
−1)2.

Let P(Z3) denote the set of primitive integral vectors in Z3. From (3.6), note that

(8.4) IR =

{
t ∈ [0,+∞) : sup

s∈I
‖gtφa,b(s)v‖ < R, for some v ∈ P(Z3) \ {0}

}
.

Let Q be the collection of q ∈ N such that Eq 6= ∅, and

〈q ( ba )〉 = max{|qb+ p1|, |qa+ p2|} for some p1, p2 ∈ Z such that
( p1
p2
q

)
∈ P(Z3).
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Let t0 = (1/2) logR1. Then by (8.4), (8.1) and (8.2) we get

(8.5) IR ∩ [t0,∞] ⊂
⋃
q∈Q

Eq.

We may assume that (a, b) 6∈ Q2, because otherwise (a, b) ∈ W+
2 and we are done.

Then for any q ∈ Q, Eq is a finite interval. Therefore by (3.7), Q is infinite. We
write Q = {q1, q2, . . . }, where qi < qi+1 for all i.

Claim 1. If Eq and Eq′ are both non-empty for some q, q′ ∈ Q and q′ > q, then
q2 < Cq′, where C = 2R1R

2 ≥ 2. In particular, for any n ∈ N,

(8.6) log qi < logC + 2−(n−i) log qn, ∀i < n.

Indeed, by definition of Q and (8.3), there exist
( p1
p2
q

)
,

(
p′1
p′2
q′

)
∈ P(Z3) such that∥∥∥∥q(ba

)
+

(
p1
p2

)∥∥∥∥ < R1R
2q−2 and

∥∥∥∥q′(ba
)

+

(
p′1
p′2

)∥∥∥∥ < R1R
2q′−2.

By primitivity, 1
q ( p1p2 ) 6= 1

q′

(
p′1
p′2

)
. Hence, by triangular inequality,

1

qq′
≤
∥∥∥∥1

q

(
p1
p2

)
− 1

q′

(
p′1
p′2

)∥∥∥∥ ≤ R1R
2(q−3 + q′−3) < (2R1R

2)q−3.

Therefore q2 < (2R1R
2)q′. This proves the first part of the claim.

For the second assertion of the claim, we iteratively apply the inequality q2 < Cq′

to q = qj and q′ = qj+1, for j = i, . . . , n− 1 to get

log qi <
logC

2
+

log qi+1

2

<
logC

2
+

logC

4
+

log qi+2

4
< . . .

< logC + 2−(n−i) log qn.

Next, in view of (3.7) and (8.5), to achieve the quantity lim supT→∞
|[0,T ]∩⋃q∈Q Eq|

T ,
it is enough to let T vary along the sequence {Tn} of right endpoints of intervals
Eqn , which, by (8.2), can be rewritten Tn = log qn − logR+ |Eqn |. Then,∣∣∣[0, Tn] ∩

⋃
q∈QEq

∣∣∣
Tn

≤
∑n

i=1|Eqi |
log qn − logR+ |Eqn |

.

Therefore we infer from (3.7) and (8.5) that

lim sup
n→∞

∑n
i=1|Eqi |

log qn − logR+ |Eqn |
> 0.
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It follows that there exists ε > 0 such that

(8.7) lim sup
n→∞

∑n
i=1|Eqi |
log qn

= 4ε > 0.

Claim 2. We claim that

(8.8) lim sup
n→∞

|Eqn |
log qn

> ε.

Indeed, suppose lim supn→∞
|Eqn |
log qn

≤ ε. Then there exists N > 0 such that qN > C

and for all n ≥ N , |Eqn | < 2ε log qn. Therefore

lim sup
n→∞

∑n
i=1|Eqi |
log qn

= lim sup
n→∞

∑n
i=N |Eqi |
log qn

< lim sup
n→∞

∑n
i=N 2ε log qi

log qn

≤ lim sup
n→∞

2ε(n−N) logC + 2ε
∑n

i=N 2−(n−i) log qn
log qn

= 0 + 2ε

n∑
i=N

2−(n−i) < 4ε,

because by (8.6), for any i < n,

log qi < logC + 2−(n−i) log qn and log qn > 2(n−N)(log qN − logC).

This contradicts (8.7), and proves Claim 2.

Now in view of (8.8), for any Q > 0 there exists q > Q such that |Eq| > ε log q.
By (8.2), this means

(1/2) logR1 + logR− log q − 1

2
log 〈q ( ba )〉 > ε log q,

or equivalently,
〈q ( ba )〉 < R1R

2q−(2+2ε).

Hence 〈q ( ba )〉 ≤ q−(2+ε) has infinitely many solutions q ∈ N, which means (a, b) ∈
W+

2 . This proves (2)⇒(3).

Now to prove (3)⇒(1), suppose that (a, b) ∈ W+
2 . Then there exists ε > 0 and an

increasing sequence {qn}n∈N of positive integers such that

(8.9)

{
|qnb+ p1,n| ≤ q−(2+ε)n

|qna+ p2,n| ≤ q−(2+ε)n

, for some p1,n, p2,n ∈ Z.

For each n ∈ N, pick vn =
( p1,n
p2,n
qn

)
∈ Z3 such that (8.9) holds. For any t ∈ R,

(8.10) gtφa,b(s)vn =

(
e2t
(
(bqn+p1,n)+(aqn+p2,n)s

)
e−tp2,n
e−tqn

)
.

Pick any constants 0 < c1 < c2 < 1/2, independent of n. Let

t ∈ [(1 + c1ε) log qn, (1 + c2ε) log qn].

Then
q−(2+ε)n ≤ e−

(
(1−2c2)ε
1+c2ε

)
t
e−2t and qn ≤ e

−
(

c1ε
1+c1ε

)
t
et.
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By (8.9),
|p2,n| ≤ q−(2+ε)n + |a|qn ≤ 1 + |a|qn

and so, by (8.10),

(8.11) ‖gtφa,b(s)vn‖ ≤ C1e
−ε1t, ∀s ∈ I = [s0, s1],

where ε1 := min
{

c1ε
1+c1ε

, (1−2c2)ε1+c2ε

}
> 0 and C1 := (1 + |s0|+ |s1|+ |a|).

Given any R > 0, let N > 0 such that for every n > N ,

C1q
−(1+c1ε)ε1
n < R.

For n > N , by (8.11), one has [(1 + c1ε) log qn, (1 + c2ε) log qn] ⊂ IR. So, setting
Tn = (1 + c2ε) log qn, we get

|IR ∩ [0, Tn]|
Tn

≥ |[(1 + c1ε) log qn, (1 + c2ε) log qn]|
Tn

=
(c2 − c1)ε

1 + c2ε
.

Therefore
lim sup
T→∞

|IR ∩ [0, T ]|
T

≥ (c2 − c1)ε
1 + c2ε

> 0.

This proves that (3)⇒(1). �

Now we are ready to prove Theorem 1.3.

Proof of Theorem 1.3. (1)⇒(2) is obvious.
To prove (2)⇒(3) by contrapositive, suppose that (a, b) ∈ W+

2 . Let K be a com-
pact subset of X, which, as we may recall, is identified with the space of unimodular
lattices in R3. By Mahler’s criterion, there exists R > 0 such that every nonzero
vector in any lattice in K has norm at least R. So, by (3.6), for any t ∈ IR, we have
gtφa,b(s)Zn /∈ K for all s ∈ I; in particular,

(8.12) gtλa,b(K) = 0.

Since (a, b) ∈ W+
2 , Lemma 3.4 shows that there exists a sequence Tn → ∞ and

an ε > 0 such that for all n,
|IR ∩ [0, Tn]|

Tn
≥ ε,

and hence, by (8.12),
1

Tn

ˆ Tn

0
gtλa,b(K) dt ≤ 1− ε,

where the ε is independent of K. Thus, the family of averages { 1T
´ T
0 gtλa,b dt}T>0

has escape of mass. This proves that (2)⇒(3).
To prove (3)⇒(1) by contraposition, suppose that (1) fails to hold. Then there

exists a sequence Ti → ∞ such that µi := (1/Ti)
´ Ti
0 gtλa,b dt does not converge to

µX . Since the µi are probability measures, by passing to a subsequence, without loss
of generality we may assume that µi converges to a Borel measure µ on X which is
not µX ; here 0 ≤ µ(X) ≤ 1. Then by Proposition 6.6 there exists R > 0 such that

lim inf
i→∞

|IR ∩ [0, Ti]|
Ti

> 0.



34 KLEINBOCK, DE SAXCÉ, SHAH, AND YANG

Then by Lemma 3.4, we get (a, b) ∈ W+
2 , which contradicts (3). �
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geneous spaces. In Sinăı’s Moscow Seminar on Dynamical Systems, volume 171 of Amer.
Math. Soc. Transl. Ser. 2, pages 141–172. Amer. Math. Soc., Providence, RI, 1996.

[KM98] D. Y. Kleinbock and G. A. Margulis. Flows on homogeneous spaces and Diophantine
approximation on manifolds. Ann. of Math. (2), 148(1):339–360, 1998.

[KW08] Dmitry Kleinbock and Barak Weiss. Dirichlet’s theorem on Diophantine approximation
and homogeneous flows. J. Mod. Dyn., 2(1):43–62, 2008.

[MS95] Shahar Mozes and Nimish Shah. On the space of ergodic invariant measures of unipotent
flows. Ergodic Theory Dynam. Systems, 15(1):149–159, 1995.



EQUIDISTRIBUTION AND DIRICHLET-IMPROVABLE VECTORS 35

[Rtn91] Marina Ratner. On Raghunathan’s measure conjecture. Ann. of Math. (2), 134(3):545–
607, 1991.

[Roy15] Damien Roy. On Schmidt and Summerer parametric geometry of numbers. Ann. of Math.
(2), 182(2):739–786, 2015.

[Sha91] Nimish A. Shah. Uniformly distributed orbits of certain flows on homogeneous spaces.
Math. Ann., 289(2):315–334, 1991.

[Sha09a] Nimish A. Shah. Equidistribution of expanding translates of curves and Dirichlet’s theo-
rem on Diophantine approximation. Invent. Math., 177(3):509–532, 2009.

[Sha09b] Nimish A. Shah. Limiting distributions of curves under geodesic flow on hyperbolic man-
ifolds. Duke Math. J., 148(2):251–279, 2009.

[Sha10] Nimish A. Shah. Expanding translates of curves and Dirichlet-Minkowski theorem on
linear forms. J. Amer. Math. Soc., 23(2):563–589, 2010.

[SW17] Ronggang Shi and Barak Weiss. Invariant measures for solvable groups and Diophantine
approximation. Israel J. Math., 219(1):479–505, 2017.

[SY18] N. A. Shah and P. Yang. Stretching translates of shrinking curves and Dirichlet’s simul-
taneous approximation. arXiv:1809.05570, pages 1–16, September 2018.

[SY20] Nimish Shah and Lei Yang. Equidistribution of curves in homogeneous spaces and Dirich-
let’s approximation theorem for matrices. Discrete Contin. Dyn. Syst., 40(9):5247–5287,
2020.

[SY21] N. A. Shah and P Yang. Equidistribution of expanding degenerate manifolds in the space
of lattices. ArXiv e-prints, December 2021.

[Yan20] Pengyu Yang. Equidistribution of expanding translates of curves and Diophantine ap-
proximation on matrices. Invent. Math., 220(3):909–948, 2020.

Brandeis University, Goldsmith 207, Waltham, MA 02454-9110
Email address: kleinboc@brandeis.edu

CNRS, Université Paris-Nord 13, Paris, France
Email address: desaxce@math.univ-paris13.fr

The Ohio State University, Columbus, OH 43210
Email address: shah@math.osu.edu

Department of Mathematics, ETH Zürich, Zürich, Switzerland
Email address: pengyu.yang@math.ethz.ch


	1. Introduction
	2. Instability and invariant theory
	3. Dynamics in the standard representation and Diophantine conditions
	4. Reduction of linear dynamics to the standard representation
	5. The Dani-Margulis criterion for non-escape of mass
	6. Ratner's theorem and a linear dynamical criterion  for avoidance of singular sets
	7. Proof of Theorem ?? and Theorem ??
	8. Behavior on average — Proofs of Lemma ?? and Theorem ??
	References

