
1 
 

Photoelectron Spectra of Hot Polyatomic Ions: 

A Statistical Treatment of Phenide  
Beverly Ru and Andrei Sanov* 

Department of Chemistry and Biochemistry, The University of Arizona,  

Tucson, Arizona 85721, United States 

* Email: sanov@arizona.edu 

 

KEYWORDS: Photoelectron imaging spectroscopy; Polyatomic ions; Phenide; Density of states 

 

ABSTRACT 

Many distinct vibrational states contribute to the congested photoelectron spectra of hot polyato-

mic anions. This often makes the complete Franck-Condon (FC) analysis both impractical and 

unnecessary. Although it is common to limit the FC calculations to a subset of the FC-active 

modes, such limited approach is strictly applicable to the ground-state (cold) anions only. At 

high temperatures, all vibrational modes participate in thermal excitation, and the FC and 

thermal activities become intertwined. We report the photoelectron spectra of ~700 K phenide 

(C6H5
) obtained at 355 nm (3.49 eV), 532 nm (2.33 eV), and 611 nm (2.03 eV) and describe 

several practical models that help interpret and analyze the results. Among them are the active-

modes model, the active modes + dark bath and the active modes + bright bath models, and 

finally, the energy-conservation model. The models combine the results of limited (and, there-

fore, feasible) FC calculations with statistical analysis and provide efficient means of determin-

ing the ion temperature from the broad and congested photoelectron spectra. The described 

capability can be applied to hot plasmas, the collisional excitation or cooling of ions, and 

evaporative cooling in cluster ions. 
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1.  Introduction 

The density of states of a polyatomic molecule (or ion) increases rapidly with excitation energy. 

This has a significant effect on the thermodynamic and spectroscopic properties of thermally 

excited ensembles.1-3 The dense manifolds of vibrational states populated at higher temperatures 

may result in broad and congested absorption spectra consisting primarily of hot bands. The 

state-resolved modeling techniques commonly used for cold molecules may become impractical 

under these conditions, while the loss of state-dependent information in the averaged spectra 

diminishes the criticality of the state-specific calculations. Altogether, these considerations may 

call for a statistical rather than state-resolved approach to spectral modeling. Why, for example, 

calculate a myriad of state-specific Franck-Condon factors for a hot polyatomic, if the individual 

transitions are not resolved in the highly congested spectra anyway? 

This work focuses on the photoelectron spectroscopy of hot phenide (C6H5
, i.e., deproton-

ated benzene) as an example of a moderately-sized polyatomic ion. The 27 vibrational modes of 

phenide (Ph) yield 26 distinct vibrational states below 0.135 eV, and 2171 states below 0.350 

eV. These state counts stand in sharp contrast with any diatomic species. For example, O2
 has 

only 1 and 2 vibrational states, respectively, under the above limits. These arbitrary thresholds 

may seem high (in terms of kT, they correspond to 1570 and 4060 Kelvin), but the canonical 

temperature of Ph does not need to be close to those values for the corresponding levels to con-

tribute significantly to the vibrational partition function.  

At thermodynamic equilibrium, the population of each quantum state is proportional to the 

Boltzmann factor, while the energy distribution is given by: 

 𝑃ሺ𝐸ሻ ൌ 𝑐𝑔ሺ𝐸ሻ𝑒ିா/௞், (1) 

where E is excitation energy, 𝑔ሺ𝐸ሻ is the density of states (DOS), k is the Boltzmann constant, T 

is absolute temperature, and c is a normalization constant. In the classical harmonic limit1,4 the 

vibrational DOS of a polyatomic molecule scales as 𝑔ሺ𝐸ሻ ∝ 𝐸௡
∗ିଵ, where 𝑛∗ is the effective 

number of active oscillators satisfying the classical requirement ℎ𝜈௜ ≪ 𝐸. Here, 𝜈௜, i = 1, …, 

(3N  6), are the fundamental normal-mode frequencies, with N being the number of atoms in the 

polyatomic molecule or ion. Since the number of active modes increases with E, 𝑛∗ itself 

increases with energy, approaching the (3N  6) limit only at very high temperatures. 

Yet even at moderate temperatures, where the classical condition is not satisfied, a rapidly 
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rising 𝑔ሺ𝐸ሻ in Eq. 1 can shift the population maximum, as well as 〈𝐸〉, to many folds of kT. 

Therefore, a realistic approach to modeling the spectra of high-temperature polyatomics must 

account for a multitude of thermally excited states, leading to a potential bottleneck in state-spe-

cific calculations. For example, a Franck-Condon (FC) analysis5-7 accounting for all vibrational 

states that contribute significantly to the partition function of phenide at T ~ 1000 K would take 

millennia of computing time (vide infra). In contrast, similar calculations in the oft-assumed 0-

300 K range require few initial states to be considered and thus avoid the above limitation.8-12  

Elevated temperatures come into play in many important environments, including planetary 

and stellar atmospheres, hot plasmas, combustion reactions, to name just a few. Hence, this spec-

troscopic regime is important to consider. We first encountered it inadvertently, after modifying 

our anion source13-15 with the goal of increasing the ion density. The change (described in Sec-

tion 2) resulted in warmer ions and prompted us to seek an efficient method for quantifying their 

temperature based on the observed spectra. This article describes our initial findings for Ph. 

To set the stage, Figure 1 compares the statistical properties of Ph and O2
 over the tempera-

ture range of 0–1000 K, with NO2
 also included as an intermediate case. All ions were treated in 

the harmonic approximation. The O2
 and NO2

 properties were evaluated via a direct state 

count, using the vibrational frequency of 1090 cm-1 for the former16-17 and the 1268, 776, and 

1242 cm1 normal-mode frequencies for the latter.18-19 The corresponding details for phenide are 

given in Section 6.2. Figure 1a shows the temperature-dependent population fractions of the 

ground vibrational state (v = 0) and the combined fractional populations of the ground and singly 

excited states (labeled as v = 0, 1). Single excitations were chosen because they (and only they) 

are often included by default in FC simulations of photoelectron spectra. For O2
, the v = 0, 1 

curve represents the two lowest vibrational states. For NO2
, it represents the combined popula-

tions of four states: the ground state plus the three singly excited normal-mode vibrations. For 

Ph, the v = 0, 1 curve corresponds to 28 states: the ground state plus the fundamental excitations 

of the 27 normal modes.  

The difference between the diatomic and polyatomic populations is striking. While the fast 

majority ( 80%) of O2
 is in the ground state at any temperature in the analyzed range, most of 

the Ph ions are vibrationally excited already just above the room temperature, at T > 307 K. At 

T > 430 K most of Ph is excited beyond single excitations. These results suggest that any model 
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of phenide without hot bands is inadequate for T ൐ 300 K. For T ≳ 400 K not only single, but 

double and higher-order excitations and combination bands must be included. Shaded in Figure 1 

is the 300-700 K temperature range, within which the role of the ground vibrational state of Ph 

changes drastically: from the dominant 52% (300 K) to the nearly inconsequential 1.5% (700 K). 

A different way of illuminating the role of thermal excitations in polyatomic spectra is pre-

sented in Figure 1b. Here we show the temperature dependence of the average vibrational energy 

of Ph, with NO2
 and O2

 included again, for comparison. If 𝑛∗ is the effective number of active 

vibrations, 〈𝐸〉 ൌ 𝑛∗𝑘𝑇 is expected. At T < 300 K, Ph can be described as cold, with n* increas-

ing from 0.055 at 100 K to 1.8 at 300 K. This is still small compared to the number of the anion’s 

vibrational modes (27). At higher T, the vibrations play a more prominent role. Already at 500 K, 

〈𝐸〉 of Ph is 0.2 eV, corresponding to n* = 4.7 units of kT, while at 700 K, it reaches 7.1kT. 

The model approaches described in this work can be applied to any polyatomic species, but 

phenide proved to be an ideal system due to its just-right size. As seen in Figure 1a, the popula-

tion distribution of phenide undergoes a rapid change in the 300-700 K range. The lower bound 

of this range is the temperature assumed in most published FC calculations, including but not 

limited to those for phenide,20-21 while the upper bound corresponds to our modified ion source. 

Phenide photodetachment yields the phenyl radical (Ph). Ph is an important intermediate in 

the formation of polycyclic aromatic hydrocarbons.21-24 It is involved in many notable reactions, 

from interstellar space22-28 to combustion chemistry, including the formation of soot.29-30 Photo-

electron spectroscopy of Ph at ~300 K was previously studied by Lineberger and co-workers.20 

The ~700 K photoelectron spectra obtained in our work are significantly different, for the statis-

tical reasons highlighted in Figure 1, and hence we aim to establish a connection between the 

observed spectral envelopes and the canonical temperature of the ions. 

The experimental methodology and the results of the experiments on hot Ph are described in 

Sections 2 and 3, respectively. Section 4 presents the results of quantum chemical calculations on 

the anion and two lowest electronic states of the neutral radical, yielding their equilibrium 

geometries and vibrational frequencies. In Section 5, the FC calculations for the cold and hot 

phenide ions are reported, within the limitations set by the computing times. In Section 6, the 

results of the limited FC calculations are combined with statistical approaches under various 

assumptions about the couplings between the FC-active and inactive vibrational modes. A 

summary of the results and the overall conclusions are presented in Section 7.  
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2.  Experimental Methods 

The negative-ion photoelectron imaging spectrometer used in this study has been described else-

where.31-32 Here we highlight the modified ion source, which is illustrated schematically in Fig-

ure 2. Instead of a conventional electron gun,13 this source configuration uses its stripped-down 

version, which we refer to as the electron cannon.33 

Benzeneselenol (PhSeH), also known as selenophenol, was used as the precursor to produce 

the Ph anions. Argon gas at a backing pressure of 1.8 atm was passed through a sealed container 

with the liquid precursor (1 torr vapor pressure) kept at room temperature. The resulting gas 

mixture was expanded into the high-vacuum source chamber (2×10–7/5×10–5 torr base/opera-

tional pressure) through a pulsed supersonic nozzle (General Valve, Inc., Series 9, 0.8 mm dia-

meter orifice). The nozzle was operated at a repetition rate of 20 or 50 Hz, matching that of the 

laser used in each measurement.  

The electron cannon is positioned next to the nozzle, opposite the Faraday cup, as shown in 

Figure 2. It consists of a ~1 mm wide thoria-coated iridium ribbon filament (e-Filaments, LLC) 

and an anode. Both the filament and the anode are floated at 100 to 150 V, with an additional 

small negative potential optionally applied to the anode. The filament is heated by a 4-5 A direct 

current from a floated supply and emits electrons via a thermionic process. The electrons from 

the filament’s tip protruding slightly through a 4 mm diameter orifice in the anode, create a wide 

cone of bombardment of the supersonic expansion, producing an electron-impact ionized plasma. 

Compared to a typical electron gun, the cannon, stripped of the focusing and steering elements, 

offers less precision, but requires less optimization and results in an increased ion signal. Criti-

cally, the unfocused spray of 100-150 eV electrons ionizes a large volume of the expansion, with 

the bombardment occurring, on average, many nozzle diameters downstream from the expansion 

origin. The resulting ions experience little collisional cooling since it is most effective within the 

first few nozzle diameters from the nozzle. The ions therefore have significantly higher internal 

temperatures compared to a traditional ion source using a collimated electron beam.13,31 

Next, the anions are separated according to their masses in a Wiley-McLaren34 time-of-flight 

mass-spectrometer.31-32 The Ph– packets are intersected in space and time by a pulsed laser beam 

to photoeject electrons. The 532 nm and 355 nm light pulses were produced as a second and third 

harmonics, respectively, of a Spectra Physics Lab-130-50 Nd:YAG laser (50 Hz repetition rate). 

611 nm light was produced by a Rhodamine 640 dye in an ND6000 dye laser pumped by the 
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second harmonic of the Surelite II-20 Nd:YAG laser (Continuum, Inc., 20 Hz repetition rate). 

The photodetached electrons are projected onto a 40 mm diameter position-sensitive dual 

microchannel plate imaging detector coupled to a P47 phosphor screen by using a velocity-map35 

imaging36-37 assembly.31 The resulting photoelectron images, fiber-optically projected on an out-

side window, are captured using a charge-coupled device camera (Roper Scientific, Inc.). All 

images reported here correspond to multiple runs, totaling ∼106 experimental cycles per image. 

The photoelectron spectra were obtained from the images via an inverse Abel transformation37 

using the BASEX program from Reisler and co-workers.38 

3.  Experimental Results  

An overview of the experimental results is presented in Figure 3. The photoelectron images of 

Ph were recorded at (a) 355 nm (3.49 eV), (b) 532 nm (2.33 eV), and (c) 611 nm (2.03 eV). The 

raw images and corresponding photoelectron spectra are shown separately for each wavelength. 

The experimental spectra are compared to the model spectra for cold phenide (light blue), 

obtained as described in Section 5.2. All spectra are plotted with respect to electron binding 

energy (eBE), defined as the difference between the photon energy (ℎ𝜈) and the measured 

electron kinetic energy (eKE). Due to the conservation of energy, eBE = ℎ𝜈 – eKE equals the 

energy gap between the target neutral and the initial anion states. 

The 532 nm (2.33 eV) and 611 nm (2.03 eV) photoelectron spectra in Figure 3b-c each 

consist of a single broad band (X), corresponding to the ground electronic state of the phenyl 

radical. The 355 nm (3.49 eV) spectrum in Figure 3a additionally includes the first excited state 

of phenyl (A). The model peaks marked with stars in Figure 3 are the corresponding transition 

origins and all experimental signal to the left of them is due to hot bands. This is a clear and 

immediate indication of the high temperature of the ions in this experiment. 

The laser polarization direction is vertical in the plane of all images in Figure 3. We note the 

clearly parallel character of the X band photoelectron angular distribution (PAD) and the 

approximately isotropic nature of the A band. These PADs are consistent with the in-plane () 

and out-of-plane () characters of the respective detachment orbitals.39-40

4.  Geometric, Electronic, and Vibrational Structures 

The phenide anion has a closed-shell electron configuration corresponding to the X 1A1 electronic 
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state. Figure 4 shows the anion’s canonical a1 HOMO (highest-occupied molecular orbital) and 

b1 HOMO1. The orbitals have  and  characters, respectively, consistent with the PADs noted 

in Section 3. Hence, electron detachment from the HOMO (X band) yields a  radical (-Ph), 

i.e., phenyl in the ground electronic state, X 2A1, while detachment from the HOMO1 (A band 

in Figure 3a) produces a  radical (-Ph), i.e., phenyl in its first excited electronic state, A 2B1. 

Due to the in- and out-of-plane characters of the HOMO and HOMO1, a greater geometry 

change is expected for the X 2A1  X 1A1 transition (X band), compared to A 2B1  X 1A1 (A 

band). The sp2 character of the deprotonated carbon’s (C1) dominant contribution to the HOMO 

causes an increase in the C2-C1-C6 bond angle for the X transition (atom numbering is defined 

in Figure 5), leading to symmetry-preserving ring distortions.20 In contrast, detachment from the 

-character HOMO1 has a minimal effect on the bond angles. Due to the C1-C2, C1-C6, C3-

C4, and C4-C5 bonding and the C2-C3 and C4-C5 antibonding properties of the orbital, some 

lengthening of the first group of bonds and shortening of the latter is expected in the A band.

These qualitative predictions are confirmed by the geometry optimizations described next. 

The subsequent spectral analysis requires a reasonable description of the anion and neutral vibra-

tional structures, but high precision of the mode frequencies is not necessary since the details are 

washed out in the averaged spectra. The harmonic approximation itself is expected to be a 

greater source of errors. For this reason, we limit the geometry optimizations and frequency 

calculations to the economical methods appropriate for each electronic state involved. 

All electronic structure calculations were carried out using Q-Chem 5.1.41 The aug-cc-pVDZ 

basis set was used throughout. The Ph and -Ph geometries were optimized using the B3LYP 

density functional and the results are presented in Figure 5a and Table 1. Since the anion and 

neutral structures are similar, and both are of C2v symmetry, a single molecular frame is shown in 

the figure for the anion and the neutral. The geometric parameters on the left side correspond to 

the anion, on the right—the neutral  radical. Only few key parameters are included in the fig-

ure, but the complete sets are given in Table 1. The 27 vibrational frequencies of Ph and -Ph, 

as well as the corresponding normal mode symmetry species, are summarized in Table 2. To be 

consistent with the previous work on phenide,20-21 we follow the standard Mulliken notation for 

all electronic and vibrational symmetry labels. Under this convention, the  HOMO1 shown in 

Figure 4 transforms under the B1 irreducible representation (B1 and B2 are flipped in Q-Chem). 
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The excited electronic state of phenyl, -Ph, was characterized using the equation-of-motion 

(EOM) ionization-potential (IP) method42 combined with the coupled-cluster theory with single 

and double excitations (CCSD). The target state was accessed by removing an electron from the 

b1 HOMO1 of the closed-shell anion CCSD reference. The potential gradient was followed to 

yield the -Ph equilibrium geometry and vibrational normal modes. The optimized parameters 

are given in Table 1, while the mode frequencies and symmetries are summarized in Table 2. A 

comparison of the Ph and -Ph equilibrium structures is given in Figure 5b. To avoid comparing 

structures from different methods, the Ph geometry was additionally optimized using CCSD 

(Table 1) and it is these results that are shown on the left side of Figure 5b. 

In accordance with the spectroscopic convention, 𝐸ᇱ will be used to denote the vibrational 

energy of neutral phenyl (the target state), while 𝐸ᇱᇱ (or 𝐸) is reserved for the vibrational energy 

of the anion (the initial state). Similarly, i′ and i″ = 1–27 will be used to index the target (Ph) and 

initial (Ph) vibrational modes, respectively, in the order of ascending frequencies. These indices 

appear in the first column of Table 2. The frequencies and the modes themselves are denoted 𝜈௜
ᇱ 

and 𝜈௜
ᇱᇱ, where i = i′ or i″, as appropriate. The number of excitation quanta in each mode is 𝑛௜

ᇱ or 

𝑛௜
ᇱᇱ. In general, the anion and neutral normal modes are not identical, and even similar modes do 

not necessarily follow the same frequency order. Several modes of Ph, -Ph, and -Ph, to which 

special attention will be paid in the following analysis, are depicted in Figure 6 and highlighted/

bolded in Table 2. As a case in point, the 𝜈ସ
ᇱ  mode of -Ph corresponds closely to 𝜈ଷ

ᇱᇱ of Ph. 

5.  Franck-Condon Simulations 

5.1. General details. The FC simulations relied on the overlap integrals (FC factors) calculated 

using ezFCF, part of the ezSpectra suite of programs developed by Gozem and Krylov.43 The 

harmonic frequencies of Ph, -Ph, and -Ph from Table 2 and the corresponding normal-mode 

coordinates were used as inputs. The FC factors for all reported results were obtained in the 

parallel-mode approximation, but in several cases very similar spectra were calculated (as a 

check) using the Duschinsky rotations of the normal modes.44 Table 3 provides a summary of the 

key FC calculations, either completed or attempted, listing the normal modes included, the exci-

tation limits used, as well as the approximate or estimated computing times. 

To generate model spectra for comparison with the experiment, the transition intensities, i.e., 

the FC factors squared, were multiplied by the corresponding Boltzmann factors, 𝑒ିா
ᇲᇲ/௞், and 



9 
 

scaled by a Wigner-like45  function 𝑓௪ሺeKEሻ ൌ eKE௉ to account for the electronic cross-section’s 

eKE-dependence,46-50 with P = 1/2 used throughout. Although this value strictly corresponds to 

zero-dipole s wave emission only, it is expected to perform well for the relatively small dipole 

moment of phenyl (0.87 Debye for -Ph, based on B3LYP). Inclusion of 𝑓௪ሺeKEሻ is especially 

important for the small-eKE parts of band X at 532 and 611 nm, as well as the entire A band at 

355 nm (Figure 3). The Wigner-scaled FC stick spectra were convoluted with a Gaussian func-

tion to account for the experimental broadening. In all comparisons with the imaging measure-

ments (performed in the velocity domain), the broadening width was assumed to be eKE-depend-

ent, mimicking the experimental resolution. The full width at half-maximum was defined as 

𝑤଴√eKE, where 𝑤଴ was chosen to be about 0.02 eV1/2, depending slightly on the measurement. 

5.2. The cold phenide spectrum. An overview of the FC simulations of the -Ph (band X) 

transition in cold Ph is shown in Figure 7. The most complete model spectrum is shown in 

Figure 7a (light blue). To check its quality, it is compared with the vibrationally resolved 351 nm 

(3.53 eV) experimental spectrum obtained by Lineberger and co-workers at ~300 K.20  

The model spectrum in Figure 7a was obtained using the FC factors from run X3 (Table 3), 

which included all 27 vibrational modes of -Ph. The number of excitation quanta in the target 

state was limited to maxሺ∑𝑛௜
ᇱ ሻ ൌ 10. No excitations were permitted in the anion (all 𝑛௜

ᇱᇱ ൌ 0), 

limiting the applicability of this calculation to cold ions only. The Wigner-like scaling was de-

fined by Lineberger’s 3.53 eV photon energy, while the width of the broadening function was set 

to 0.01 eV, matching the peak widths in the experimental spectrum.  

The selection rules for photodetachment transitions require the initial and target vibrational 

states to have the same symmetry. Since the ground state is totally symmetric, only A1 symmetry 

neutral states can be accessed in cold-ion photodetachment. With this in mind, we performed an-

other FC calculation with only the A1 symmetry modes, of which there are 10 (Table 2). With 

the smaller number of modes included in run X4 (Table 3), the maximum number of excitations 

in the target state was increased to 16. Any state that includes A1 excitations only satisfies the A1 

symmetry requirement, but not all A1 states are exclusive to the A1 modes. For example, given 

the A2 symmetry of 𝜈ଵ
ᇱ  (Table 2), the 2𝜈ଵ

ᇱ  state has the A1 symmetry (A2A2 = A1), though the 

mode itself does not. Although restricting the FC calculation to the A1 modes does not account 

for all allowed target states, the model spectrum obtained from run X4 (not shown) is very simi-

lar to the one from run X3 (Figure 7a). We draw two conclusions from this observation. First, the 
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A1 modes are indeed nearly entirely responsible for the cold spectrum. Second, the limit of 10 

vibrational quanta in the target state is sufficient at T = 0. (Decreasing it below 10 leads to a 

noticeable truncation of the high-eBE tail of the model spectrum.) 

We will use the run-X3 FC factors for comparison with hot-ion data. Figure 3 and subsequent 

statistical analysis figures include the T = 0 K reference spectra (in light blue). These were calcu-

lated using the same FC factors as the blue spectrum in Figure 7a but were Wigner-corrected for 

the appropriate laser wavelength in each case. The lowest-eBE peaks marked with stars in Figure 

3 are the X band’s origin (eBE = 1.096 eV), which corresponds to the adiabatic electron affinity 

(EA) of -Ph.20 For comparison, the B3LYP calculations in Section 4 predict an EA of 1.039 eV. 

As already mentioned, all spectral intensity to the left of these peaks is due to hot bands. 

Moving on to band A in Figure 3a, the 3.49 eV energy of a 355 nm photon exceeds the adi-

abatic attachment energy (electron affinity) of -Ph, EA() = 3.439(6) eV, by only 0.05 eV. This 

difference, which corresponds to ~400 cm-1, is smaller than the lowest A1 symmetry vibrational 

frequency in -Ph (Table 2). Therefore, only the 0-0 vibrational transition within the A band is 

accessible in cold Ph at 355 nm. The above value EA() is calculated by combining the high-

precision 2.343 eV term energy of the A 2B1 state of phenyl51-52 with the EA of -Ph, 1.096(6) 

eV.20 For comparison, the EOM-IP-CCSD calculations in Section 4 predicted a vertical attach-

ment energy of 3.136 eV for the -Ph equilibrium. Unlike its adiabatic counterpart, the vertical 

value does not account for the anion geometry relaxation and is therefore smaller than EA().  

Figure 8 compares the A band stick spectrum (FC factors squared, uncorrected for the Wig-

ner scaling and hence extending beyond the photon energy) to the experimental band expanded 

from Figure 3a. The FC factors are from run A1 (Table 3), which included all vibrational modes 

of the neutral, but allowed no excitations in the anion (T = 0). The corresponding Wigner-cor-

rected and broadened spectrum consists of a single peak at the transition’s origin (‘o’ in Figure 

8). It is shown in light blue in Figure 3a and several subsequent figures. The relative normaliza-

tion of the simulated A and X band intensities is arbitrary. 

It is important to understand why Lineberger’s 351 nm (3.53 eV) spectrum includes only a 

hint of band A,20 while in ours (ℎ𝜈 ൌ 3.49 eV) this band is as intense as X (Figure 3a). First, as 

mentioned in their report, Lineberger’s apparatus has diminishing sensitivity to low-eKE elec-

trons, while our imaging analyzer is equally sensitive at any eKE, up to the limit set by the 

detector radius. Second, the temperature of the ions is higher in our experiment and most of our 
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A band’s intensity in Figure 3a is attributed to hot bands. 

5.3. Active modes. The past studies20-21 additionally demonstrate that band X in cold phenide is 

dominated by just two -Ph modes. Lineberger and co-workers attributed the band structure to 

the 600(10) and 968(15) cm-1 vibrations.20 They gave a definitive assignment for the first mode, 

𝜈ସ
ᇱ  in our notation. They also identified two candidates for the second vibration, corresponding to 

our 𝜈ଵ଴
ᇱ  and 𝜈ଵଶ

ᇱ  (Figure 6), but the data were insufficient to discriminate between the two. Our 

ezFCF runs X3 and X4 identify 𝜈ସ
ᇱ  and 𝜈ଵ଴

ᇱ  as primarily responsible for the structure of band X, 

confirming a similar conclusion of Sivaranjana Reddy et al.21 Both modes are symmetric ring 

distortions, consistent with the geometry difference between Ph and -Ph (Figure 5a).  

Hence, it is tempting to limit the modeling of band X to just the 𝜈ସ
ᇱ   and 𝜈ଵ଴

ᇱ  normal modes of 

-Ph. The result of the {𝜈ସ
ᇱ , 𝜈ଵ଴

ᇱ } approach (run X6) at T = 0 K is shown in Figure 7b (purple). 

While the band structure is well reproduced, the intensity of the higher-eBE shoulder is underes-

timated compared to both the experimental spectrum (also included in Figure 7b) and the full FC 

simulation (blue in Figure 7a). The shoulder is significantly improved if the 𝜈ଵଶ
ᇱ  mode is added to 

the calculation. This mode was the second candidate suggested by Lineberger and co-workers for 

the higher-frequency progression.20 The {𝜈ସ
ᇱ , 𝜈ଵ଴

ᇱ , 𝜈ଵଶ
ᇱ } cold-ion spectrum is shown as a green 

trace in Figure 7b. It is based on the FC factors determined from run X5 (Table 3), with T = 0 K. 

While the {𝜈ସ
ᇱ , 𝜈ଵ଴

ᇱ , 𝜈ଵଶ
ᇱ } simulation is more successful, compared to {𝜈ସ

ᇱ , 𝜈ଵ଴
ᇱ }, in describing the 

band’s right shoulder, it still falls noticeably short of the all-modes calculation in Figure 7a. 

There is another reason to include 𝜈ଵଶ
ᇱ  in the vibrational space used in the following statistical 

analysis. Our model simulations rely on the relative mappings of the neutral and anion vibra-

tions. As seen in Figure 6, the first FC-active mode of -Ph, 𝜈ସ
ᇱ , corresponds closely to the 𝜈ଷ

ᇱᇱ 

mode of the anion, but 𝜈ଵ଴
ᇱ  does not map adequately on any one anion mode. Instead, it is best 

described as a superposition of two modes, 𝜈ଵ଴
ᇱᇱ  and 𝜈ଵଶ

ᇱᇱ . Similarly, 𝜈ଵଶ
ᇱ  is also best viewed as a 

superposition of 𝜈ଵ଴
ᇱᇱ  and 𝜈ଵଶ

ᇱᇱ . Thus, representing the coordinates of the two -Ph modes which 

dominate the cold Ph spectrum requires three modes of the anion, 𝜈ଷ
ᇱᇱ, 𝜈ଵ଴

ᇱᇱ , and 𝜈ଵଶ
ᇱᇱ . Preserving 

the dimensionality, we define the FC-active vibrational space in terms of either three neutral 

modes, 𝜈ସ
ᇱ , 𝜈ଵ଴

ᇱ , and 𝜈ଵଶ
ᇱ , or the corresponding three anion modes, 𝜈ଷ

ᇱᇱ, 𝜈ଵ଴
ᇱᇱ , and 𝜈ଵଶ

ᇱᇱ . These two 

spaces are approximately the same, and we will view them as one. To be succinct, this FC-active 

space will be denoted 𝐐ଡ଼
ଷ  ≡ {𝜈ଷ

ᇱᇱ, 𝜈ଵ଴
ᇱᇱ , 𝜈ଵଶ

ᇱᇱ }  {𝜈ସ
ᇱ , 𝜈ଵ଴

ᇱ , 𝜈ଵଶ
ᇱ }, where superscript 3 is the space’s 

dimensionality, while subscript X refers to the X band.  
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The A band spectrum (Figure 8) similarly shows three dominant -Ph modes excited in the 

photodetachment: 𝜈ସ
ᇱ , 𝜈ଽ

ᇱ , and 𝜈ଶଶ
ᇱ . Based on the mode representations in Figure 6, these modes 

overlap closely with the respective 𝜈ଷ
ᇱᇱ, 𝜈ଵ଴

ᇱᇱ , and 𝜈ଶଵ
ᇱᇱ  normal modes of the anion. Therefore, the 

FC-active space for the A band is defined as 𝐐୅
ଷ  ≡ {𝜈ଷ

ᇱᇱ, 𝜈ଵ଴
ᇱᇱ , 𝜈ଶଵ

ᇱᇱ }  {𝜈ସ
ᇱ , 𝜈ଽ

ᇱ , 𝜈ଶଶ
ᇱ }. 

5.4. Isolated active modes in hot ions. At higher temperatures, a full FC calculation, analogous 

to the simulation in Figure 7a but including not only the neutral but also the anion excitations up 

to an adequate limit, would take millennia to complete (X1 and X2 in Table 3). In search of a 

different approach, we will limit the FC calculations to the 𝐐ଡ଼
ଷ  and 𝐐୅

ଷ  spaces defined in Section 

5.3 and then, in Section 6, use statistical modeling to account for all other vibrations. The X band 

FC factors for 𝑛ᇱ, 𝑛ᇱᇱ ∈ 𝐐ଡ଼
ଷ , with maxሺ∑𝑛௜

ᇱ ሻ = maxሺ∑𝑛௜
ᇱᇱ ሻ = 24, were calculated in Section 5.3 

(ezFCF run X5). Using these factors, Figure 7c shows the effect of increasing the 𝐐ଡ଼
ଷ  tempera-

ture from 0 to 1000 K. 

For detailed modeling of the hot-ion spectra, we first turn to the A band. Unlike X, it shows a 

partially resolved vibrational structure in the experimental spectrum in Figure 3a. Moreover, this 

band’s 355 nm (3.49 eV) model spectrum at T = 0 K consists of only the origin peak (‘o’ in 

Figure 8), represented by the lone light-blue peak at eBE = 3.439 eV in Figure 9a and b. 

The A band FC factors for 𝑛ᇱ, 𝑛ᇱᇱ ∈ 𝐐୅
ଷ , with maxሺ∑𝑛௜

ᇱ ሻ = maxሺ∑𝑛௜
ᇱᇱ ሻ = 24, were calcu-

lated in run A2 (Table 3). The dark blue and red model spectra in Figure 9a correspond to 𝐐୅
ଷ  

temperatures of 3400 and 6000 K, respectively. They are compared to the experimental spectrum 

from Figure 3a. The vibrational structure in the model spectra agrees with the discernable experi-

mental peaks. Each model peak labeled in the figure consists of multiple overlapping transitions; 

their aggregate assignments are given in the inset in terms of the changes in the 𝜈ଷ
ᇱᇱ and 𝜈ଵ଴

ᇱᇱ  exci-

tations upon photodetachment. (Mode 𝜈ଶଵ
ᇱᇱ  also contributes, but less than the other two.) For 

example, peak ‘a’ corresponds to the loss of one 𝜈ଷ
ᇱᇱ excitation and the gain of one in 𝜈ଵ଴

ᇱᇱ . 

In estimating the temperature, we focus on the low-eBE part of the spectrum, which is due 

exclusively to the thermally excited ions. The T = 3400 K spectrum in Figure 9a gives the best 

overall agreement with the experiment, but overestimates the relative intensity of the origin peak. 

This discrepancy is addressed in Section 6.3. The 6000 K red trace is shown in Figure 9a to 

confirm that these simulations allow for sufficient vibrational excitations in the anion and the 

neutral. To stress this point, Figure 9b shows the corresponding results obtained with maxሺ∑𝑛௜
ᇱ ሻ 

ൌ maxሺ∑𝑛௜
ᇱᇱ ሻ ൌ 8 (run A3 in Table 3), instead of 24 in Figure 9a. Not only reducing the excita-
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tion limits yields colder-looking spectra, but there is less difference between the 3400 K and 

6000 K simulations in Figure 9b. This is because the band includes many transitions from ther-

mally excited anions with more than 8 quanta distributed among the active modes.  

A similar approach was used to simulate the X band transitions at all wavelengths studied. 

The results are shown in Figure 10 (red), in comparison with the experimental spectra (black). 

Similar to Figure 3, shown in light blue are the all-modes FC spectra of cold phenide, Wigner-

adjusted for the corresponding wavelengths. The A band simulation at 3400 K in Figure 10a is 

reproduced from Figure 9a (blue). The temperature parameter in Figure 10a was adjusted inde-

pendently for each band, to match the experimental spectrum in the respective low-eBE regions. 

It is encouraging that both X and A bands in Figure 10a are described by the same temperature. 

Still, the X band simulations in Figure 10 show discrepancies between the 𝐐ଡ଼
ଷ  model and the 

experiment on the higher-eBE side. These discrepancies are attributed to the unphysical exclu-

sion of the FC-inactive modes, which do participate in thermal excitation. The low-eBE 

shoulders in the 532 and 611 nm spectra are best described with a slightly lower temperature of 

3000 K, compared to 3400 K at 355 nm. This too is likely due to the model assumptions. 

6.  Statistical Approach to Hot-Ion Spectra 

6.1. The need for a statistical approach. At cold temperatures, there is no need to consider vib-

rational excitations in the initial (anion) state. This simplifies the FC analysis, because only the 

FC-active modes must be considered in the neutral state. At higher temperatures, one must 

additionally contend with the thermal activity. 

Thermal excitations are not subject to the Franck-Condon principle or spectroscopic selection 

rules: all vibrations are thermally active at sufficiently high temperatures. In the classical high-

temperature limit, all 27 modes of Ph will be excited, each carrying, on average, one unit of kT. 

Even at moderate temperatures, just high enough for most population to be in excited levels (T ≳ 

300 K for Ph, according to Figure 1a), there is no physical justification for limiting the thermal 

excitation to a subset of modes. Since electrons can be detached from anions in any vibrational 

state, the thermal and FC activities become therefore intertwined. 

Each vibrational state of the anion, 𝑛ᇱᇱ = {𝑛௜
ᇱᇱ}, i = 1-27, possesses its own FC fingerprint, 

𝐹௡ᇲᇲ, which depends parametrically on 𝑛ᇱᇱ and has the explicit form of an FC factor (FCF) array 

defined in the space of all neutral states, 𝑛ᇱ ൌ ሼ𝑛௜
ᇱሽ: 𝐹௡ᇲᇲሺ𝑛

ᇱሻ ൌ FCFሺ𝑛ᇱ,𝑛ᇱᇱሻ. As already stated, 
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calculating the unique 𝐹௡ᇲᇲሺ𝑛
ᇱሻ, 𝑛ᇱ, 𝑛ᇱᇱ ∈ 𝐐𝟐𝟕 (the complete space), arrays for all anion states 

with sufficient excitation limits would require millennia of computing time. Even if such imprac-

tical amount of effort could, hypothetically, be afforded, this approach would still be misguided. 

First, harmonic calculations that neglect couplings between the zeroth-order states are likely to 

be untrustworthy for highly excited levels. Second, the unique FC fingerprints of the individual 

anion states are anyway washed out in the congested spectra, making the cumbersome calcula-

tion of all individual FC factors quite unnecessary. Hence, in the following, we focus on the 

limited vibrational spaces spanned by the FC-active modes, defined in Section 5.3, and develop a 

statistical approach to account for the FC-inactive (but thermally active) vibrations. 

6.2. The density of states and vibrational energy distribution of Ph. Given the dense mani-

fold of excited states associated with the 27 vibrational modes, excited states of Ph can contri-

bute significantly to the vibrational partition function at high temperatures. To stress this point, 

Figure 11 shows the vibrational energy distributions, 𝑃ሺ𝐸ሻ, for Ph at various temperatures from 

300 K to 1000 K. The distributions were calculated according to Eq. 1, using the DOS function 

𝑔ሺ𝐸ሻ evaluated under the harmonic approximation. A direct state count in MATLAB using the 

fundamental mode frequencies of Ph from Table 2 was used in the 𝐸 = 0–0.7 eV interval. This 

energy range was divided into 100 bins, and the state count for each bin was converted to the dis-

crete DOS values by dividing it by the bin width. The binned 𝑃ሺ𝐸ሻ values are shown in Figures 

11a-d by filled symbols.  

Overall, 439,775 Ph states were identified below 0.7 eV (30 min of computing time). Above 

0.7 eV, the direct-count approach rapidly becomes prohibitively time-consuming, so the 𝑔ሺ𝐸ሻ ∝

𝐸௡
∗ିଵ extrapolation was used instead. The proportionality coefficient and n* were determined by 

requiring the continuity of 𝑔ሺ𝐸ሻ and its derivative at the 𝐸 = 0.7 eV stitching point. The resulting 

extrapolations (with n* = 9.5) are shown by red curves in Figures 11a-d. These and other simi-

larly obtained distributions were also used to generate the plots in Figure 1. Since the effective 

number of oscillators is a monotonically increasing function of energy, all curves in Figure 11, 

obtained with the n* values determined at the stitching points, underestimate the DOS—and, 

therefore, 𝑃ሺ𝐸ሻ—at higher energies. 

From these calculations, we conclude that at T > 700 K (kT > 0.06 eV), vibrational states 

with E > 1 eV contribute significantly to the partition function. To account for this polyatomic 

DOS effect, the upper bound of the anion excitation energy was set to 2.5 eV in all model calcu-
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lations presented below. Even though this limit is above the adiabatic detachment threshold (EA 

= 1.096 eV),20 the autodetachment rate at T ~ 700 K is expected to be low (and, in fact, not 

observed in the photoelectron images in Figure 3). Vibrational autodetachment requires more 

than EA of energy to be channeled in the electronic degrees of freedom, which is statistically 

unlikely due to the thermal excitation energy being partitioned amongst many vibrations.53-58 

6.3. The dark-bath model. We will now assume that the FC-active modes are in thermodyna-

mic equilibrium with the rest of the vibrations. For each of the X and A electronic transitions, we 

define the corresponding “bath” space, spanned by the coordinates of the 24 FC-inactive modes. 

For the X band, bath 𝐁ଡ଼
ଶସ is obtained by excluding 𝜈ଷ

ᇱᇱ, 𝜈ଵ଴
ᇱᇱ , and 𝜈ଵଶ

ᇱᇱ  from the complete set of Ph 

normal modes. For the A band, 𝐁୅
ଶସ is obtained by similarly excluding 𝜈ଷ

ᇱᇱ, 𝜈ଵ଴
ᇱᇱ , and 𝜈ଶଵ

ᇱᇱ . 

The DOS functions for the bath spaces, 𝑔𝐁౔మరሺ𝐸௕ሻ and 𝑔𝐁ఽమరሺ𝐸௕ሻ, where 𝐸௕ is bath energy, 

were determined using the algorithm described in Section 6.2 for the complete vibrational space, 

𝐐𝟐𝟕. Overall, 174,138 𝐁ଡ଼
ଶସ states and 201,425 𝐁୅

ଶସ states were directly counted for 𝐸௕ < 0.7 eV, 

compared to the 439,775 𝐐𝟐𝟕 states. Due to the fewer degrees of freedom in the bath calcula-

tions, the effective number of oscillators at the 𝐸௕ = 0.7 eV stitching point was reduced to n* = 

9.0 (from 9.5). For illustration, the 𝑃𝐁ఽమరሺ𝐸௕ሻ energy distribution for 𝐁୅
ଶସ at T = 1000 K is shown 

in Figure 12. It is similar to the complete-space distribution in Figure 11d, but the maximum is 

shifted to slightly lower energy. The corresponding 𝐁ଡ଼
ଶସ distribution (not shown) is very similar. 

We will now model the hot Ph spectra by assuming that their intensity is derived from the 

FC-active modes only: the bath modes are “dark”, and their effect is limited to increasing the 

degeneracy of each active-space state. This is not the same as stating that the bath states (as 

opposed to the bath modes) are dark. Under the dark-bath approximation, any state หሼ𝑛௜
ᇱᇱሽ, ሼ𝑛௝

ᇱᇱሽൿ, 

where ሼ𝑛௜
ᇱᇱሽ ∈ 𝐐𝐗

𝟑 or 𝐐𝐀
𝟑 , ሼ𝑛௝

ᇱᇱሽ ∈ 𝐁𝐗
𝟐𝟒 or 𝐁𝐀

𝟐𝟒, is assigned the same FC spectrum as the active-

space state |ሼ𝑛௜
ᇱᇱሽ⟩. Then, any pure-bath state หሼ0௜

ᇱᇱሽ, ሼ𝑛௝
ᇱᇱሽൿ has the same set of FC factors as the 

ground state of phenide, |0″. These integrals all correspond to the ሼ𝑛௜
ᇱሽ  ሼ0௜

ᇱᇱሽ active-mode 

excitations within 𝐐𝐗
𝟑 or 𝐐𝐀

𝟑 , while keeping the bath part of the initial state unchanged. 

The FC factors, FCFሺ𝑛ᇱ,𝑛ᇱᇱሻ, for 𝑛ᇱ, 𝑛ᇱᇱ ∈ 𝐐ଡ଼
ଷ  and 𝐐୅

ଷ  were calculated in Section 5.3 (runs X5 

and A2). In the dark-bath approach, the intensity of each active-space transition, FCFଶሺ𝑛ᇱ,𝑛ᇱᇱሻ, is 

scaled by the bath degeneracy, 𝑔௕ሺ𝐸௕ሻ𝑑𝐸௕, where 𝑔௕ is the bath DOS (either 𝑔𝐁౔మర or 𝑔𝐁ఽమర) com-

puted above. The result is weighted by the Boltzmann factor for the total anion energy, 𝐸ᇱᇱ = 
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𝐸௔ ൅ 𝐸௕, where 𝐸௔ corresponds to the FC-active modes. Since each active-space transition can 

be coupled with any amount of thermal bath excitation, the result is integrated with respect to 𝐸௕: 

 

𝐼ሺ𝑛′,𝑛′′ሻ ൌ FCF2ሺ𝑛′,𝑛′′ሻන 𝑔𝑏ሺ𝐸𝑏ሻ𝑒െሺ𝐸𝑎൅𝐸𝑏ሻ/𝑘𝑇𝑑𝐸𝑏

∞

0

  (2)
 

giving the FC intensity of the 𝑛ᇱ ← 𝑛ᇱᇱ active-space transition for the initial state 𝑛ᇱᇱ coupled to 

the dark bath. The complete photoelectron spectrum is then given, as usual, by the sum of all 

Wigner-scaled (as defined in Section 5.1) 𝑛ᇱ ← 𝑛ᇱᇱ transition intensities, convoluted with a 

broadening function. 

The 𝑒ିாೌ/௞் part of the Boltzmann factor in Eq. 2 can be moved outside the bath integral, 

turning the remainder into the bath-distribution’s, 𝑃𝐁౔మరሺ𝐸ሻ or 𝑃𝐁ఽమరሺ𝐸ሻ, normalization constant. 

For this mathematical reason, the dark-bath results are indistinguishable from the isolated active-

space method described in Section 5.4, despite the inclusion of a large volume of additional 

information (the bath DOS). To be sure, we verified that the model spectra obtained using Eq. 2 

are the same as those shown Figure 9a and 10a-c (at the same temperatures). The physical origin 

of this equivalence is in both models ascribing all spectral intensity to the FC-active space. In 

both cases, the model outcomes are determined by the active-mode temperature, whether it is 

maintained in isolation or in equilibrium with a bath. 

The equivalence of the active-space and dark-bath models allows us to address the exagge-

rated compared to the experiment intensity of the origin peak in the A band simulated spectrum 

in Figure 9a. The spectrum shown can be calculated using either model, but we will now discuss 

its origin peak within the dark-bath framework. This model assigns the same FC fingerprint, 

𝐹|଴ᇲᇲൿሺ𝑛
ᇱሻ corresponding to the ground state of Ph, to all pure-bath states หሼ0௜

ᇱᇱሽ, ሼ𝑛௝
ᇱᇱሽൿ, ሼ𝑛௜

ᇱᇱሽ ∈

𝐐𝐀
𝟑 , ሼ𝑛௝

ᇱᇱሽ ∈ 𝐁𝐀
𝟐𝟒. As seen in Figure 8, the corresponding FC spectrum is dominated by the band 

origin (‘o’). In the Boltzmann-weighted average of many bath states in Eq. 2, the origin peak is 

amplified by the effect of the large bath degeneracy, with every bath state contributing at the 

same eBE as the active-space |0  |0 transition. In the experimental spectrum, on the other 

hand, different bath states contribute at slightly varying eBEs, because of the differences bet-

ween the anion and neutral vibrational frequencies. Our formulation of the dark-bath model does 

not take these state-dependent shifts into account, but we have verified that, on average, they 

have only a small effect on the highly averaged model spectrum overall. Neglecting these shifts, 
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however, leads to the exaggerated narrow peak at the transition’s origin. 

6.4. The bright-bath model. The 𝐐ଡ଼
ଷ  and 𝐐୅

ଷ  FC-active spaces are each spanned by the three 

modes most active in the photodetachment of cold phenide. The bath states (including the active-

bath combination states) were excluded from the active-space model in Section 5.4. The dark-

bath approximation in Section 6.3 considered their contribution to the partition function but did 

not assign the bath modes any FC amplitudes. We will now consider that these modes may not 

be necessarily dark. Although most FC activity in cold anions is due to the FC-active modes, 

various couplings, such as the anharmonicity and vibronic effects,10,21,59 may light up the bath 

modes in the mixed states and even change the spectral shapes entirely. In the following, we will 

assume that all vibrations should be treated as “bright”, thus rendering the active vs. bath distinc-

tion moot. 

Under this approximation, the excited anion states are viewed as strongly mixed and as a 

result the 𝐐ଡ଼
ଷ  or 𝐐୅

ଷ  zeroth-order states share the FC amplitudes with the bath states. As a statis-

tical postulate, we will assume that each state degenerate with a given active-space state has the 

same FC fingerprint as the latter. In practice, this means that the previously determined (Section 

5.4) intensity of each active-space transition, FCFଶሺ𝑛ᇱ,𝑛ᇱᇱሻ, 𝑛ᇱ, 𝑛ᇱᇱ ∈ 𝐐ଡ଼
ଷ  or 𝐐୅

ଷ , must be scaled 

by the anion density of states 𝑔ሺ𝐸ᇱᇱሻ and weighted by the corresponding Boltzmann factor: 

 𝐼ሺ𝑛′,𝑛′′ሻ ൌ FCF2ሺ𝑛′,𝑛′′ሻ𝑔ሺ𝐸′′ሻ𝑒െ𝐸
′ ′ /𝑘𝑇 

 
(3) 

In contrast to Eq. 2, here 𝐸ᇱᇱ is not partitioned between the active space and the bath, hence no 

integration with respect to the latter. The total spectrum is calculated, as usual, via a Wigner-

scaled sum of all 𝑛ᇱ  𝑛ᇱᇱ transitions, convoluted with an eKE-dependent broadening function. 

Starting again with band A, Figure 13 shows the bright-bath results. The best agreement with 

the experiment is achieved at T = 750 K, with the 650 K and 900 K spectra included to illustrate 

the model’s sensitivity to T. The 750 K temperature determined using the bright-bath model is 

several-fold lower than the active-space-only or dark-bath temperature of 3400 K (Figure 9a). 

This could be expected, because with more vibrational modes contributing to the transitions, the 

temperature needed to achieve a similar total excitation is much smaller. 

Figure 14a presents the bright-bath simulation of the entire 355 nm spectrum (bands X and 

A), while b and c show the corresponding simulations of the X band at 532 and 611 nm. As with 

other approaches, we focus on the low-eBE (left) sides of the bands. Again, it is encouraging that 
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both bands in the 355 nm spectrum are described by the consistent bright-bath temperature of 

750 K. Similar to the dark-bath case, the bright-bath temperatures of the 532 and 611 nm spectra 

are lower: 620 and 600 K, respectively. As in the dark-bath case, it is impossible to model both 

the left and right sides of band X using the same T.  

It is not surprising that this model performs poorly in the high-eBE part of band X (the corre-

sponding part of A is not accessed in the experiment). This part of the band is due to transitions 

from the lower anion states to higher-energy states of the neutral. The low anion states should be 

well-described within the uncoupled-modes approximation. Hence, the bath-coupling model 

likely overestimates these transitions. The statistical mixing assumption is more reasonable in the 

low-eBE part of the spectrum, which corresponds to highly excited anions. 

6.5. Energy conservation. The common assumption of the models described so far is that the 

spectral signatures of various states can be predicted, on average, based on the signatures of a 

subset of states. Variations of this approach provide insight into the hot-band behavior and yield 

reasonable agreements with the experimental spectra, some limitations notwithstanding.  

We will now model the hot-ion spectra without state-specific FC factors for the excited anion 

states. Our final approach assumes that due to the large DOS and state mixing, the state-specific 

spectral envelopes are subject to only one principal constraint: the conservation of energy. This 

approach is illustrated schematically in Figure 15. Parts a and b show the transitions from the 

ground and excited vibrational states of the anion. In each case, the accessed part of the neutral 

potential is highlighted with a color gradient. To the left are the schematic depictions of the 

expected bands, S0 and SE″, plotted as functions of the neutral energy, E′. The excited-state 

spectrum in b is expected to be broader than that of the |0″ state in a. In each case, the lowest 

neutral state accessed corresponds to E′ = 0. For the ground state of the anion (E″ = 0), the 

lowest-eBE transition corresponds to the adiabatic EA, while for the excited anion, the lowest 

transition’s eBE is reduced by the vibrational excitation of the anion (i.e., EA  E″). The two 

bands from a and b are plotted together with respect to the common eBE scale in Figure 15c. 

Using Figure 15c as a guide, we will postulate that the spectrum of an excited anion state at 

energy E″, SE″(eBE), can be obtained via a linear transformation of the |0″ spectrum, S0(eBE). 

All SE″(eBE) spectra discussed here are defined by the FC overlaps only, i.e., they are calculated 

prior to the Wigner, Boltzmann, and DOS scalings. For S0(eBE), we use the cold model spectra 

for bands X and A obtained in Section 5.2. The S0(eBE)  SE″(eBE) transform assumes an 
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anchor point to right of the transition’s VDE and is defined to shift the band’s onset from eBE = 

EA in S0(eBE) to eBE = EA  E″ in SE″(eBE), as explained in the Figure 15c caption. The final 

photoelectron spectrum is calculated by applying the Boltzmann, Wigner, and DOS scalings to 

SE″(eBE) and integrating over the full range of anion energies: 

 

𝑆ሺeBEሻ ൌ ሺℎ𝜈 െ eBEሻ𝑃 න 𝑆𝐸′′ ሺeBEሻ𝑔ሺ𝐸′′ ሻ𝑒െ𝐸
′′ /𝑘𝑇𝑑𝐸′′

∞

0

  (4)
 

The results are shown in Figure 16. The low-eBE scaling of the model bands is affected the 

most by temperature, while the anchor parameter in the S0(eBE)  SE″(eBE) transformation con-

trols the position of the maximum and is therefore easy to choose. (For the model spectra in 

Figure 16, the X band anchor was set at eBE = 1.75 eV, while that for A at eBE = 3.80 eV.) The 

agreement of the model spectra with the experiment is much improved compared to the other 

models, particularly for the X band. The model assigns a consistent temperature of 700 K to the 

experimental X bands observed at each wavelength. The A band, however, is described by T = 

500 K (Figure 16a), but this apparent discrepancy has a straightforward explanation.  

Due to the  and  characters of the respective detachment orbitals (Figure 4), transition X 

involves a more significant Ph to Ph geometry change compared to A. Therefore, the X band 

has a broader FC spectrum due to a broad range of neutral vibrational states accessed from any 

of the anion states. The energy-conservation model assumes that the low-eBE onset of band X 

corresponds to transitions from the highest anion levels with detectable populations to the |0′ 

state of -Ph. This assumption is valid only for a broad-band transition like X. 

Due to the smaller geometry change, band A is narrow in comparison. The most intense tran-

sition from the |0″ state of Ph is to the |0′ state of -Ph (see the FC stick spectrum in Figure 8). 

The most intense transitions from excited Ph levels are expected to be to the corresponding 

excited -Ph states. For large enough E″, the |0′ state will not be accessed at all—not because of 

the energetics but due to the Franck-Condon considerations, which this model disregards. This 

would mean that the low-eBE onset of band A does not correspond to transitions to the |0′ state 

of -Ph. In this case, the energy-conservation model overestimates the band width for a given 

temperature and, vice versa, underestimates the temperature for a given band width. This is what 

we see in Figure 16a and hence, the X band temperature of 700 K, rather than A band’s 500 K, 

should be viewed as a more reliable estimate of the true anion temperature. 
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7. Summary and Conclusions 

We reported the photoelectron spectra of hot phenide obtained at 355 nm (3.49 eV), 532 nm 

(2.33 eV), and 611 nm (2.03 eV). Because of the very large number of initial vibrational states 

involved, these broad and congested spectra cannot be analyzed using complete Franck-Condon 

calculations, while the active-modes analysis is strictly applicable to cold anions only. Hence, we 

have described several model approaches that combine the results of a limited (and, therefore, 

feasible) Franck-Condon analysis with statistical calculations to interpret the observed spectra. 

We stress that limiting the FC calculations for hot ions to a subset of vibrational modes stems 

from the computational necessity, not physical reality, for all modes should be viewed as active 

with respect to thermal excitation. 

Comparison of the model results to the experimental spectra provides insight into the electro-

nic/vibrational structure and the statistical nature of hot polyatomic ions. The statistical approach 

also provides efficient means of determining the ion temperature by modeling the experimental 

spectra. This capability can be applied to the properties of hot plasmas, the collisional excitation 

or cooling of ions, as well as the evaporative cooling in cluster ions. 

Table 4 provides a summary of the temperatures determined using the models described in 

this work. The isolated active modes and active modes + dark bath models ascribe the photoelec-

tron spectra to excitations within the FC-active modes only. The former model does not consider 

the FC-inactive vibrations at all, while the latter accounts only for the degeneracy due to the 

inactive modes. These two models yield identical results, because the predicted spectra depend 

on the active-mode temperature only, whether these modes are isolated or in thermodynamic 

equilibrium with the other, dark modes. As a consequence of confining all spectral hot bands to a 

small subset of vibrational modes, the ion temperatures obtained by comparing these models to 

the experimental spectra are presumed to be much higher than the real temperature of the ions. 

The other two models in Table 4 consider couplings of the FC-active modes to the bath, 

including sharing of the transition intensities. As the “dark” modes light up, the active/bath 

distinction disappears, but it is maintained within the model formalism in the form of the explicit 

assumption that the FC signatures of the active space can be extrapolated to the rest of the 

coupled vibrations. This extrapolation can be done in one of two ways. The active modes + 

bright bath model assigns the bath states the same FC factors as those of the degenerate active-

space states. This approach yields more realistic ion temperatures but overestimates the contribu-



21 
 

tions of the higher-eBE transitions from the low-energy anion states to the excited states of the 

neutral. The second coupling approach is based on the energy conservation only and does not 

consider the FC factors for the excited anion states explicitly. Instead, it uses a linear transforma-

tion of the ground-state spectrum to predict the excited-state spectra. This model yields a con-

sistent ion temperature of 700 K, determined based on the X band at all laser wavelengths used.  

The A model temperature proved to be lower, but due to the reasons discussed in Section 6.5 this 

discrepancy does not affect our ion temperature estimate. It is our overarching assertion that 700 

K is the approximate vibrational temperature of the ions in the reported experiments. 

In conclusion, we recognize the unique features of high temperature polyatomic ions stem-

ming from their rapidly increasing with energy density of states. The described formalism 

provides an efficient way for combining limited state-specific quantum calculations with statisti-

cal analysis to predict the envelopes of the congested photoelectron spectra of hot ions. 
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Table 1. Geometric parameters describing the equilibrium structures of Ph, -Ph, and -Ph. 

Each structure is planar, of C2v symmetry. The carbon atom numbers (1-6) are defined in Figure 

5. Bondlengths are in Angstroms, angles in degrees. 

 
 

 Ph (X 1A1)a -Ph (X 2A1)b -Ph (A 2B1)c 

C1–C2 1.423 1.436 1.380 1.480 

C2–C3 1.407 1.415 1.407 1.387 

C3–C4 1.402 1.410 1.400 1.426 

C2–H 1.102 1.104 1.091 1.097 

C3–H 1.099 1.102 1.092 1.096 

C4–H 1.094 1.098 1.090 1.095 

C2–C1–C6 112.1 111.2 125.9 111.7 

C1–C2–C3 124.9 125.3 116.5 124.7 

C3–C4–C5 118.2 118.0 120.6 120.5 

H–C2–C3 116.1 116.0 121.0 118.2 

H–C3–C2 120.4 120.4 119.6 121.5 

 
a First value: B3LYP/aug-cc-pVDZ. Second: CCSD/aug-cc-pVDZ 
b B3LYP/aug-cc-pVDZ 
c EOM-IP-CCSD/aug-cc-pVDZ 
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Table 2. Harmonic frequencies (in cm-1) and symmetry species of the vibrational normal modes 

of Ph, -Ph, and -Ph.a 

Mode number Ph(X 1A1)  -Ph (X 2A1)  -Ph (A 2B1)  

1 351 A2 398 A2 287 A2 

2 399 B1 422 B1 354 B1 

3 591 A1 596 B2 519 B2 

4 627 B2 616 A1 579 A1 

5 668 B1 669 B1 690 B1 

6 723 B1 710 B1 794 A2 

7 842 A2 803 A2 817 B1 

8 858 B1 881 B1 922 B1 

9 951 A2 955 A2 924 A1 

10 958 A1 980 A1 976 A2 

11 961 B1 983 B1 991 A1 

12 1000 A1 1017 A1 996 B1 

13 1041 B2 1046 A1 1016 A1 

14 1049 A1 1069 B2 1054 B2 

15 1143 B2 1167 A1 1103 B2 

16 1181 A1 1167 B2 1209 A1 

17 1270 B2 1292 B2 1254 B2 

18 1322 B2 1334 B2 1327 B2 

19 1412 B2 1449 B2 1383 B2 

20 1436 A1 1458 A1 1439 A1 

21 1560 A1 1572 A1 1533 B2 

22 1568 B2 1630 B2 1626 A1 

23 3017 A1 3166 A1 3173 A1 

24 3019 B2 3171 B2 3175 B2 

25 3065 A1 3184 A1 3193 A1 

26 3070 B2 3186 B2 3200 B2 

27 3134 A1 3197 A1 3215 A1 
 

a The Ph and -Ph frequencies were calculated using the B3LYP/aug-cc-pVDZ method. EOM-

IP-CCSD/aug-cc-pVDZ was used for -Ph. The symmetry labels within the C2v point group 

are defined using the standard Mulliken notation. The bolded/shaded cells correspond to the 

normal modes included in Figure 5. 
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Table 3. Benchmarking details of the FC factor calculations using ezFCF. 

Run Modes 
included 

Max excitations 
Anion   Neutral 

Vibrational states 
Anion         Neutral 

No. of comb. 
bands 

Apprx. 
timea 

X1 27 (all)  24 24  6.26×109 6.26×109 3.92×1019 8×106 yrs 

X2 27 (all)  10 10  3.48×108 3.48×108 1.21×1017 25,000 yrs 

X3 27 (all)  0 10  1 3.48×108 3.48×108 40 min 

X4 10 (all A1)  0 16  1 5.31×106 5.31×106 <1 min 

X5 3 (𝐐ଡ଼
ଷ)  24 24  2925 2925 8.56×106 <1 min 

X6 2 (νସ
ᇱ , νଵ଴

ᇱ )  24 24  325 325 1.06×105 1 sec 

A1 27 (all)  0 4  1 31465 31465 <1 sec 

A2 3 (𝐐୅
ଷ )  24 24  2925 2925 8.56×106 <1 min 

A3 3 (𝐐୅
ଷ )  8 8  165 165 27225 <1 sec 

 
a The calculations were carried out on an Intel Core i7-7700HQ 2.80 GHz processor using 16 

GB of RAM. 
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Table 4. Model temperatures. 

 

Model Section Figures X banda A band 

FC active modes only 5.4 9a, 10 3400 K 
3000 K 
3000 K 

3400 K 

FC active modes  
+ dark bath 

6.3 9a, 10 3400 K 
3000 K 
3000 K 

3400 K 

FC active modes  
+ bright bath 

6.4 13, 14 750 K 
620 K 
600 K 

750 K 

Energy conservation 6.5 16 700 K 
700 K 
700 K 

500 K 

 
a The three values listed for each model correspond to the 355, 532, and 611 nm spectra, 

respectively. 
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Figure 1 

 

 

 

 

Figure 1. Temperature-dependent statistical properties of Ph (blue), NO2
 (green), and O2

 (red) 
for T = 0-1000 K. Shaded areas highlight the 300-700 K range. (a) Closed circles: fractional 
population of the ground vibrational state (labeled as v = 0). Open circles: the combined 
fractional populations of the ground state and all singly excited states (labeled as v = 0, 1). (b) 
Average vibrational energies of the ions. 
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Figure 2 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Schematic depiction of the electron-impact ionization ion source with an electron 
cannon. 
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Figure 3 

 

 

Figure 3. Photoelectron images and spectra (black) of Ph obtained at (a) 355 nm, (b) 532 nm, 
and (c) 611 nm. The laser polarization direction is vertical in the plane of all images. Light blue: 
the model spectra of cold phenide, obtained as described in Section 5.2 (ezFCF run X3 in Table 
3), included here for comparison. The model peaks marked with stars are the corresponding tran-
sition origins. 
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Figure 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Canonical Hartree-Fock molecular orbitals of the phenide anion:  (a1) HOMO and  
(b1) HOMO1. Calculated at the optimized anion geometry with the aug-cc-pVDZ basis set. 
Isosurface value = 0.04.
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Figure 5 

 

 

Figure 5. The equilibrium geometries of (a) Ph vs. -Ph and (b) Ph vs. -Ph. In each part, a 
single molecular frame is shown for the anion and the neutral. The geometric parameter values 
on the left are for the anion, on the right—the neutral. The complete parameters are given in 
Table 1. Both the anion and neutral structures in (a) were optimized at the B3LYP level. In (b), 
CCSD was used for the anion and EOM-IP-CCSD for -Ph.  
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Figure 6 

 

 

 

 

 

 

 

 

 

Figure 6. The coordinates and fundamental frequencies of several A1-symmetry normal vibra-
tional modes of Ph (bottom), -Ph (middle), and -Ph (top), included in the FC-active spaces, as 
discussed in Section 5.3. The same modes are highlighted and bolded in Table 2. 
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Figure 7 

 

Figure 7. FC simulations of the -Ph  Ph transition (band X) in phenide obtained under 
various conditions. (a) The blue trace includes is based on ezFCF run X3 (Table 3), which 
included all 27 vibrational modes of -Ph, with no excitations permitted in the anion (T = 0). (b) 
Purple: 𝜈ସ

ᇱ   and 𝜈ଵ଴
ᇱ  modes of -Ph only (run X6); green: the 𝜈ସ

ᇱ , 𝜈ଵ଴
ᇱ , and 𝜈ଵଶ

ᇱ  modes only, corre-
sponding to the 𝐐ଡ଼

ଷ  vibrational space (run X5); both spectra are similarly normalized and 
correspond to T = 0. The black dotted trace in both (a) and (b) is the 351 nm experimental 
spectrum obtained by Lineberger and co-workers at approximately 300 K (Ref. 20). (c) Green: the 
same 𝐐ଡ଼

ଷ , T = 0 spectrum as in (b). Red: similar 𝐐ଡ଼
ଷ  spectrum based on run X5 with T = 1000 K. 

Additional modeling details are provided in the text. 
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Figure 8 

 

 

 

 

 

 

 

Figure 8. Blue: the FC stick spectrum of the A band (run A1, T = 0, uncorrected for the photon 
energy). Peak labeled ‘o’ is the transition origin (the 0-0 transition). Its position is based on a 
combination of previous experimental data from refs. 20,51-52, as described in Section 5.2. Inset 
shows the assignments of other most intense transitions (corresponding to the vibrational states 
excited in -Ph). Additional modeling details are provided in the text. Black: the experimental A 
band expanded from Figure 3a. The red arrow at 3.49 eV indicates the 355 nm photon energy.  
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Figure 9 

 

Figure 9. The (equivalent) isolated FC-active space and dark-bath models applied to band A. 
(a) Model spectra obtained for the 𝐐୅

ଷ  vibrational space, either isolated from all other modes or 
coupled to a “dark” 𝐁୅

ଶସ bath as described in the text. The light blue, dark blue, and red spectra 
correspond to 𝐐୅

ଷ  temperatures of 0, 3400, and 6000 K, respectively. They were calculated by 
allowing up to 24 combined vibrational excitations in both the anion and neutral states (run A2). 
The inset gives aggregate assignments of the labeled peaks by indicating the changes in the 
excitation numbers 𝑛ଷ and 𝑛ଵ଴, corresponding to the anion 𝜈ଷ

ᇱᇱ and 𝜈ଵ଴
ᇱᇱ  modes, upon photode-

tachment. Because 𝜈ଷ
ᇱᇱ maps onto the -Ph mode 𝜈ସ

ᇱ  (Figure 5), while 𝜈ଵ଴
ᇱᇱ  maps onto 𝜈ଽ

ᇱ , the 
changes are calculated as ∆𝑛ଷ ൌ 𝑛ସ

ᇱ െ 𝑛ଷ
ᇱᇱ and ∆𝑛ଵ଴ ൌ 𝑛ଽ

ᇱ െ 𝑛ଵ଴
ᇱᇱ . (b) Same as (a), but with no 

more than 8 (instead of 24) excitation quanta among the three active modes (run A3). Additional 
modeling details are provided in the text. The black traces in both (a) and (b) correspond to the 
experimental spectrum reproduced (expanded) from Figure 3a. 
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Figure 10 

 

 

Figure 10. The (equivalent) isolated FC-active space and dark-bath models applied to bands X 
and A at (a) 355 nm, (b) 532 nm, and (c) 611 nm. Red: model spectra calculated at the indicated 
temperatures within the 𝐐ଡ଼

ଷ  and 𝐐୅
ଷ  spaces (runs X5 and A2, respectively), either isolated from 

all other modes, or coupled to the corresponding “dark” baths. Additional modeling details are 
provided in the text. Light blue: T = 0 all-modes FC reference spectra calculated as described in 
Section 5.2 (runs X3 and A1). Black: the corresponding experimental spectra reproduced for 
comparison from Figure 3a-c. 
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Figure 11 

 

Figure 11. Vibrational energy distributions, 𝑃ሺ𝐸ሻ, for Ph at (a) 300 K, (b) 500 K, (c) 690 K, 
and (d) 1000 K, calculated as described in the text. Filled symbols correspond to the binned 
populations within the 𝐸 = 0–0.7 eV interval. The red solid curves represent the corresponding 
extrapolations for E > 0.7 eV interval using 𝑔ሺ𝐸ሻ ∝ 𝐸௡

∗ିଵ, with n* = 9.5. 
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Figure 12 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. The vibrational energy distribution for the 𝐁୅
ଶସ bath space, 𝑃𝐁ఽమరሺ𝐸௕ሻ, at T = 1000 K, 

calculated as described in the text.  Filled symbols correspond to the binned populations within 
the 𝐸௕ = 0–0.7 eV interval. The red solid curve is an extrapolation using the DOS function 

𝑔𝐁ఽమరሺ𝐸௕ሻ ∝ 𝐸௕
௡∗ିଵ with n* = 9.0 for 𝐸௕ > 0.7 eV. 
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Figure 13 

 

 

 

 

 

 

 

 

Figure 13.  The bright-bath model applied to band A. The model spectra were calculated for the 
𝐐୅
ଷ  space (run A2) coupled to the bright 𝐁୅

ଶସ bath at three different temperatures, as indicated. 
Black: the experimental A band at 355 nm expanded from Figure 3a.  
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Figure 14 

 

 
 

 
Figure 14.  The bright-bath model applied to bands X and A at (a) 355 nm, (b) 532 nm, and (c) 
611 nm. Red: model spectra calculated at the indicated temperatures within the 𝐐ଡ଼

ଷ  and 𝐐୅
ଷ  

spaces (runs X5 and A2, respectively), coupled to the respective “bright” baths, 𝐁ଡ଼
ଶସ or 𝐁୅

ଶସ. 
Modeling details are provided in the text. Light blue: T = 0 all-modes FC reference spectra 
calculated as described in Section 5.2 (runs X3 and A1). Black: the corresponding experimental 
spectra reproduced for comparison from Figure 3a-c.  
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Figure 15 

 

 
 
 
 
 
 
 

Figure 15.  Spectral model based on the conservation of energy. Parts (a) and (b) compare the 
transitions from the ground (blue) and excited (red) vibrational states of the anion, respectively. 
The corresponding parts of the neutral potential accessed in the photodetachment are highlighted 
with a color gradient. To the left of each neutral potential are the schematic depictions of the 
expected spectral bands, S0(E′) and SE″(E′), respectively. (c) The spectral bands from (a) and (b) 
plotted together with respect to eBE. In the energy conservation model, the S0(eBE)  SE″(eBE) 
transform assumes an anchor point to right of the transition’s VDE, shown schematically by the 
vertical dashed line. The transform is defined to shift the band’s onset from eBE = EA in S0(eBE) 
to eBE = EA  E″ in SE″(eBE), while keeping the anchor unchanged. [Envision the blue curve 
representing S0 as an elastic object anchored at the dashed line. Imagine pulling the left end of 
this object from its initial position at eBE = EA to eBE = EA  E″, while preserving the spectrum 
normalization, until the entire blue curve transforms into the red, for SE″.] 



46 
 

Figure 16 

 
 
 
 

Figure 16. The energy-conservation model applied to bands X and A at (a) 355 nm, (b) 532 nm, 
and (c) 611 nm. Red: model spectra calculated at the indicated temperatures. Model details are 
provided in the text. Light blue: T = 0 all-modes FC reference spectra calculated as described in 
Section 5.2 (runs X3 and A1). Black: the corresponding experimental spectra reproduced for 
comparison from Figure 3a-c. 
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