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Abstract

The practicality of reinforcement learning algorithms has been limited due to poor scaling
with respect to the problem size, as the sample complexity of learning an e-optimal policy is
Q (|S||A|H?®/€®) over worst case instances of an MDP with state space S, action space A, and
horizon H. We consider a class of MDPs for which the associated optimal Q* function is low
rank, where the latent features are unknown. While one would hope to achieve linear sample
complexity in |S| and |A| due to the low rank structure, we show that without imposing further
assumptions beyond low rank of Q*, if one is constrained to estimate the @ function using only
observations from a subset of entries, there is a worst case instance in which one must incur a
sample complexity exponential in the horizon H to learn a near optimal policy. We subsequently
show that under stronger low rank structural assumptions, given access to a generative model,
Low Rank Monte Carlo Policy Iteration (LR-MCPI) and Low Rank Empirical Value Iteration
(LR-EVI) achieve the desired sample complexity of O ((|S| + |A])poly(d, H)/€?) for a rank d
setting, which is minimax optimal with respect to the scaling of |S|,|A|, and e. In contrast
to literature on linear and low-rank MDPs, we do not require a known feature mapping, our
algorithm is computationally simple, and our results hold for long time horizons. Our results
provide insights on the minimal low-rank structural assumptions required on the MDP with
respect to the transition kernel versus the optimal action-value function.
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1 Introduction

Reinforcement learning (RL) methods have been increasingly popular in sequential decision making
tasks due to their empirical success, e.g., Atari Games [31], StarCraft IT [46], and robotics [27]. RL
algorithms can be applied to any sequential decision making problem which can be modeled by a
Markov decision process (MDP) defined over a state space S and an action space A. The agent
interacts with the environment across a horizon of length H. In each step of the horizon, the agent
observes the current state of the environment and takes an action. In response the environment
returns an instantaneous reward and transitions to the next state. The key Markov property that
the dynamics of an MDP must satisfy is that the distribution of the instantaneous reward and
the next state is only a function of the current state and action. As a result it is sufficient for
the agent to only consider policies that define a distribution over the actions given the current
state of the environment. The goal of the agent is to find an optimal policy which maximizes its
cumulative expected reward over the horizon. When the dynamics and reward function of the MDP
are known in advance, that can be solved directly using dynamic programming. Reinforcement
learning considers the setting in which the MDP dynamics are unknown and thus the algorithm
must query from the MDP to both learn the model as well as find an optimal policy.

Despite the empirical success and popularity of RL, its usage in practical applications is limited
by the high data sampling costs in the training process, resulting from poor scaling of RL algorithms
with respect to the size of the state and action spaces. Given a finite-horizon homogeneous MDP
with state space S, action space A, and horizon H, one needs (|S||A|H?/€*) samples given a
generative model to learn an optimal policy [38]. The required number of samples is often too large
as many real-world problems when modeled as a Markov decision process (MDP) have very large
state and action spaces. For example, the n-city Capacitated Vehicle Routing Problem (CVRP),
a classical combinatorial problem from operations research, involves a state space {0,1}" and an
action space being all partial permutations of n — 1 cities [13].

A key function that is used in the course of solving for an optimal policy is the Q™ function,
which is also referred to as the action-value function of policy 7. It is defined over steps h € [H],
states s € S, and actions a € A. Q} (s, a) represents the expected cumulative reward that an agent
would collect if it were at state s at step h, took action a, and subsequently followed the policy 7
for all future steps until the end of the horizon. When the state and action space are finite, the
Q7 function can be represented as a |S| x |A| matrix. The @ function associated to the optimal
policy is denoted by Q*. Given @)}, the optimal policy at step A is trivial to find as it would follow
from simply choosing the action that optimizes )} for each state. Many RL algorithms rely on
estimating the @} functions across all state action pairs in order to find a near optimal policy,
resulting in the |S||A| sample complexity dependence. Furthermore, the tight lower bound also
suggests one may need to estimate the full Q; function to find the optimal policy in worst case
MDPs.

MDPs with Low Rank Structures. A glaring limitation of general purpose RL algorithms is
that they do not exploit application dependent structure that may be known in advance. Many
real-world systems in fact have additional structure that if exploited should improve computational
and statistical efficiency. The critical question becomes what structure is reasonable to assume,
and how to design new algorithms and analyses to efficiently exploit it. In this work, we focus on
the subclass of MDPs that exhibit latent low-dimensional structure with respect to the relationship
between states and actions, e.g., @} is low rank when viewed as a |S|-by-|A| matrix. A sufficient
but not necessary condition that would result in such a property is that the transition kernel has
low Tucker rank when viewed as a |S|-by-|S|-by-|A| tensor of state transition probabilities, and the



expected instantaneous reward function can be represented as a |S|-by-|A| low rank matrix.

While low rank structure has been extensively used in the matrix and tensor estimation litera-
ture, it has not been widely studied in the RL literature, except for the theoretical results from [37]
and empirical results from [56, 34, 33]. However, we will give examples at the end of Section 5 to
illustrate that this property is in fact quite widespread and common in many real world systems.
While the sample complexity under the fully general model scales as |S||A|, we would expect that
the sample complexity under a rank-d model would scale as d(|S|+|A|), as the low rank assumption
on a matrix reduces the degrees of freedom of @} from |S||A| to d(|S| + |A]). Even though this
intuition holds true in the classical low rank matrix estimation setting, the additional dynamics of
the MDP introduce complex dependencies that may amplify the error for long horizons. The work
in [37] proposes an algorithm that learns an e-optimal @ function under a low rank assumption on
Q7 resulting in a sample complexity of O(poly(d)(|S|+|A|)exp(H)/€?) in the general finite-horizon
MDP setting. While they do achieve the reduction from |S||A| to poly(d)(|S| + |A]), they have an
exponential dependence on the horizon that arises from an amplification of the estimation error
due to the MDP dynamics and nonlinearity of low rank matrix estimation. A key contribution
of this work is to characterize conditions under which we are able to achieve both linear sample
complexity on |S| and |A| along with polynomial dependence on H.

The term “low rank” has been used to describe other types of low dimensional models in the
MDP/RL literature, especially in the context of linear function approximation, and we would like
to clarify up front that these models are significantly different. In particular, the typical use of
“low rank MDPs” refers to an assumption that the transition kernel when viewed as a tensor is
low rank with respect to the relationship between the originating state action pair (s,a) and the
destination state s’. This implies that the relationship across time for a given trajectory exhibits a
latent low dimensional structure in that the relationship between the future state and the previous
state and action pair is mediated through low dimensional dynamics. However, this assumption
does not imply that the @) function is low rank when viewed as a matrix, which would imply a low
dimensional relationship between the current state and the action taken at that state. Another
assumption which is easily confused with ours is the assumption that Q* is linearly-realizable.
This implies that @Q* can be written as a linear combination of d matrices {¢¢}¢c(q (each of size
|S| by |A]). While this implies that the set of plausible Q* lives in a low dimensional space
parameterized by {(bg}ge[d], this does not imply that Q* is low rank with respect to the relationship
between S and A. The guarantees for RL algorithms under low rank MDP and linearly-realizable
Q™ structure either require prior knowledge of the feature representation as given by {¢¢}sc(q), or
otherwise do not admit polynomial time algorithms. While assuming a priori knowledge of the
feature representation is often restrictive and unlikely in real applications, this assumption enables
a reduction to supervised learning such that the sample complexity no longer depends on the size
of the state and action space, but only on the dimension of the representation. The low rank
structure we assume in this work does not require any knowledge of the latent low dimensional
representation, but as a result the optimal sample complexity necessarily must still scale linearly
with the size of the state and action space.

Our Contributions. We identify sufficient low-rank structural assumptions that allow for com-
putationally and statistically efficient learning, reducing the sample complexity bounds to scale
only linearly in |S|, |A| and polynomially in H (as opposed to exponential in H in [37] or |S||4] in
the general tabular MDP setting). First, we show that there are additional complexities that arise
from MDPs with long horizons; we provide an example where the optimal action-value function Q*
is low rank, yet the learner must observe an exponential (in H) number of samples to learn a near
optimal policy when exploiting the low-rank structure of @Q*. This lower bound illustrates that



exploiting low rank structure in RL is significantly more involved than classical matrix estimation.
We propose a new computationally simple model-free algorithm, referred to as Low Rank Monte
Carlo Policy Iteration (LR-MCPI). Under the assumption that Q* is low rank, by additionally
assuming a constant suboptimality gap, we prove that LR-MCPI achieves the desired sample com-
plexity, avoiding the exponential error amplification in the horizon. Additionally we prove that
LR-MCPI also achieves the desired sample complexity when all e-optimal policies = have low rank
Q™ functions. Under the stronger assumption that the transition kernel and reward function have
low rank, we show that the model-free algorithm in [37], which we refer to as Low Rank Empirical
Value Iteration (LR-EVI), also achieves the desired sample complexity. Table 1 summarizes our
sample complexity bounds in their corresponding settings, and compares them with existing results
from literature in the tabular finite-horizon MDP setting; here d refers to the rank parameter.

MDP Assumptions Sample Complexity
£« i . 3 ((CUSIHADH?
Low-rank @} & suboptimality gap Amin > 0 (Theorem 7) | O N

e-optimal policies have low-rank Q7 (Theorem 8) O w

Transition kernels and rewards are low-rank (Theorem 9) | O w

= 5
O (CELHAD

Low-rank @ & constant horizon [37]

Tabular MDP with homogeneous rewards [38] S (%#)

Table 1: Our sample complexity bounds alongside results from the literature, where d denotes the
rank.

We extend our results to approximately low-rank MDPs, for which we show that our algorithm
learns action-value functions with error e +O(H?2¢), where ¢ is the rank-d approximation error, with
an efficient number of samples. Furthermore, we empirically validate the improved efficiency of our
low-rank algorithms. In the appendix, we show that our algorithm learns near-optimal action-value
functions in a sample-efficient manner in the continuous setting, similar to the results in the table
above. Finally, we prove that using existing convex program based matrix estimation methods
instead of the one in [37] also achieves the desired reduction in sample complexity.

2 Related Work

Tabular Reinforcement Learning. Sample complexity bounds for reinforcement learning algo-
rithms in the tabular MDP setting have been studied extensively, e.g., [3, 53, 11, 26]. Even with a
generative model, 2 (|S||A|/€*(1 — ~)?) samples are necessary to estimate an e-optimal action-value
function [6]. The work [38] presents an algorithm and associated analysis that achieves a matching
upper bound on the sample complexity (up to logarithmic factors), proving that the lower bound
is tight. Our work focuses on decreasing the sample complexity’s dependence on |S| and |A| from
|S||A| to |S| + |A| under models with a low-rank structure.

Complexity Measures for RL with General Function Approximation. The search for the
most general types of structure that allow for sample-efficient reinforcement learning has resulted
in many different complexity measures, including Bellman rank [22, 15], witness rank [41], Bellman

!The sample complexity bounds of Theorems 7, 8, and 9 presented in the table hide terms that are properties of
the matrix, which are constant under common regularity assumptions (and will be discussed in later sections) and
terms independent of |S| or |A].



Eluder dimension [23], and Bilinear Class [16]. For these classes of MDPs with rank d, finding an
e-optimal policy requires O (poly(d, H)/ 62) samples. Unfortunately, these complexity measures are
so broad that the resulting algorithms that achieve sample efficiency are often not polynomial time
computable, and they rely on strong optimization oracles in general, e.g., assuming that we can
solve a high dimensional non-convex optimization problem. We remark that our settings, including
those under our strongest assumptions, cannot be easily incorporated into those frameworks.

Linear Function Approximation - Linear Realizability and Low Rank MDPs. To combat
the curse of dimensionality, there is an active literature that combines linear function approximation
with RL algorithms. As mentioned in the introduction, although these models are referred to as
“low rank”, they are significantly different than the type of low rank structure that we consider in
our model. Most notably, the resulting @* matrix may not be low rank. As a result we only provide
a brief overview of the results in this literature, largely to illustrate the types of properties that one
would hope to study for our type of low rank model. One model class in this literature assumes that
Q* is linearly-realizable with respect to a known low dimensional feature representation, given by a
known feature extractor ¢ : S x A — R? for d < |5/, |A|. [50, 51] show that an exponential number
of samples in the minimum of the dimension d or the time horizon H may still be required under
linear realizability, implying that additionally assumptions are required. These results highlight an
interesting phenomenon that the dynamics of the MDP introduce additional complexities for linear
function approximation in RL settings that are not present in supervised learning.

A more restrictive model class, sometimes referred to as Linear/Low-rank MDPs, imposes lin-
earity on the dynamics of the MDP itself, i.e. the transition kernels and reward functions are linear
with respect to a known low dimensional feature extractor ¢ [24, 55, 54, 48, 19]. As this does not
impose structure on the relationship between s and a, the resulting ) functions may not be low
rank. When the feature extractor is known, there are algorithms that achieve sample complexity or
regret bounds that are polynomial in d with no dependence on |S| or |A|. There have been attempts
to extend these results to a setting where the feature mapping is not known [2, 32, 45], however
the resulting algorithms are not polynomial time, as they require access to a strong nonconvex
optimization oracle. Furthermore they restrict to a finite class of latent representation functions.

Low Rank Structure with respect to States and Actions. There is a limited set of works
which consider a model class similar to ours, in which there is low rank structure with respect
to the interaction between the states and actions and hence their interaction decomposes. This
structure could be imposed on either the transition kernel, or only on the optimal Q* function.
[56, 34, 33] provide empirical results showing that Q* and near-optimal @ functions for common
stochastic control tasks have low rank. Their numerical experiments demonstrate that the per-
formance of standard RL algorithms, e.g., value iteration and TD learning, can be significantly
improved in combination with low-rank matrix/tensor estimation methods. The theoretical work
[37] considers the weakest assumption that only imposes low rankness on Q*. They develop an al-
gorithm that combines a novel matrix estimation method with value iteration to find an e-optimal
action-value function with O (d°(|S| + |A[)/€*) samples for infinite-horizon y-discounted MDPs as-
suming that Q* has rank d. While this is a significant improvement over the tabular lower bound
Q (ISI]A]/((1 = ~)3€?)) [6], their results require strict assumptions. The primary limitation is that
they require the discount factor v to be bounded from above by a small constant, which effectively
limits their results to short, constant horizons. Lifting this limitation is left as an open question in
their paper. In this work, we provide a concrete example that illustrates why long horizons may
pose a challenge for using matrix estimation in RL. Subsequently we show that this long horizon
barrier can be overcome by imposing additional structural assumptions. The algorithm in [37] also
relies on prior knowledge of special anchor states and actions that span the entire space. We will



show that under standard regularity conditions, randomly sampling states and actions will suffice.

Matrix Estimation. Low-rank matrix estimation methods focus on recovering the missing entries
of a partially observed low-rank matrix with noise. The field has been studied extensively with
provable recovery guarantees; see the surveys [9, 12]. However, the majority of recovery guarantees
of matrix estimation are in the Frobenius norm instead of an entry-wise/l, error bound, whereas
a majority of common analyses for reinforcement learning algorithms rely upon constructing en-
trywise confidence sets for the estimated values. Matrix estimation methods with entry-wise error
bounds are given in [10, 14, 1], but all require strict distributional assumptions on the noise, e.g.,
independent, mean-zero sub-Gaussian/Gaussian error. The matrix estimation method proposed
in [37] provides entry-wise error guarantees for arbitrary bounded noise settings and is the method
we use in our algorithm in order to aid our analysis.

3 Preliminaries

We consider a standard finite-horizon MDP given by (S, A, P, R, H) [42]. Here S and A are the
finite state and action spaces, respectively. H € Z, is the time horizon. P = {Ph}he[H} is the
transition kernel, where Pj,(s'|s, a) is the probability of transitioning to state s’ when taking action
a in state s at step h. R = {Rp}xe(g) is the reward function, where Ry, : S x A — A([0,1]) is the
distribution of the reward for taking action a in state s at step h. We use rp,(s,a) := E, g, (s,0) [r]
as the mean reward. A stochastic, time-dependent policy of an agent has the form m = {m) }yem
with 7, : S — A(A), where the agent selects an action according to the distribution 7,(s) at time
step h when at state s.

For each policy 7, the value function and action-value function of 7 represent the expected total
future reward obtained from following policy 7 given a starting state or state-action pair at step h,

Vi(s) = E [ Xl s an) | sn=s], &)
Qh(s,a):=E {Zf:h (¢, ap) ‘ Sy, = 8,ap = a} , (2)

where a; ~ m(sy) and s;41 ~ Py(+|s,ay). The optimal value and action-value functions are given
by Vi (s) := sup, VJ"(s) and Qj}(s,a) := sup, Q7 (s,a), respectively, for all s € S,h € [H]. These
functions satisfy the Bellman equations

Vi;k(s) = r;leaj( QZ(S, a)v QZ(Sv a’) = Th(s’ a) + ]ES’NPh(-|s,a) [V}j—f—l(‘s/)]a Vs,a,h (3)

with Vi +1(s) = 0. For an MDP with finite spaces and horizon, there always exists an optimal
policy 7* that satisfies V™ (s) = V;*(s) for all s, h.

The primary goal in this work is to find a near-optimal policy or action-value function. For
€ > 0, m is an e-optimal policy if [V}'(s) — VjT(s)| < €,V(s,h) € S x [H]. Similarly, Q = {Qn}nem
is called an e-optimal action-value function if |Q}(s,a) — Qu(s,a)| < €,V(s,a,h) € S x A x [H].
We will view QF, QF and rj, as |S|-by-|A| matrices and Py (-|-,-) as an |S|-by-|S|-by-|A| tensor, for
which various low-rank assumptions are considered. For a given function V' : S — R, we sometimes
use the shorthand [P,V](s,a) := Ey.p, (|s,a)[V (s')] for the conditional expectation under Py,.

Throughout this paper, we assume access to a simulator (a.k.a. the generative model framework,
introduced by [25]), which takes as input a tuple (s,a,h) € S x A x [H| and outputs independent
samples s’ ~ Py(+|s,a) and 7 ~ Rp(s,a) . This assumption is one of the stronger assumptions in
reinforcement learning literature, but common in the line of work that studies sample complexity
without directly addressing the issue of exploration, e.g., [38, 3].



Notation. Let a A b := min(a,b), a V b := max(a,b), §, denote the distribution over A that puts
probability 1 on action a, 0;(M) denote the i-th largest singular value of a matrix M, and M;
denote the i-th row. The n-by-n identity matrix is denoted by Ip,xn, and [H| := {1,...,H}. We

use several vector and matrix norms: Euclidean/¢; norm || - ||2, spectral norm ||M]|o, = o1(M),
nuclear norm ||M ||, entrywise £ norm ||[M ||~ (largest absolute value of entries), and Frobenius
o1 (M)

norm || M||r. We define the condition number of a rank-d matrix M as kps = oa(3)"

4 Information Theoretic Lower Bound

While one may hope to learn the optimal action-value functions when only assuming that Q; is low
rank, we argue that the problem is more nuanced. Specifically, we present two similar MDPs with
rank-one Q*, where the learner has complete knowledge of the MDP except for one state-action
pair at each time step. As the learner is restricted from querying that specified state-action pair,
in order to distinguish between the two MDPs and learn the optimal policy, the learner must use
the low-rank structure to estimate the unknown entry. We then show that doing so requires a
exponential number of observations in the horizon H.

Consider MDPs M? = (S, A, P, R, H) indexed by a real number 6, where S = A = {1,2}. At
h =1, r{(s1,a) = 0, Pi(-|s0,a) = d, for all a € A, and the starting state s; is deterministic. For
h>1,

1 1

5 - 0
0 2 6 _ 4 . = v v —
)H—<1 20), Th < ; 2H h9>’ andPh< |S,a) 65, S, a, h€{2,,H 1},

where §; denotes the Dirac delta distribution at s. The rewards are deterministic except for the
terminal reward at state 2, where the reward distribution R, (2) is such that the reward takes value
2 with probability % + 0, and takes value 0 otherwise.

If action a = 1 (resp., 2) is taken at the initial step h = 1, the MDP will transition to state
1 (resp., 2) and then stay at this state in all subsequent steps. Thus learning the optimal policy
only depends on determining the optimal action in step 1. Let 6 take one of two possible values:
0 = —4.2% and 0y = 4.2%. To determine the correct action at the initial step, one must correctly
identify . We will show that identifying 6 takes an exponential number of samples in the horizon
H.

Lemma 1. The optimal policy for the above MDP (for both values of 8) for steps h > 1 is 7} (1) =
71 (2) =2 for all h € {2,..., H — 1}. Furthermore,

1 1 1
*79 — 1 9 *,6 _ o5
Qh - < %+2411[I—h9’ 1_|_2I%—h+16 > ) Vh = ( 1 +2[%—h+10 ) y Vh € {2, . .,H — 1}

Lemma 1, proved in Appendix E, shows that @Qj is rank one. We will calculate the optimal
Q function and policy at step h = 1 in the proof of Theorem 2 after introducing the observation
model.

Observation model: The learner has exact knowledge of r%(l), rz(s, a), Py, r{, Py for all (s,a) €
Q= {(1,1),(1,2),(2,1)} and h € [H — 1]. Note that these known rewards and transitions are
independent of §. In addition, the learner is given n iid samples from RY,(2).

One interpretation of this observation model is that the learner has infinitely many samples of
the form (s,a,s’),s" ~ Py(:|s,a) for each (s,a), so P, can be estimated with zero error. Similarly,
the learner has infinitely many samples from r% (1) and ¢ (s, a) for (s,a) € Q. However, the learner
cannot observe 79 (2,2) and hence must estimate QY (2,2) using the low-rank structure. Finally, n
noisy observations of the terminal reward r%(2) at state 2 are given.



Theorem 2. Consider the above class of MDPs and observation model. To learn a 1/8-optimal
policy with probability at least 0.9, the learner must observe n = Q(4) samples from R%(Q).

1/4 7/4

optimal action is 7} (sp) = 1 for 6 = 0; and 7j(sg) = 2 for § = . If # = 0; and action 2 is taken
instead, 71 (so) = 2, then this action incurs a 1/4 penalty in value relative to the optimal action, i.e.,

1’01 (s0,2) < Q’{’Gl (s0,1) — 3. If @ = 6 and action 1 is taken, 71(sg) = 1, then this action incurs a
5/4 penalty relative to the optimal action. Therefore, to learn an e-optimal policy for e < 1/4, e.g.,
e = 1/8 as stated in the theorem, the learner must correctly determine whether § = 6; or 6 = 65.
It is well known from existing literature, see e.g., [49, 4, 29], that one needs Q (1/(26; — 265)?)
samples to distinguish two (scaled) Bernoulli distributions with mean 1/2 4+ 60,0 € {61,602} with
probability at least 0.9. Substituting (20; — 265)? > # proves the result. O

Proof. From Lemma 1, we have V;’el = ( 1/2 > and V;’e2 = ( 1/2 > Hence, at h = 1 the

Consider the following operational interpretation of the above example. The learner can use
the rank-one structure to estimate Q7 (2,2) given Q;(s,a),(s,a) € Q as follows: Q}(2,2) =
Q5 (1,2)Q5(2,1)/Q5 (1,1), coinciding with the matrix estimation algorithm in [37]. Lemma 1 shows
that an ¢ = 27" error in Q%(2,1) leads to a 2 - = 20="+19 error in Q}(2,2) and Q} ,(2,1).
As such, the error is amplified exponentially when propagating backwards through the horizon,
showing that this low-rank based procedure is inherently unstable.

This example illustrates that reinforcement learning with low-rank structure is more nuanced
than low-rank estimation without dynamics, and that the constant horizon assumption in [37] is
not merely an artifact of their analysis. Furthermore, as the entries of @)} are similar in magnitude,
the blow up in error is not due to the missing entry containing most of the signal. This motivates us
to consider additional assumptions beyond @ being low rank. In the above example, the optimal
state-action pair (2, 2) is not observed, and the reward r;, and transition kernel P, are not low-rank.
To achieve stable and sample-efficient learning with long horizons, we will consider when additional
structures in the MDP dynamics can be exploited to identify and sample from the optimal action.

5 Assumptions

In this section, we present three low rank settings that enable sample-efficient reinforcement learn-
ing, with each setting increasing in the strength of the low rank structural assumption.

Assumption 1 (Low-rank Q}). For all h € [H], the rank of the matriz Q5 is d. Consequently,
Qj, can be represented via its singular value decomposition Qf = U(h)E(h)(V(h))T, for a |S| x d
orthonormal matriz UM, a |A| x d orthonormal matriz V", and a d x d diagonal matriz $™.

Assumption 1 imposes that the action-value function of the optimal policy is low rank. This
assumption can be contrasted with another common structural assumption in the literature, namely
linearly-realizable Q*, meaning that Qj(s,a) = w,?gb(s,a) for some weight vector w;, € R? and a
known feature mapping ¢ : S x A — R? [50, 51]. In comparison, Assumption 1 decomposes ¢ into
the product of separate feature mappings on the state space U (h) and the action space V(). Hence,
linearly-realizable Q* does not imply low-rank ()}. Furthermore, we assume the latent factors U (h)
and V() are completely unknown, whereas the linear function approximation literature typically
assumes ¢ is known or approximately known.

Assumption 1 only imposes low-rankness on @)}, allowing for the Q™ function associated to
non-optimal policies 7 to be full rank. Assumption 1 is likely too weak, as Theorem 2 illustrates
a doubly exponential growth in policy evaluation error under only this assumption. Below we
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present three additional assumptions. Fach of these assumptions enable our algorithms to achieve
the desired sample complexity when coupled with Assumption 1.

Assumption 2 (Suboptimality Gap). For each (s,a) € S x A, the suboptimality gap is defined as
Ap(s,a) := Vi (s) — Qj(s,a). Assume that there exists an Apin > 0 such that

min Ap(s,a): Ap(s,a) >0} > Amin.
he[H},seS,aeA{ h( ) h< ) } I
Assumption 2 stipulates the existence of a suboptimality gap bounded away from zero. In the
finite setting with |S|,|A|, H < oo, there always exists a Apin > 0 for any non-trivial MDP in
which there is at least one suboptimal action. This is an assumption commonly used in bandit and
reinforcement learning literature.

Assumption 3 (e-optimal Policies have Low-rank @ Functions). For all e-optimal policies T,
the associated QF matrices are rank-d for all h € [H], i.e., QF can be represented via QF =
UMM VENT for some |S| x d matriz UM, |A| x d matriz V( ), and d x d diagonal matriz X,

Assumption 3 imposes that all e-optimal policies 7 have low-rank Q7. We have not seen this
assumption in existing literature. It is implied by the stronger assumption that all policies have low-
rank Q7 ; see Appendix B for an MDP that satisfies Assumption 3 but fails the stronger assumption.
The stronger assumption is analogous to the property that Q™ is linear in the feature map ¢ for
all policies, which is commonly used in work on linear function approximation and linear MDPs.

To state our strongest low-rank assumption, we first recall the definition of tensor Tucker rank.

Definition 3 (Tucker Rank [28]). The Tucker rank of a tensor X € R™M*"2X"3 g the smallest
(dy,ds,d3) such that there exists a core tensor G € R4*%2Xd gnd orthonormal latent factor matrices
A; € RWX4i for i € [3] such that for all (a,b,c) € [n1] X [n2] x [n3],

(a,be)= > D> > Glly,l2,05)Ar(a, £1)Ag(b, £2) As(c, L3).

L1€[d1] £2€[d2] £3€(ds]

Our strongest low-rank assumption imposes that the expected reward functions are low rank,
and the transition kernels have low Tucker rank along one dimension.

Assumption 4 (Low-rank Transition Kernels and Reward Functions). The expected reward func-
tion has rank d, and the transition kernel P, has Tucker rank (S|, |S|,d) or (|S],d,|A|), with shared
latent factors. For the Tucker rank (|S|,|S|,d) case, this means that for each h € [H], there ezists
a|S| x |S| x d tensor UM, an |A| x d matriz V), and an |S| x d matric W) such that

Py(s']|s,a) = Zle UM (s 5,0 VW (a,i)  and (s, a) = Z?Zl W (s,i) V) (a,i).

For the Tucker rank (|S|,d,|A|) case, this means that for each h € [H], there exists a |S| x |A] x d
tensor VW an |S| x d matriz UM, and an |A| x d matriz W) such that

Pu(s'|s,a) = 0 UM (s, )) V(' Jayi)  and (s, a) = 0 UM (s,0) W) (a, ).

Assumption 4 is our strongest low-rank structural assumption as it implies that the @)} functions
associated with any policy 7 are low rank, which subsequently 1mphes both Assumptions 3 and 1.
In fact, Assumption 4 implies that for any value function estimate Vh, the matrix rp, + [PthH] is
low rank, as stated in the following proposition.
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Proposition 4. If the transition kernel has Tucker rank (|S|,|S|, d) or (|S|,d, |A]) and the expected
reward fynctz’on has rank d with shared lazfent factors, i.e., Assumption 4 holds, then the matriz
rh + [PnVhi1] has rank at most d for any Vi1 € RISI,

See Appendix F for the proof. Proposition 4 results from the fact that for any fixed h, the
matrices corresponding to r, and Pp(s'|-,-) for all s’ share either the same column or row space,
which is critically used in the analysis of our Low Rank Empirical Value Iteration algorithm.

Next we present several definitions used to characterize the error guarantees of the matrix
estimation algorithm. It is commonly understood in the matrix estimation literature that other
properties of the matrix beyond low rank, such as its incoherence or condition number, govern
how efficiently a matrix can be estimated. Consider a trivial rank-1 MDP where H = 1 and the
reward is a sparse matrix with only d nonzero entries taking value 1. Since the locations of the
nonzero entries are unknown, we will likely observe only zeros upon sampling any small subset of
entries. Estimation using a small number of samples would be possible, however, if an expert were
to provide knowledge of a special set of rows and columns, which have been referred to as anchor
states and actions in [37]. For some sets S# C S and A# C A, we use Qh(S#, A#) to denote the

submatrix obtained by restricting Q) to state-action pairs from S;fé X Aﬁ.

Definition 5 ((k,a)-Anchor States and Actions). A set of states S# C S and a set of actions
A# C A are (k, a)-anchor states and actions for a rank-d matriz Q, zf]S#L |Ah#| < k, the submatriz
Qn(SY, AT has rank d, and ||Qp)lco/0a(Qr(ST, A])) < a.

Any set of valid anchor states and anchor actions must have at least size d in order for the
associated anchor submatrix to be rank d. As the full matrix @ has rank d, this also implies that
all rows (resp., columns) of Q)5 can be written as a linear combination of the rows associated to
states S’# (resp., columns associated to actions A#) The parameter o depends on the quality of
the anchor sets; sub-matrices that are close to being singular result in large a. We remark that
assuming knowledge of a minimal set of anchor states and actions is common in literature, i.e.,
anchor-based topic modelling [5, 8] and linear feature-based RL [48, 55]. Furthermore, Shah et al.
[37] posit that it suffices empirically to choose states and actions that are far from each other as
anchor states and actions. However, in the worst case, finding valid anchor states and actions may
require significant a priori knowledge about the unknown matrix.

Alternately, anchor states and actions can be randomly constructed for matrices that satisfy
standard regularity conditions such as incoherence, commonly used in matrix estimation [7].

Definition 6 (Incoherence). Let Qp, € RISXIAl be o rank-d matriz with singular value decomposition
Qn =UZVT with U € RIS and V € R4, Qy, is p-incoherent if max;e (s [|Uill2 < /pd/|S|
and max;c(ap [|Vjll2 < v/ pd/|A|, where U; denotes the i-th row of a matriz U.

A small incoherence parameter p ensures that the masses of U and V' are not too concentrated
in a couple of rows or columns. Consequently, a randomly sampled subset of rows (resp., columns)
will span the row (resp., column) space, so these subsets of rows and columns contain sufficient
information to reconstruct the entire matrix. Both g and k, the condition number of Qp, will
be used in the analysis to show that the entrywise error amplification from the matrix estimation
method scales with u, d, k instead of the size of the state or action space, k, or «.

Discussion of Assumptions. While low rank structure with incoherence is widely accepted in
the matrix and tensor estimation literature, we provide a few examples to illustrate how these
properties could also naturally arise in MDPs. Consider a continuous MDP which is converted
to a tabular MDP via discretization, which is a common approach for tackling continuous MDPs.

12



As the size of the discretization is artificial, the true complexity of the MDP is governed by the
structure of the continuous MDP, which is independent of the discretization size. As long as the
reward function and dynamics are sufficiently smooth with respect to the continuous MDP, the
resulting tabular MDP will have approximate low-rank structure as d would be at most logarithmic
with respect to |S|, |Al, due to a universal low rank property of smooth functions [44]. Additionally,
the incoherence condition intuitively states that there cannot be a disproportionately small set of
rows or columns that represent a disproportionately large amount of the signal. For MDPs that are
derived from uniform discretizations of continuous MDPs with smoothness properties, incoherence
also arises naturally as there will be a constant fraction of the rows or columns representing any
fixed length interval of the continuous state space. Even in inherently discrete settings such as
a recommendation system with users and movies, when the population is sufficiently large, one
could view the discrete population of states/actions as representing a sample from an underlying
continuous population with appropriate smoothness conditions. Finally, in many physical systems
as relevant to most stochastic control tasks, there exist low dimensional feature representations
that capture the “sufficient statistics” of the state, which fully govern the dynamics of the system.

6 Algorithm

Our algorithm follows from a natural synthesis of matrix estimation with empirical value iteration
and Monte Carlo policy iteration. We first describe the vanilla approximate dynamic programming
algorithms for the general tabular MDP settings. Empirical value iteration simply replaces the
expectation in the Bellman update in Equation (3) with empirical samples [20]. Specifically, to
estimate Q) (s, a), one collects N samples of one step transitions, which entails sampling a reward
and next state from Rp(s,a) and Py(-|s,a). Let 75(s,a) denote the empirical average reward of
the N samples from Ry (s,a). Let P,(-|s,a) denote the empirical distribution over N next states
sampled from Py(-|s,a). Given an estimate Vh+1 for the optimal value function at step h 4 1, the
empirical Bellman update equation is
Qn(s,a) = (s, a) + B by (1s.a) [Vig1(s)], and Vj(s) = max Qn(s,a). (4)
Evaluating @, and V}, requires collecting N samples for each of the |S||A| state action pairs (s,a).
Monte Carlo policy iteration for tabular MDPs approximates Q7 (s, a) for a policy = by replacing
the expectation in the definition (2) of Q™ with empirical trajectory samples, which is similar to
first-visit Monte Carlo policy evaluation except we use the generative model to start at a specified
state-action pair and time step [42]. This involves sampling N independent trajectories starting
from state-action pair (s,a) at step h and following a given policy 7 until the end of the horizon
H. For a fixed policy 7 and state action pair (s,a), let the sequence of rewards along the i-th
sampled trajectory be denoted (rf, 75, ,...7%). We will use #"™(s,a) to denote the empirical
average cumulative reward across the N trajectories, given by

ACcUum N H )
(s a) == % Dim1 D i=n - (5)

Given an estimate of the optimal policy for steps greater than h, denoted by (7p41, Tht2,---TH),
the Monte Carlo estimate for the optimal action-value function and optimal policy at step h are

Qn(s,a) = 7" (s,a), and 7(s) =, for a = argmax Qp(s,a’), (6)
a’'€A

where the trajectories used to compute 7#;"™

and recall d, denotes the distribution that puts probability 1 on action a. Computing Qh and 7y,
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involves sampling |S||A|N trajectories, which are each of length H — h, which results in a sample
complexity of |S||A|N(H — h) individual transitions from the MDP.

The dependence on |S|| A in the sample complexity for both of the classical algorithms described
above is due to using empirical samples to evaluate Qh for every state-action pair (s,a) € S x A.
The assumption that @} is at most rank d imposes constraints on the relationship between Qj (s, a)
at different state-action pairs, such that by approximating )7 using empirical samples at only
O(d| S|+ d|A|) locations, we should intuitively be able to use the low rank constraint to predict the
remaining entries. Let ) C S x A denote the subset of entries (s,a) for which we use empirical
samples to approximate Qy(s,a), computed via either (4) or (6). Given estimates of Q(s,a) at
(s,a) € Qp, we can then use a low-rank matrix estimation subroutine to estimate the @ function
for (s,a) ¢ Q. This is the core concept of our algorithm, which we then combine with the two
classical approaches of empirical value iteration and Monte Carlo policy iteration.

6.1 Formal Algorithm Statement

We present two Low Rank RL algorithms, which take as input any matrix estimation algorithm,
ME(-), that takes in a subset of entries of the matrix and returns an estimate of the whole matrix, the
sets {Q}ne(m) that indicate the state action pairs for which data should be collected by querying
the MDP generative model, and {N, w,h}(s,a’h)e Sx Ax H, Which denotes how many samples to query
at state-action pair (s,a) at timestep h. We use “Low Rank Empirical Value Iteration” (LR-EVT)
to refer to the algorithm which uses option (a) for Step 1 below, and we use “Low Rank Monte
Carlo Policy Iteration” (LR-MCPI) to refer to the algorithm which uses option (b) for Step 1.

Hyperparameters: {5 be()s { Noan}(samesax i and ME(:)

Initialize: Set Viry1(s) = 0 for all s, and let 77+

For each h € {H,H —1,H — 2,...1} in descending order,

be any arbitrary policy.

e Step 1: For each (s,a) € 2, compute Qh(s, a) using empirical estimates according to either
(a) empirical value iteration or (b) Monte Carlo policy evaluation.

(a) Empirical Value Iteration: Collect N, j, samples of a single transition starting from
state s and action a at step h. Use the samples to estimate Qp(s, a) according to

Qn(s,a) = (5,0) + By _p, (oo Vi1 ()],

where 71,(s, a) denotes the empirical average reward of the N; 4 5 samples from Ry(s, a),
and ph(-|s,a) denotes the empirical distribution over the Ny, states sampled from
Py(-|s,a).

(b) Monte Carlo Policy Evaluation: Collect N, , independent full trajectories starting
from state s and action a at step h until the end of the horizon H, where actions are
chosen according to the estimated policy (Fh41, Fhia, ... 7x). Let Qn(s,a) = 7 (s, a),
where 7" (s, a) denotes the empirical average cumulative reward across the Ny, tra-
jectories starting from (s,a) at step h. If (rﬁl,rzﬂ,...r%{) denotes the sequence of
rewards along the i-th sampled trajectory from (s,a) at step h, then

A~ R N .
Qn(s,a) = 710 (s,0) o= o S0 S0, .

e Step 2: Predict the action-value function for all (s,a) € S x A according to ME(-):
Qn =1E ({Qn(5.0)}emyen, ) -
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e Step 3: Compute the estimates of the value function and the optimal policy according to

Vi(s) = max Qp(s,a) and 7(s) =6

aeA argmax Qy, (s,a)

The tabular MDP variant of the algorithm proposed in [37] is equivalent to LR-EVI where
anchor states S# and actions A# are given and Q) = (5’# x A)U (S x A#) Furthermore, LR-
EVI is equivalent to a modification of the algorithm in [56] with a different choice for the matrix
estimation algorithm used in Step 2 and the corresponding sample set €2, constructed in Step 1.

6.2 Matrix Estimation Subroutine

A critical piece to specify for the algorithm above is how to choose the subset 2, and what
matrix estimation subroutine ME(-) to use to predict the full @, function, where @} is QJ, Q7,
or Q) =, + PyVi+1 depending on the low-rank setting, given Qp(s,a) for (s,a) € €. The
performance of any matrix estimation algorithm will depend both on the selected subset 2y, as
well as the entrywise noise distribution on Qh(s, a) relative to the “ground truth” low-rank matrix.
As a result, the subset €2; should be determined jointly with the choice of matrix estimation
algorithm.

A limitation of a majority of results in the classical matrix estimation literature is that they
do not admit entrywise bounds on the estimation error, and the analyses may be sensitive to the
distribution of the observation error , i.e., require mean-zero sub-Gaussian noise. When estimating
@}, the observations are biased unless one has learned the optimal policy at time steps h + 1
to H. Since @Qp is low-rank under our assumptions, our estimates of the observations for the
matrix estimation method are unbiased with bounded noise, therefore enabling us to relax the
small discount factor requirement.

Many standard analyses of RL algorithms rely upon the construction of entrywise confidence
sets for the estimates of the @) function. Our results and analyses rely on entrywise error bounds for
the matrix estimation step that balance the worst case entrywise error amplification with the size
of the observation set. As such, similar theoretical guarantees can be obtained for our algorithm
under any matrix estimation method that admits suitable entrywise error bounds.

The majority of our theoretical results will be shown for the variant of the algorithm that uses
a matrix estimation algorithm from [37], which is incidentally equivalent to exploiting a skeleton
decomposition of a low rank matrix [18]. Their algorithm uses a specific sampling pattern, in which
Qy, is constructed according to Q;, = (S# x A) U (S x A%), where S# and A# are assumed to be
valid anchor states and actions for the matrix @, (cf. Definition 5). Given estimates Qp(s,a) for
all (s,a) € Qp, their algorithm estimates the @ function at all state action pairs according to

Qn(s,a) = Qn(s, A¥) [Qh(5#7A#)rQh(S#aa)7 (7)

where M denotes the pseudoinverse of M, and @ is the output of the matrix estimation algorithm.
The simple explicit formula for the estimates enables direct entrywise error bounds. Instead of
ensuring a uniform error bound over each state-action pair in (S x A) U (S x A7), we show that
additional sampling of the anchor submatrix Q# = S# x A% yields a smaller error amplification
compared to the method propsosed in [37]. In addition, we show that if @ is u-incoherent,
introduced in Definition 6, O(,ud, k)-anchor states and actions can be constructed randomly by
including each state in S# independently with probability p; = ©(udlog(|S|)/|S|) and including
each action in A# independently with probability po = ©(udlog(|S])/|S|). As a result, a priori
knowledge of the anchor states and actions is not required under these regularity conditions.
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In Section A.3, we show that our theoretical results also extend to the variation of our algorithm
that uses soft nuclear norm minimization for matrix estimation alongside uniform Bernoulli sam-
pling, utilizing entrywise guarantees shown in [10]. One matrix estimation algorithm that solves the
soft nuclear norm minimization problem is Soft-Impute [30]. Soft-Impute proceeds by iteratively
filling in the missing values by using a soft-thresholded singular value decomposition on the matrix
of observed entries. In contrast to the sampling pattern used in the matrix estimation method
given in Equation 13, the sampling pattern needed to ensure the entrywise guarantees from [10]
assumes that each state-action pair is observed with probability pg;.

We use LR-EVT (resp., LR-MCPI) + ST to refer to the algorithm that uses option (a) (resp., op-
tion (b)) for Step 1 and Soft-Impute as the matrix estimation method. In Section 8, we empirically
compare LR-EVI and LR-MCPI for both variations of matrix estimation algorithms.

7 Main Results

In this section, we present the sample complexity, i.e., an upper bound on the number of observed
samples of the reward and next state, guarantees for LR-MCPI and LR-EVI with the matrix
estimation method presented in Section 6.2 under different low-rank assumptions, from the weakest
to the strongest. For (s,a) ¢ Q# = S# X A#, we denote Ny o5 = Ny, For (s,a) € 0f = Sf X A#,
we denote Ng,p = NN, ;f = o®k?Ny, such that entries in the anchor submatrix get a factor of a?k?
more samples.

Theorem 7. Assume that Q} is rank d and has suboptimality gap Amin (Assumptions 1 and 2), and

s#, Ah# are (k, a)-anchor states and actions for Q% for allh € [H]. Let Nj = O (H —h+1)%a?k*/A2,)
and N# = ok’ Ny,. LR-MCPI returns an optimal policy with probability at least 1 —6& with a sample
complezity of O ((|S| + |A|)a?kPH* /A2, + o*kSHY /A2, ).

The dependence on the rank d is not explicitly shown in the sample complexities stated in
these theorems as it is captured by k, which we bound with Lemma 10 (presented later in this
section). In the tabular setting, there always exists a Apy, > 0. This sample complexity improves
upon |S||A| when Ay is greater than [S|~1/2 A|A|~1/2. When Ay, is small, if stronger low-rank
assumptions also hold, then the results in Theorems 8 and 9 below may provide stronger bounds.

Under the assumption that the @7 function is low rank for all e-optimal policies, Theorem 8

states that LR-MCPI learns an e-optimal policy with a sample complexity independent of Apy,.

Theorem 8. Assume that for all e-optimal policies 7, Q} is rank d (Assumption 3), and S#, A#
are (k,a)-anchor states and actions for QF, where 7 is the learned policy from LR-MCPI for all
h € [H]. Let Nj, = O (H — h+1)?a*k*H?/€*) and N,fé = a?k®Ny,. Then, LR-MCPI returns an
e-optimal policy and action-value function with probability at least 1 — & with a sample complexity
of O ((|S] +|A|)a?k3HS /€ + a*kSHO /¢?).

The strongest assumption that the transition kernel has low Tucker rank and the reward function
is low rank, implies that @} for all policies 7 is low rank. As such, the result in Theorem 8 also
implies an efficient sample complexity guarantee for LR-MCPI under Assumption 4. We can further
remove a factor of H by using LR-EVI instead. Empirical value iteration (see Step 1(a)) reduces
the sample complexity by a factor of H since it does not require sampling a full rollout of the policy
to the end of the horizon, as required for the Monte Carlo estimates (see Step 1(b)).

Theorem 9. Assume that for any e-optimal value function Vi1, the matriz corresponding to
= [rn + [PhVht1]] is rank d (a consequence of Assumption 4), and S#,A# are (k,a)-anchor
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states and actions for Q;L = [rp + [Pth_,_l]], where Vh+1 is the learned value function from LR-
EVI for all h € [H]. Let Ny = O (H — h+1)20?k*H?/é*) and N\ = o®k*Ny,. Then, LR-EVI
returns an e-optimal QQ function and policy with probability at least 1 — § with a sample complezity
of O ((|S| + |A)e?k>H? /e + o'kCHS /€?).

From Proposition 4, under Assumption 4 (low-rank transition kernel and expected rewards),
the matrix corresponding to [ry + [PyVii1]] has rank d for any value function estimate Vi1
This is critical to the analysis of LR-EVI as it guarantees that the expectation of the matrix Qj
constructed from Empirical Value Iteration in Step 1(a) is low rank. This property is not satisfied
by Assumptions 3 and 1, and as such the analysis for Theorem 9 does not extend to these weaker
settings. Additionally, this property eliminates the need for constructing estimates with rollouts,
which removes a factor of H in the sample complexity compared to LR-MCPI under Assumption
3.

Our sample complexity bounds depend on k, o, presuming that the algorithm uses some given
set of (k, a)-anchor states and actions. When there may not be a domain expert to suggest anchor
states and actions, we show in the next lemma that one can construct (k,a)-anchor states and
actions with high probability by random sampling, where k and « scale with the incoherence and
the bounded condition number of the target matrix.

Lemma 10. Let Qy, be a rank d, p-incoherent matriz with condition number k. Let S# and A% be
constructed randomly such that each state s is included in S7 with probability p; = ©(du/log(|S))),
and each action a is included in A% with probability po = O(du/log(|A|)). With probability 1 —
O (H(|S| AJA])719), 8% and A% are (k,a) anchor states and actions for Qy, for k = O(ud) and
a = 0(k).

Lemma 10 asserts that without a priori knowledge, one can find a set of O(,ud, k)-anchor states
and actions using the sampling subroutine defined in Section 6.2, given that the corresponding
matrix is p-incoherent with condition number x.

Comparison to Impossibility Result in Theorem 2. Recall that Theorem 2 establishes an
exponential 4 lower bound for learning a near-optimal policy in MDPs with low-rank Q*. While
the constructed MDP has a constant suboptimality gap, the lower bound does not contradict
Theorem 7 which achieves a poly(H ) sample complexity for LR-MCPI under a stronger generative
model, i.e. after estimating the optimal action at step h, LR-MCPI can subsequently sample full
trajectories from the estimate of the optimal policy, which would then include entry (2,2), which
was prohibited in the setup of Theorem 2. In contrast, LR-EVI does not admit an efficient sample
complexity for the MDP constructed in Section 4, and one can show that it exhibits exponential
blowup in the estimation error due to an amplification of the estimation error in the terminal step
when propagating the estimates backwards via value iteration. The MDP does not have a low rank
transition kernel violating Assumption 4, as needed for Theorem 9.

7.1 Discussion of Optimality

Theorems 7, 8 and 9 show that under our various low rank assumptions, LR-MCPI and LR-
EVI learn near-optimal polices in a sample efficient manner, decreasing the dependence of sample
complexity on S and A from |S||A| to |S| + |A|. Furthermore in Lemma 11 we establish a d(|.S| +
|A|)H?/e? sample complexity lower bound for MDPs with low rank reward and transition kernel
in the sense of Assumption 4 via minor modifications of existing lower bounds for tabular MDPs.
Since Assumption 4 implies the optimal Q* function is low rank, the same lower bound holds for
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the latter setting. Comparing our results to the lower bound, it follows that the dependence on
|S|,|A|, and € in our sample complexity upper bound is minimax optimal.

Lemma 11. For any algorithm, there exists an MDP M = (S, A, P, R, H) with rank d reward Ry,
and transition kernel Py, for all h € [H] such that Q (d(|S| + |A])H?/€*) samples are needed to learn
an e-optimal policy with high probability.

Proof. Existing lower bounds from [38] prove the necessity of Q(d|S|H?/e?) samples to learn an
e-optimal policy with high probability for a time-homogeneous MDP with |S| states and d actions.
Replicating each action |A|/d times results in an MDP |A| actions and rank d reward functions and
transition kernels, and this MDP is at least as hard as the original MDP. Repeating this construction
with an MDP with d states and | A| actions proves an Q(d|A|H?/¢?) sample complexity lower bound.
Combining these two lower bounds proves the lemma. O

As an aside we also point out that previously shown lower bounds for linearly-realizable MDPs
[50, 51] are not directly applicable to our setting, as the constructed instances therein need not
have low-rank Q* or transition kernels, and the size of their state space scales exponentially in d.

Our sample complexity bounds depend on k and «, the size and quality of the (k, «)-anchor
sets. As stated in Lemma 10, we can construct a set of O(ud, x)-anchor states and actions for any
p-incoherent matrix with condition number x simply by randomly sampling a subset of state and
action. The results presented in the table in Section 1 are obtained by substituting k = O(d,u)
and a = O(k) into the sample complexity bounds in Theorems 7, 8 and 9 and treating p and k as
constants, as is standard in the matrix estimation literature, e.g., [1].

In the event that there is a domain expert who provides a set of (k, «)-anchor states and actions,
then the sample complexity bound may be better by using the given set rather than randomly
sampling if u and k are large. Note that £ must be minimally at least d, and the quality of a given
set of anchor states and actions depends on the smallest singular value associated to the anchor
submatrix as reflected in «, which for poorly chosen anchor state and actions could scale with H.

In Theorems 7, 8 and 9, the cubic dependence on d is likely suboptimal, but this results from the
suboptimal dependence on d in the corresponding entrywise error bounds in the matrix estimation
literature [37, 1, 10]. Without knowledge of good anchor states/actions from a domain expert, the
dependence on p that arises from randomly sampling anchor states and actions is not surprising,
as it also commonly arises in the classical matrix estimation literature under uniform sampling
models. Any improvements in the matrix estimation literature on the dependence on d,  would
directly translate into improved bounds via our results.

Our dependence on the horizon H is fairly standard as it matches the dependence on H for
vanilla (J-value iteration. There is a gap between the dependence on H in our upper bounds and
the H? lower bound in Lemma 11, which is given for homogeneous MDPs. Our upper bound
results allow for nonhomogenous rewards and transition kernels, which would likely increase the
lower bound to H*. Reducing the upper bounds to H* would likely require using the total variance
technique from [38], which requires estimates of the variance of the policy at a given state-action
pair. One can show that the variance of the Bellman operator is low rank under the strongest
assumption of a low Tucker rank transition kernel, but the corresponding rank of the matrix of
variances is O(d?). Hence, while it may be possible to adapt this variance technique to achieve
the optimal dependence on H in our low-rank settings, doing so may incur a significantly worse
dependence on d, i.e., db.
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7.2 Proof Sketch

The analysis of LR-MCPI and LR-EVI are fairly similar, and involves first showing that upon each
application of the matrix estimation subroutine stated in (7), the amplification of the entrywise
error is bounded, as stated below in Lemma 12.

Lemma 12. Let S# and A¥ be (k,a)-anchor states and actions for matriz Q. For all (s,a) €
On = (5% x A)U (S x A#)\ (S# x A#), assume that Qu(s,a) satisfies |Qn(s,a) — Qn(s,a)| < n,
and for all (s,a) € S# x A# assume that Qy(s,a) satisfies |Qp(s,a) — Qu(s,a)| < n#. Then, for
all (s,a) € S x A, the estimates Qy(s,a) computed via (7) satisfy

‘Qh(s, a) — Qn(s, a)| = O(akn + o2K*n™).

Proof Sketch for Lemma 12 As our algorithm constructs Qh(s, a) for (s,a) € Qy, via averaging
over samples from the MDP, the condition ]Qh(s, a)—Qn(s,a)| < nis satisfied with high probability
for n = O((H — h)/+/Ns,a,n), shown via a simple application of Hoeffding’s inequality. To prove
Lemma 12, we show that the error is bounded by

|Qh(37a) - Qh<saa)‘ S H[C?h(s#a‘4#)}Jf

|@n(5% . @)Qn(s, A%) = Qu(S*, @) Qn(s, A%)|

op

@ am)] - [auis* an)]

3 CHELAACT L]

1 ‘ ,
S (Ud(Qh(S#,A#)))> k|| Qnlloo (20 + 1)

n*k | o s
! <(ad<Qh<s#,A#)))2> 1Qn]1%k = O(akn + o®k*y7).

The first inequality comes from an application of the triangle inequality and the definition of
the operator norm since for any rank d matrix @ with (k, «a)-anchor states and actions, for all
(s,a) € S x A, Q(s,a) = Q(s, AF)[Q(S#, A¥)]TQ(S#,a). The operator norm terms are bounded
using Weyl’s inequality and a classic result from the perturbation of pseudoinverses. The other two
terms are bounded by our assumption on Qh and that the reward functions are bounded by one.

As 7 is the dominant error term as 7 is the error on the small anchor sub-matrix, {Qj,(s, ) }(s,0)e5% x A#
with size O(k) x O(k), the critical insight from Lemma 12 is that the amplification of the error due
to matrix estimation is only a factor of ak, which is constant for a good choice of anchor states
and actions. We set Ny, 3, for each (s,a) € Q) to guarantee akn and a?k>n# are sufficiently small
for a subsequent induction argument that shows the algorithm maintains near optimal estimates
of @* and 7*. For each of the Theorems 7, 8, and 9, we will apply Lemma 12 to different choices
of @y, chosen to guarantee that Qh(s, a) is an unbiased estimate of Q. For Theorem 7, we choose
Qn = Q3. For Theorerp 8, we choosP Qn = QZ, where 7 is an e-optimal policy. For Theorem 9, we
choose Qp = rp + [PyVi11], where V)11 is the value function estimate for step h + 1.

Choosing @} to be potentially distinct from @} is a simple yet critical distinction between
our analysis and [37]. The analysis in [37] applies a bound similar to Lemma 12 with a choice of
Qn = Q;. However, as Qh will not be unbiased estimates of @7, the initial error n will contain a
bias term that is then amplified exponentially in H when combined with an inductive argument
for LR-EVI.

Proof Sketch for Lemma 10 To prove that the random sampling method presented in Section
6.2 finds O(ud, k)-anchor states and actions with high probability, let us denote the singular value
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decomposition of matrix Qp, with U YVT. For a randomly sampled set of anchor states and actions
S# and A%, let U and V denote the submatrices of U and V' limited to S # and A%, such that the an-
chor submatrix Qy(S#, A%) is given by USV7. By the matrix Bernstein inequality [43], when rows
and columns are sampled uniformly with probability p1 = ©(du/log(]S|)), p2 = ©(du/ log(|Al)),
the columns of U and V are nearly orthogonal. In particular, with high probability

1

2 )

implying that the anchor submatrix is rank d. By an application of the singular value version of
the Courant-Fischer minimax theorem [21], we can relate o4(Qy(S*, A%)) to 04(Qp) to show that

o = max | Qnlle /7a(@Qn (S} AF)) = O(r).

o 1 e
||p1 1UTU - Idxd“op < 5 and ||p2 1VTV - Idxd”op <

Inductive Argument for Main Theorems. The final step is to use the error analysis of each
iteration in an inductive argument that argues the estimated policy at each step is near optimal.
As the induction argument is similar across all three theorems, we present the inductive argument
for Theorem 8, and refer readers to the Appendix for the full proofs of all the theorems. For
Theorem 8, the induction step is that if 7,41 is te/H-optimal, then for time step H — ¢, the
policy found with LR-MCPI, 71—y, is (t+1)e/H-optimal. We then induct backwards across horizon,
ie. te{l,...H}.

To show the induction step, first we argue that by Hoeffding’s inequality, for (s,a) € Qp_q,
with high probability |Qw—; — QF_,| = O(e/a?k*H) for Ny_y = O ((t + 1)%a?k*H? /) ,N};_, =
a?k2Ny_,. Tt is critical that QH,t are indeed unbiased estimates of Q’}}_t as the estimate is
constructed via Monte Carlo rollouts. By Assumption 3 and the inductive hypothesis, szt is low
rank, such that by an application of Lemma 12, it follows that for all (s,a) € S x A, |Qu_¢(s,a) —
Q% _,(s,a)| < €/2H for the appropriate choice of Ny_;. Finally we argue that assuming the
inductive hypothesis, choosing greedily according to Qp_; results in a (¢ + 1)e/H-optimal policy.
For some state s, we denote a* = 73;_,(s) and @ = #ig_¢(s) = max, Qu++(s,a). The final induction
step is shown via

Vﬁ,t(s) - VHfrft(S) = Q*H—t(sv a*) - QH—t(Sv d) + QH—t(Sv d) - Q?Iﬂf(sa d)
<|Qi—e(s,a%) — QF_y(s,a")| + |QFr_e(5,a%) — Qu_i(s,a")| + |Qu—t(s,d) — QF;_4(s,d)]

. fr € €
< H?X(VH—tH(S/) Vi () + o5 + 5

2H 2H
where maxy (V_,,1(s") — Vi_,.1(s")) < te/H from the induction hypothesis.

The proof of Theorem 7 involves a similar inductive argument except that given the stronger
suboptimality gap assumption, we guarantee that 7, is an exactly optimal policy with high prob-
ability. This removes the linear growth in the error across the horizon that arises in Theorem 8§,
enabling us to reduce Ny, by H2. The proof of Theorem 9 also involves a similar inductive argument,
but under Assumption 4, we additionally show that at each time step Q’H_t =rg_+ [PH_tVH_tH],
the expected value of QH,t for LR-EVI, is close to not only Q7 _, but also Qz_t, which ensures
that LR-EVI not only recovers an e-optimal ¢ function, but also an e-optimal policy.

Sample Complexity Calculation. The sample complexity of LR-MCPI is given by ), (H —
h)(Nu|Qn| + N k?), and the sample complexity of LR-EVI is given by 32, (N4 |Q| + N7 k2). The
set |Qy| scales as O(k|S| 4 k| A]), where k = O(ud) when the anchor states and actions are sampled
randomly. The final sample complexity bounds result from substituting the choices of N and N ;f

as specified in the statements of Theorems 7, 8, and 9 into the summation.
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7.3 Extension to Approximately Low-Rank MDPs

Our sample complexity results rely on either Q}, QF, or [r), + PthH] having rank d, which may
only be approximately satisfied. Furthermore, our algorithms require knowledge of the rank of
those matrices, which may not be feasible to assume in practice. Hence, we extend our results
under the low-rank reward and low Tucker rank transition kernel setting (Assumption 4) to a
(d, &R, &p)-approximate low-rank MDP.

Assumption 5 ((d, &g, £p)-Approximate Low-rank MDP). An MDP specified by (S, A, P, R, H) is
a (d, &R, Ep)-approzimate low-rank MDP if for all h € [H|, there exists a rank d matriz r, q and a
low Tucker rank transition kernel Py, q with Tucker rank either (|S|,d, |A|) or (|S|,|S],d), such that
Vh,

max |rp(s,a) —rpa(s,a)| <&r and sup 2drv(Pr(-]s,a), Pra(-|s,a)) <&p, (8)
(s,a)eSxA (s,a)x A

where dpy is the total variation distance.

Assumption 8 extends the exact low-rank Assumption 4, where &g is the entrywise low-rank
approximation error of the reward function, and £p is the low-rank approximation error of the
transition kernel in total variation distance. For small values of £z and £p, the MDP can be
approximated well by a rank d MDP, and subsequently, it follows that for any estimate of the
future value function, rp + [Pth+1] is close to a corresponding rank d approximation.

Proposition 13. Consider a (d,&r,{p)-approxzimate low-rank MDP with &r, p,7h.d, and Pp q as
defined in Assumption 8, with respect to the low rank approzimation. For all h € [H] and any Vh-s—l,

[Phoa + PhaVis1] = [rn + PaVid] = §r+ (H — h)ép.

Theorem 14 shows that LR-EVI with the matrix estimation routine defined in Section 6.2 is
robust with respect to the low rank approximation error.

Theorem 14. Assume we have a (d,&r,&p)-approximate low-rank MDP (Assumption 8) where
rnd and Py g refer to the corresponding low rank approximations for the reward function and

transition kernel. For all h € [H], let S#,Aﬁ be (k,a)-anchor states and actions for @}, , =
["h,d + Ph7df/h+1], where Vh—i—l is the learned value function from Low Rank Empirical Value itera-
tion. Let Ny_y = O (k2a2H4/62) ,Nﬁ_t = o?k*Ny_ for allt € {0,...,H —1}. Then LR-EVI
returns an (e +0 (k2a2 (ERH + §pH2))> -optimal policy with probability at least 1—0 with a sample
complezity of O (K3a?(|S| + |AH? /e® + kSa*H /€?).

The proof of this theorem (see Appendix J) follows the same steps as the proof of Theorem 9
but additionally accounts for the low rank approximation error using applications of Proposition
13. Proposition 13 is first used to bound the error between Q,(s,a) and @}, 4(s,a) for (s,a) € Q.

Second, the proposition is used to bound the second term in the below inequality which controls
the error of our estimate relative to Q5 and Q7:

|Qn(s,a) — Qi (s, a)| < |Qn(s, @) = Qhals, )| +Qha(s,a) — Qh(s,a)| + Qi (s,0) — Qi (s, a)|

for all (s,a) € S x A where Q) =}, + P, Vi1 and Qha = Thd + Ph,thH.
Theorem 14 shows that in the approximate rank setting, the error of the policy our algorithm
finds is additive with respect to the approximation error while remaining sample efficient. If th, 418

p-incoherent with condition number #, one can use the result of Lemma 10 to find O(ud, x)-anchor
states and actions without a priori/domain knowledge.
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8 Experiments

We empirically compare the performance of combining low-rank matrix estimation with empirical
value iteration and Monte Carlo policy iteration on a tabular version of the Oil Discovery problem
[39]. Our results also join other empirical works that show the benefit of using low-rank variants
of RL algorithms on stochastic control problems [56, 34, 33].

Experimental Setup: We formulate this problem as a finite-horizon MDP, where the state and
action spaces are both {0,1,..., D} for D = 399, and the horizon length H = 10. The learner’s goal
is to locate the oil deposits over a 1 dimensional space, where the target location I, = round(400(1—
%)) changes with h to make the learning task more difficult. At step h the learner receives a reward
frn(s) that depends on how close the learner is to the oil deposit at [, perturbed by a zero-mean
Gausian noise with variance o7 (s,a) = (0.5 + a/400)?/10. The action a chosen indicates what
state the learner attempts to move to next, and the learner additionally pays a transportation cost
proportional to the distance between s and a, denoted by ¢(s,a). As a result the reward function
is

Th(S,(l) = fh(s) - C(S,(Z) +N(070i21(5>a))a

where we choose fj(s) and ¢(s, a) according to

fn(s)=1— % [é max (0, |s — lp| — 20)—‘ and ¢(s,a) = 0.01 x round <|8160a> ,
where round(s) rounds s to the nearest integer. c(s, a) is discretized to take on only 5 distinct values,
but the level sets of ¢(s,a) are diagonal bands, such that ¢(s,a) is in fact full rank. However, the
stable rank of c(s,a), as defined by ||c(s, a)||%/||c(s,a)||? is only 1.46, which implies that c(s, a) is
close to a low-rank matrix [36]. See Appendix C.1 for further discussion about c(s,a).
The learner’s intended movements are perturbed, resulting in the following transition kernel:

Py(s'|s,a) = max{0, min{D, §, + Unif(—Cy, Cp,)}}

where Unif(—C}, C}) denotes the discrete uniform distribution over {—Cp,—Cp + 1,...,Cy} and
Cy, = 4(H — h+ 1) determines the amount of noise in the transitions. Since E[P(s'|s,a)] only
depends on the time step h and action a, it follows that the rows of E[P,(s'| :,:)] are the same and
the rank of E[P(s'| :,:)] is one. Hence, the transition kernel has Tucker rank (|S|, 1,]A4|).

Because the reward function is approximately low-rank and the transition kernel has low Tucker
rank, it follows that this MDP is approximately low rank (satisfying Assumption 5). See Appendix
C.2 for a visualization of Q7 and more discussion on the rank of Q.

Algorithms: We compare LR-EVI, LR-EVI + SI, LR-MCPI, and LR-MCPI + SI with empirical
value iteration (EVI) and Monte Carlo policy iteration (MCPI). Recall that LR-EVI + SI is
essentially the same as LR-EVI but uses Soft-Impute from the fancyimpute package [35] for
the matrix estimation method, whereas LR-EVT uses the matrix estimation algorithm presented in
section 6.2. The observation set, i.e. {2, that is used for Soft-Impute is a Bernoulli sampled subset
of entries where the probability of including each entry is denoted pg;. Equivalently LR-MCPI +
SI is the same as LR-MCPI except that it uses Soft-Impute with Bernoulli sampled [€2;,|. The
vanilla EVI (resp., MCPI) refers to our algorithm using option (a) (resp., option (b)) for Step 1
Withou:c the matrix estimation step, setting ), = S x A for all h € [H] and change Step 2 to be
Qn = Q. o

To empirically validate the performance of the algorithms, for a fixed sample budget N, we
compare the max entrywise error of @ of all the algorithms. We test five different allocation
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schemes on how to distribute the N samples across the time steps to determine NN, s,a,h and use the
best one for each algorithm. We ensure that an equal number of samples are allocated to each
state-action pair. As N may not be divisible by D?, the true samples used is within D? of N due
to rounding. We show that LR-EVI and LR-MCPI are robust to p = ps = pa as both algorithms
perform well for a range of values of p, and it suffices to choose p to be small. We perform a grid
search to determine pg; for each value of N, choosing the best performing parameter for each. See
Appendix C.3 for the details on how we chose and set the hyperparameters of the algorithms.

Results: For each value of N € [10°, 107,108, 10%], we run each of the above algorithms 10 times.
Figure 1 shows the average o, error of @ across the 10 simulations, along with error bars whose
height indicates one standard deviation above and below the mean. Note that for vanilla EVI to
produce an estimate, it requires one sample per (s, a, h), which already requires 1.6 x 10° samples.
For vanilla MCPI to produce an estimate, it requires one trajectory per (s, a, h) of length H —h+1,
which requires 8.8 x 10° one-step samples. As a result, there is no bar depicted for either EVI or
MCPI for N = 10%, as both algorithms require more than 10% samples to even produce any estimate.

4 4
- B LR-EVI — [ LR-MCPI
I mmm LR-EVI + SI I B LR-MCPI + SI
T 3 ——Y T 3 mm MCPI
L2 Lo
5 5
@ @

24 7]
& 2
= =
o o
€ c
S 14 5 14
5 5
s s

N=1le6 N=1e7 N=1e8 N=1e9 N=1e6 N=1e7 N=1e8 N=1e9

Figure 1: Max entrywise error of Q1 vs. sample budget for LR-EVI, LR-EVI + Soft Impute,
empirical value iteration and LR-MCPI, LR-MCPI + Soft-Impute, Monte Carlo policy iteration
at h = 1. Note that the optimal )] function ranges in value from roughly 8.3 to 9.6, such that 0.8
error would be roughly 10% error.

For N = 10%, the error bar for LR-MCPI + SI has a height of 11.5 but is trimmed to align the
y-axis in both graphs.  Figure 1 shows that when the sample budget is small (N = 10°), the
low rank RL algorithms can still produce reasonable estimates even when there are not sufficient
samples to even run the vanilla RL algorithms, i.e., less than 8.8 x 105 one-step samples. Our chosen
MDP is also not strictly low rank, but only approximately low rank, thus our results validate that
our algorithms are not sensitive to the exact rank, as they perform very well on this approximately
low rank MDP as well. The Monte Carlo Policy Iteration variants seem to require more samples to
achieve the same performance relative to Empirical Value Iteration variants. This is expected as
the sample complexity of MCPI is multiplied by H due to sampling entire trajectories rather than
one step samples. The MDP in this illustration is well-behaved for LR-EVI as it has a low rank
transition kernel, but the practical benefit of LR-MCPI is that it is more robust to MDPs that
may not have low rank structure in the transition kernel, as exhibited by the MDP constructed in
Section 4.

We also compare the performance of EVI and MCPI and their low-rank variants on the Double
Integrator, a stochastic control problem, see Appendix D for full details. The results from the Dou-
ble Integrator simulations also show the benefit of the low-rank methods when the sample budget is
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small; LR-MPCI produces a reasonable estimate of ()7 even when there are not sufficient samples
to run MCPI. However, LR-EVI and LR-MPCI are sensitive to the choice of matrix estimation
method, so in practice, one should carefully tune the matrix estimation methods’ hyperparameters
given computational limits on storage and runtime. When the sample budget is large, the low-rank
methods lose their advantage and may even perform worse than tabular variants.

9 Conclusion

In this work, we prove novel sample complexity bounds using matrix estimation methods for MDPs
with long time horizons without knowledge of special anchor states and actions, showing that
incorporating matrix estimation methods into reinforcement learning algorithms can significantly
improve the sample complexity of learning a near-optimal action-value function. Furthermore, we
empirically verify the improved efficiency of incorporating the matrix estimation methods. We also
provide a lower bound that highlights exploiting low rank structure in RL is significantly more
challenging than the static matrix estimation counterpart without dynamics. While we show a
gain from [S||A] to |S| + |A|, the sample complexity may not be optimal with respect to d and
H, which may be an interesting topic for future study. For example one could consider how to
incorporate advanced techniques in existing tabular reinforcement learning literature that decrease
the dependence on the time horizon into our low rank framework. While our results show the
value of exploiting low-rank structure in reinforcement learning, the algorithms heavily rely on a
generative model assumption, which may not always be realistic. Extensions to online reinforcement
learning is an interesting and potentially impactful future direction.
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A Extensions

We extend our results to the continuous MDP setting and infinite-horizon discounted MDP setting.
We also discuss the use of alternative matrix estimation subroutines. Each of these extensions are
fairly minor technically, but we include them to illustrate the wider implications of the low rank
framework.

A.1 Continuous State and Action Spaces

Our results in Theorems 8 and 9 can be extended to the continuous MDP setting where S and A
are both continuous spaces. In particular, the action-value function obtained when running LR-
EVI and LR-MCPI on a discretized version of the continuous MDP can be used to construct an
e-optimal action-value function for the continuous MDP, similar to the reduction used in [37]. We
assume the same regularity conditions on the continuous MDP as used in [37].

Assumption 6 (MDP Regularity for Continuous MDPs [37]). Assume the MDP satisfies
e (Compact Domain): S =[0,1]", A=[0,1]",
o (Lipschitz): Qj is L-Lipschitz with respect to the one-product metric:

Qh(s,a) = Qi(s",a)| < L(lls = s'll2 + la = a'[l2) ¥ h € [n].

We follow the same steps as in [37] to discretize the state and action spaces into S-nets (S and
AP respectively), i.e. S” is a set such that for all s € S, there exists an s’ € S# where |s' — 5|y < f3.
We next define the discretized MDP to be M? = (S8, A8 P8 r H) where Pf is defined as follows:

Pf(s/\s,a) :/ Py(s"]s,a)ds”.
{s"€8:|s"—s"|2<B}
After discretizing the state and action spaces, LR-MCPI or LR-EVT is run on the discretized MDP.
Our approach differs from the one from [37] because we only discretize the continuous sets once
and then run the tabular algorithm while their algorithm changes the discretization error 8 at
each iteration. To run LR-MCPI or LR-EVI on the discretized MDP, one needs to be able to
sample transitions/rollouts from Pf instead of Pj,. See Appendix K for details on how we exploit
the generative model to obtain transitions/rollouts on M?. The following lemma shows how the
optimal Q function on M? can be used to approximate Q* of the original MDP with small enough

B.

Lemma 15. Let MDP M? = (S8, A% P8 R, H) be the discretized approzimation to MDP M =
(S,A,P,R, H) where S® and A® are B-nets of S and A, respectively. Let Q* and QP be the optimal
Q functions of M and MP, respectively. For any s € S,a € A and s € SP,a' € AP such that
Is = s'll2 < B, lla—d'lla < B and for all h € [H],

Qi(s,0) = QP(s/sa)| < 2L(H — h+ DB, |Vii(s,a) = Vi (s',a)| < 2L(H — h+1)3.

If the transition kernels and reward functions of M? are low rank, satisfying Assumption 4, then
LR-EVI finds an e-optimal @}, function with an efficient number of samples. If M# only satisfies
Assumption 3, then LR-MCPI finds an e-optimal )p, function with an efficient number of samples.
For sake of brevity, we present only the sample complexity bound of LR-EVI under Assumption 4.
See Appendix K for the analogous result with LR-MCPI.
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Theorem 16. Let Q7 = [r), + [Ph‘A/h_A,_l”(s’a)
running LR-EVI on the discretized MDP MP. Let Assumption 4 hold on MP?, and S#,A# be

(k,a)-anchor states and actions for Qg for all h € [H]. Then, the learned Qy, from LR-EVI can
be used to construct an e-optimal Q function with probability at least 1 — § when = ¢/ALH and

Ny—y = O ((t+1)%k%a?H?/é?) ,Nﬁft = O ((t+1)%k**H? /%) for allt € {0,...,H — 1} with a
sample complezity of O (kSOzan+5/€n+2V0l(B)), where B is the unit norm ball in R™.

cs8x A8 where Vi1 is the value function learned when

Theorem 16 shows that if the low-rank and matrix estimation assumptions hold on the dis-
cretized MDP, then one can use the learned )p, estimate from LR-EVI to construct an e-optimal
estimate of @ function. Both algorithms are sample efficient (with respect to the dimension of
the state and action spaces) as the bounds have a 1/¢"*2? dependence instead of 1/e2"*2 which
is minimax optimal without the low-rank assumption. Furthermore, if Qg is p-incoherent with
condition number x, one can use the result of Lemma 10 to find O(yud, x)-anchor states and actions
without a priori/domain knowledge. Using the finite-horizon version of Corollary 2 from [40], we
can construct an O(eH )-optimal policy by defining a policy greedily with respect to Q.

The proof of Theorem 16 follows from combining Theorem 9 with a covering number lemma
to upper bound the size of the S-nets. [ is chosen carefully to account for the error amplification
with respect to H from Lemma 15 while ensuring that the algorithms use an efficient number of
samples.

A.2 Infinite-Horizon Discounted MDPs

We consider the standard setup for infinite-horizon tabular MDPs, (S, A, P, R,~), where S and A
denote the finite state and action spaces. R : S x A — A([0,1]) denotes the reward distribution,
and use 74(s,a) = E,p(s,q)[r] to denote the expected reward. P denotes the transition kernel, and
0 < 7 < 1 denotes the discount factor. The value and action-value function of following the policy
7 are defined as:

VT(s) =E sp=s

oo
Z ”Yth
t=0

for Ry ~ R(s¢,at),ar ~ mw(st), and s; ~ P(|s;—1,a¢—1). We define the optimal value function as
V*(s) = sup, V™(s) for all s € S and the optimal action-value function as Q*(s,a) = r(s,a) +
YEg~p(s,0)[V*(s")]. Since the reward function is bounded, for any policy m, Q" (s,a), V™(s) < ﬁ
for all (s,a) € S x A. To use matrix estimation methods, we require the transition kernel to have
low Tucker rank and the reward function to have shared latent factors, which is our strongest

low-rank assumption (Assumption 4).

, Q(s,a) =E [Z’tht

t=0

so—s,ao—a],

Assumption 7 (Low-rank Transition Kernels and Reward Functions (Infinite-horizon)). The ez-
pected reward function has rank d, and the transition kernel P has Tucker rank (|S|,|S|,d) or
(1S],d,|A|), with shared latent factors. For the Tucker rank (|S],|S|,d) case, this means that there
exists a |S| x |S| x d tensor U, an |A| x d matriz V', and an |S| x d matriz W such that

P(s|s,a) = N U(s,5,0)V(a,i)  and  r(s,a) = N0 W(s, i)V (a,i).

For the Tucker rank (|S|,d,|A|) case, this means that there exists a |S|x |A|x d tensor V, an |S|xd
matriz U, and an |A| x d matric W such that

P(s'|s,a) = 25:1 U(s,i)V(s',a,i) and r(s,a)= 25:1 Ul(s,i)W(a,1).
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Similar to the finite-horizon setting, this assumption implies that 7 4+ [PV] has low rank for any
value function estimate.

Proposition 17. For any MDP that satisfies Assumption 7, for any estimate of the value function,
the rank of r + ~[PV] is upperbounded by d.

The algorithm we consider that admits an efficient sample complexity is LR-EVI with the same
matrix estimation method adapted for the infinite-horizon discounted setting, i.e., including the
discount factor in the estimates and running Step 1, Step 2, and Step 3 for T iterations instead of
recursing backwards through the horizon. We overload notation and let Q; refer to the Q function
estimated in the i-th iteration of the algorithm. The correctness result and sample complexity
bound in this setting is as follows.

Theorem 18 (Correctness and Sample Complexity of LR-EVI under Assumption 7). Assume that
for any e-optimal value function V, the matriz corresponding to Q) = [r + [P‘A/t]] has rank d (a
consequence of Assumption 7) for all t € [T], and St#,A?;7E are (k,a)-anchor states and actions
for Q) = [r + [PV;]], where V; is the learned value function from LR-EVI at iteration t for all
t € [T]. Let Ny = O (a®k?/e2(1 — v)*) and Nt# = O(a®k?Ny;). Then, LR-EVI returns an e-optimal
S|+ ADa?k? atkS
(1-)* 62(1*“04) ’

Q function with probability at least 1 — & with a sample complexity of O ((

Theorem 9 states that if the transition kernel has low Tucker rank, one can learn an e-optimal Q
function with sample complexity that scales with the sum of the sizes of the state and action space
instead of the product. Furthermore, if @} is p-incoherent, then one can use Lemma 10 to find
O(ud, k)-anchor states and actions without domain knowledge, where £ is the condition number of
Q'. To prove the correctness result in Theorem 9, we show that at each iteration the error of the

@ function decreases with the following lemma.

Lemma 19. Let SZ#, Afﬁ and N be as defined as in Theorem 18, and let the estimate of the value
function at step t satisfy |Vi — V¥ < By. Ater one iteration of the algorithm, the resulting
estimates of the value function and action-value function satisfy

(14 ~)B:

o * [/ * 1+ B
Qe — @'l TEDPL vy, < BEDE

2
with probability at least 1 — % for each t € [T].

Running the algorithm for a logarithmic number of times returns an e-optimal @) function,
which gives the sample complexity shown in Theorem 9.

A.3 Matrix Completion via Nuclear Norm Regularization

While all of the above results are stated for the variants of LR-MCPI and LR-EVI that use the
matrix estimation algorithm as stated in Section 6.2, our results are not limited only to this specific
choice of the matrix estimation algorithm. As briefly mentioned in Section 6.2, the analysis relies
on using entrywise error bounds for the outputs of the matrix estimation algorithm. While the
algorithm stated in Section 6.2 lends itself to explicit entrywise error bounds given its explicit form,
it requires the non-standard sampling pattern associated to a set of anchor states and actions.
We show next that similar results can be derived for a different variation of LR-MCPI or LR-EVI
that performs matrix estimation by solving the convex relaxation of the low-rank matrix completion
problem. We utilize Theorem 1 from [10] to obtain entry-wise bounds on the matrix estimator.
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Chen et al. [10] state that it is straightforward to extend their results to the rectangular matrix
setting, but for ease of notation, they only consider square matrices. To directly apply the theorem,
we let |S| = |A| = n but note that it is easy to extend our results to |S| # |A|. Their analysis
assumes data is gathered via a Bernoulli sampling model; i.e. each state-action pair is added to €2y,
with probability p, i.e., Qy = {(s,a)|X (54 = 1} where X(; ) ~ Bernoulli(p) for (s,a) € S x A.

The matrix estimator is the minimizer of a least-squares loss function with a nuclear norm
regularizer, which is the convex relaxation of the low rank constraint. For the observed matrix
M;; = M5+ Ejj, with M* being the matrix we wish to recover and error matrix £, the formulation
is

,min 9(2) 2 336 eq, (Zi = Mig)* + M| Z | ©)

with € constructed via Bernoulli sampling as mentioned above [10].

We next present the primary result that is needed from [10] for the readers’ convenience. Assume
that  is constructed with the Bernoulli sampling model and the error matrix £ = [E; ;] is composed
of i.i.d. zero-mean sub-Gaussian random variables with norm at most 7.

Theorem 20 (Theorem 1 in [10]). Let M* have rank—d and be p-incoherent with condition number
k, where d,k € O(1). Let A\ = Cy\no\/np in Equation 9 for a large enough positive constant C.

np
u3logn

Assume that n?p > Cu*nlog®n and o < ¢ |M*||oo for some sufficiently large constant

C > 0 and small constant ¢ > 0. Then with probability 1 — O(n=3), any minimizer Ze,, of
Equation 9 satisfies

o unlogn
oq(M*)

||ZCUI - M*”oo S Ccvac

for some constant Cepy > 0.

Applying Theorem 20 into our analyses for LR-MCPI and LR-EVTI gives us the necessary error
bounds to prove the desired linear |S| + |A| sample complexities for LR-MCPI and LR-EVI with
Qy, generated according to the Bernoulli sampling model and

ME ({Qh(s7 a)}(s,a)GQh) <~ CVXSOIVGT<Q€£12,HXA g(Q) £ % Z(s,a)EQh(Q(Sa CL) - (Qh(S, a’)))2 + >‘|Q||*) .

We state only the result for LR-EVI under Assumption 4 (low-rank reward function and low
Tucker rank transition kernel). The modifications to the theorems and proofs to show the analogous
result for LR-MCPI under Assumption 3 are essentially the same.

Theorem 21. Let p, = p3d*k2H*C?,, log(n)/e*n. Assume that for any e-optimal value function
Vh+1; Q) = [rn+ [PthHH has rank d (Assumption 4), is p-incoherent, and has condition number
k for all h € [H|. Then, the learned policy from the algorithm specified above is e-optimal with prob-
ability at least 1 — O (Hn_3 + exp (—,u3d2/£2H4n log(n)/ez)). Furthermore, the number of samples
used is upper bounded by O (M3H5n/62) with the same probability.

The proof of Theorem 21 follows the same argument as the proof of Theorem 9 but uses Theorem
20 to control the error amplification from the matrix estimation method. Similar to our main results,
using this matrix estimation method as a subroutine reduces the sample complexity’s dependence on
|S| and |A]| from |S||A| to |S]|+|A|. This theorem provides a potential explanation for the successful
experimental results in [56], and answers an open question posed in [37]; it guarantees that using
existing matrix estimation methods based on convex problems as a subroutine in traditional value
iteration has significantly better sample complexity compared to vanilla value iteration when finding
e-optimal action-value functions.
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B Example Illustrating Assumption 3 (Low Rank Q functions for
Near Optimal Policies)

Assumption 3 states that the e-optimal policies 7 have associated Q functions that are low rank. At
first glance, it might be unclear if this Assumption can be satisfied without requiring the stronger
conditions in Assumption 4 of low rank rewards and low Tucker rank transition kernels. In this
section, we present an MDP (S, A, P, R, H) in the reward maximization setting with all e-optimal
policies 7 (e-optimal 7 for all s € S and h € [H]) having low-rank @™ without the transition
kernel having low Tucker rank. Specifically, we upperbound the rank of Q™ with a function of
e and the size of the state/action space. where II. is the policy class containing all e-optimal
deterministic policies. With the following example, we show that there exists an MDP with a
non-trivial relationship between d. and ¢, |S|, and |A|. We now present the H-step MDP that
exhibits this property. Let S = A = 0 U [m], and the reward function be r,(s,a) = 0 for all

1/2
(s,a,h) € S x Ax[H —1] andrH(s,a):1—< ) for all (s,a) € S x A.
For all h € [H — 1], the transition kernel is

sa
(m+1)?

0, ifs= 1, ifs=s=
Ph(0|s,a):{’ if s=a, , if s =s=a,

1, otherwise, 0, otherwise,

for s’ € {1,...,m}. We note that

11 .1
10 1 .1

B0l =2 o -0
11 ... 0 1
11 ... 1 o0

and for s’ € [m], Py(s'|s,a) = E* is an all-zero matrix with the s'-th diagonal entry equal to one, so
the transition kernels do not have low Tucker rank. Next, we prove the main result of this section,
which upper bounds the rank of the @)}, functions of e-optimal policies.

We remark that at time step 2, selecting action 0 is always optimal, regardless of the state.

Lemma 22. Let 7 be an e-optimal policy, that is V;*(s) — V7 (s) < € for all (s,h) € S x [H]. Then,
rank(Q%) = 2, and rank(Q7) <1+ |2(m +1)2] for all h € [H — 1].

Proof of Lemma 22. Let m be an e-optimal policy. We first show that Q% = r2 is a matrix with
rank 2. By construction, the first two rows of Q7 are:

QD) =[1,1,1,...,1], (QF)s= [1,1— (M)UQJ— ((1n+21)2)1/2’”"1_ (M)lml ,

and for any i € {3,...m + 1}, the i-th row of Q7 is

Hence, (Q5); = (1 — i1/2)(Q’27)1 + i1/2(Q§)2, and rank(Q3) = 2.
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Let h € [H|, to bound the rank of Qf, we first note that for all s € S, |Vj(s) — 1] =

1/2
((Sﬁi)ﬂ) < e since 7 is e-optimal. It follows that 7(s) < @, and if M < 1, m(s)
must equal 0, which is the optimal action. Hence, there are at most s < €?(m + 1)? number of

states in which 7 can deviate from the optimal policy. The value function of an e-optimal policy is

1, it s =0,
Vii(s) = 4 1 L e
1-— ( (;ﬁi;) ., otherwise.

Since 7 is e-optimal, we have 1 -V, (s) < e for all s € S. Due to the construction of the dynamics,
if one starts at state s at time step h, one will be at either state s (choosing action m(s) = s at each
time step) or state 0 (taking any other sequence of actions). Thus, V/™ | (s) = Vi (s) or V}T ;(s) =1
depending on the sequence of action. It follows that V;T ,(s) > Vfj(s). It follows that if s = 0 or

1/2
5> eX(m+1)2, Vir 1 (s) = 1. Otherwise, V[T (s) > ((;Zf‘i))Q) for s < [e2(m +1)%].

We next compute the ) function at the time step h to show that we can upperbound the rank
of @5 by the number of states that 7, deviates from the optimal policy. Specifically, for each

s < |¢(m +1)2], let m,(s) = s for h € [H]. It follows that

Qi (s,a) = ra(s,a) + Y Pu(sls, a) Vil (s))
s'=0
m l€2(m+1)?]
= 0+ Pu(0ls,a)Vyy1(0) + > Py(s'ls, Vi () + D Pu(sls, )V (s)
s'=|e2(m+1)2]+1 =1

m le2(m+1)2] s7(s) 1/2
—ROsa+ S BEsa+ > Puslsa) (1 - (M) ) |
s'=|e2(m+1)2|+1 s'=1
In matrix form, it follows that
0 1 1 ... 1]
Lo 1 .1 m L) sm(s) \2
> E® E\l1—-|—F

Qp= |t ¢ - 1 i+ Z + Z ( ((m + 1)2> >
11 ... 0 1 s'=[e2(m+1)?|+1 s'=1
1 1 1 0

[e*(m+1)2] ) sm(s) 1/2
o= X F(GE)

Thus, at most |€2(m+1)?|-rows of QT are different from the all-ones row. It follows that rank(QT) <
1+ [€2(m+1)?], and each state s < [€?(m + 1)?] that 7, performs optimally at tightens the above
upperbound on the rank by one. Since the bound holds for arbitrary h € [H — 1], it follows that it
holds for all h € [H — 1]. O

C Experimental Details for Oil Discovery Problem

In this section we discuss the rank of the cost function, the rank of the Q* function, and details of
how we tuned the hyperparameters of our algorithms for the experiments presented in Section 8.
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C.1 Rank of ¢(s,a)

Recall that c¢(s,a) = 0.01 x round ('8163 ‘). Figure 2 displays a heat map and the singular values of

the cost function.

c(s, a) 004 Singular Values of c(s, a)
5,
-0.03 44
g
0.02
2,
0.01 S
D,
0.00 0 100 200 300 400
’ Index i

Figure 2: Heat map (left) and singular values (right) of c(s,a).

Even though each entry of ¢(s,a) can only be one of five values, the rank of ¢(s,a) is 400
as all of the singular values are greater than zero. However, Figure 2 shows that the mag-
nitude of the singular values decrease quickly. Furthermore, the stable rank of ¢(s,a) is small
le(s,a)||%/]c(s,a)||? = 1.46. Tt follows that c(s,a) is “approximately” low-rank.

C.2 Rank of Q*

Figure 3 displays a heat map of Q7 and a plot of Q7 singular values from largest to smallest.

Singular Values of Q;

30004
_ 2000
S
1000+
0,
0 100 200 300 400
Index i

Figure 3: Heat map (left) and singular values (right) of Q7.

While all of the singular values of @} are greater than zero (rank(Q7) = 400), the magnitude of
the first singular value is significantly larger than all the other singular values; oy / Z?ﬂ? o; = 0.995.
Table 2 displays the rank and stable rank of @ for h € [H].
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|h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10
Rank 400 400 400 400 400 400 400 400 400 400
Stable Rank | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.004 1.000

Table 2: Rank and stable rank of @} for h € [H].

From the results in Table 2, it’s clear that despite rank(Qj) = 400 for all h € [H], Q; is
approximately low rank for all h € [H] because all the stable ranks are close to one.

C.3 Hyperparameter Tuning

In this section, we discuss the hyperparameters of our algorithms and our methodology on how to
choose their value.

Allocation Scheme N, : In the proof of our theorems for LR-EVI and LR-MCPI, the sample
allocations NNy , j, are chosen to ensure that at each time step h, the algorithm takes enough samples
so that that [|Q — Q}|lc < €(H — h+ 1)/H. In practice, the algorithm does not have access to
the optimal ) function and cannot use this condition as a criteria to choose N, 1, so we instead
empirically test a few different allocation schemes and choose the best. We choose N, to be
uniform for all s, a, not distinguishing between (s, a) in the anchor submatrix or not.

To determine how to allocate samples across the ten time steps for each algorithm, we run
a set of experiments benchmarking the algorithm’s performance on a set of different allocation

schedules. For an allocation scheme 7 = {7%},cp, where 78 > 0, ZhE[H] 78 = 1, and total sample
budget of N, we will allocate roughly 7*N samples to the estimation of Q. Essentially 7 specifies the
proportion of samples that are allocated to the estimates at each step, where there is some rounding
involved as the number of samples must be integral. For some sequence of nonnegative numbers
{at,ds,. ..aﬁq}, the corresponding allocation scheme 7° follows by simply normalizing according
to 7, = ap/ Y pepm @y The five different allocation schemes we consider are, 7 = {7} }ne(my,
corresponding to

ap=H—-h+1, af =|[(h+1)/2],

ap=(H-h+1)? a)=1

ay = (H—h+1)°
79 is simply a constant allocation schedule, which evenly allocates samples across the steps. When
there is an insufficient sample budget to implement other allocation schemes, we let the Empirical
Value Iteration algorithms default to 7°, evenly allocating one-step samples across steps h.

71 is a linearly decreasing allocation schedule. Note that as Monte Carlo Policy Iteration
requires samples of length (H — h + 1) trajectories to estimate @), the allocation that would
uniformly allocate trajectories across h for MCPI corresponds to 71. When there is an insufficient
sample budget to implement other allocation schemes, we let the Monte Carlo Policy Iteration
algorithms default to 71, evenly allocating trajectories across steps h.

74 is also a linearly decreasing allocation schedule, but simply at a slower rate. 72 is a quadrat-
ically decreasing allocation schedule, which matches the allocation schedule chosen in our Theorem
9 for LR-EVI, as indicated by the number of one-step samples N}, scaling as (H — h + 1)? in its
dependence on h. 73 is a cubically decreasing allocation schedule, which matches the allocation
schedule chosen in our Theorems 7 and 8 for LR-MCPI. In particular, the number of trajectories
N}, scales as (H — h + 1)? in its dependence on h, but the samples used need to be multiplied by
the trajectory length (H — h + 1), resulting in a cubic relationship.

2
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Table 3 displays the average entrywise error of @ of all the algorithms over ten trials for
each of these allocation schemes, where we set the sample budget N = 108, pg,pa = 0.025, and

ps; = 0.2. “—7 refers to the algorithm not having enough samples to take even one sample for
each state-action pair at one time step according to the specified allocation scheme.

7_1 7_2 7_3 7_4 7_5

LR-EVI 0.0803 0.0736 0.0948 0.0828 0.0825
LR-MCPI 0.1742 0.1419 0.1532 0.1795 0.2031
LR-EVI 4+ SI | 0.5638 0.4512 1.0065 0.5541 0.5358
LR-MCPI + SI | 0.6126 0.6535 0.6868 0.6285 0.6406
EVI 0.2927 1.5558 — 0.255  0.2264
MCPI 0.52  0.5437 — 0.5498 0.6127

Table 3: Mean (o, error of Q; of LR-EVI, LR-MCPI, LR-EVI + SI, LR-MCPI + SI, EVI, and
MCPL.

To calibrate these results, recall that entries in ()] take values from roughly 8.3 to 9.6. While the
performances are generally pretty similar, from the results in Table 3 the best allocation schemes
for the algorithms are 72 for LR-EVI, 72 for LR-MCPI, 72 for LR-EVI + SI, 7! for LR-MCPI +
SI, 7° for EVI, and 7' for MCPI. We use these allocation schemes for the experiments in Section
8.

Note that for our algorithms to run, they require minimally one sample for the value iteration
algorithms or one trajectory for the policy iteration algorithms for each (s,a) € Q. Hence, for
smaller values of N, e.g., N = 105, there may be state-action pairs in €, that do not receive
even one sample/trajectory following the best allocation scheme chosen from the data in Table 3.
Hence, if that problem occurs, we default to allocation scheme 7° for the value iteration algorithms
and we default to 7! for the policy iteration algorithm. These allocations uniformly spread the
samples/trajectories to ensure that the algorithm still produces an estimate when N may be small.

Finally we describe the details of the rounding that we implement to ensure that Ny,j are
integral, yet are distributed as close as possible to the desired allocation schedule 7 = {7/} with the
sample budget of N. For Empirical Value Iteration algorithms, N; ,;, denotes one-step samples at
(s, a) used to construct the estimate for Q. Thus we compute initial values by N 45 = TN /|0,
where the floor function is applied as the number of samples must be integral. Subsequently,
we compute the number of excess samples, given by No = N — Ehe[H} Z(s,a)th N a,n- Then,
recursing forwards through the horizon, we add one sample to each state action pair in y, i.e.,
Nsah = Ngan + 1, provided that there is sufficient samples Na > |Q4]. Then we recompute the
number of extra samples, i.e., NA = Na — || and repeat continuing at h+ 1. With this rounding
scheme, the final number of samples used by our algorithm will be within [N — D? NJ, where
D? =1.6 x 10°.

For Monte Carlo Policy Iteration algorithms, N, ; denotes number of trajectories sampled
starting from (s,a), that are used to construct the estimate for Q5. Thus we compute initial
values by Ngop = [7"N/|Qpu|(H — h + 1)], where the floor function is applied as the number of
trajectories must be integral. Subsequently, we compute the number of excess samples, given by
Na =N — 2ohelH) 2o(s,a)ey, Ns,an(H — h+1). Then, recursing forwards through the horizon, we
add one trajectory to each state action pair in €2y, i.e., Ny 45 = Ngqp + 1, provided that there is
sufficient samples Na > |Qp|(H — h 4+ 1). Then we recompute the number of extra samples, i.e.,
Na = Na — |Q|(H — h+ 1) and repeat continuing at h + 1. With this rounding scheme, the final
number of samples used by our algorithm will be again within [N — D% N].
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Choosing p = ps = p4 for LR-EVI and LR-MCPI: While our theorems use knowledge of the
rank and incoherence to choose pg, pa, and Ny, one cannot assume knowledge of these quantities in
practice. However, many other matrix estimation methods face similar challenges. For example, in
[56], to compute the @ function of the optimal policy, they need to choose psr, which depends on the
rank of Q*, for their algorithm, which combines value iteration and Soft-Impute. They show their
algorithm is robust to the choice of pg; by showing their algorithm performed similarly for multiple
psr values. Similarly, we show LR-EVI and LR-MCPI are robust to the choice of p = pg = p4 (the
only parameters in LR-EVI and LR-MPCI that depend on the rank and incoherence for a fixed
allocation scheme and N) in a similar manner. To show that LR-EVI and LR-MCPI are robust to
p = ps = pa, we ran both LR-EVI and LR-MPCI with allocation scheme 72 and N = 108 for each
p € [0.025,0.05,0.075,0.1], repeating each experiment 10 times. Since Q) effectively has a rank of
one, p should be minimally greater than or equal to 1/400 = 0.0025; ideally even larger to ensure
that with high probability there are a sufficient number of rows and columns sample. We set the
smallest value of p to be 0.025, which results in an expected number of sampled rows/columns of
10 our of 400, which is already a fairly small number. Table 4 shows the average £, error of Q1 at
time step h = 1 for different values of p.

| p=0025 p=005 p=0.075 p=0.1
LR-EVI 0.077 0.084 0.09 0.129
LR-MCPI | 0.152 0.179 0.196 0.216

Table 4: The mean ||Q1]|oo error of LR-MCPI and LR-EVI for different values of p.

To calibrate these results, recall that entries in ()7 take values from roughly 8.3 to 9.6. The
results show that for the different values of p, LR-EVI performs well and the errors are on the
same order. Furthermore, the errors are less for smaller values of p. The same results hold for
LR-MCPI for the different values of p. As a result, for the experiments in Section 8, we set
p = ps = pa = 0.025. As our table suggests, the algorithm has decent performance for different
values of p, so empirically one could choose p based on given computational and memory constraints.
The tradeoff is that small values of p could reduce computation and memory usage, but it does
assume the MDP satisfies the desired low rank conditions. By choosing p to be as larger, one may
increase some robustness to the low rank conditions, as the guarantees would be able to tolerate
MDPs with larger ranks.

Choosing pgr: In contrast to LR-EVI and LR-MPCI, for larger values of N, pgr needs to be
increased as the gain from decreasing the noise is not as beneficial as observing more samples.
For LR-EVI + SI and LR-MCPI + SI, we determine the best value of pg; for the four different
values of N € [105,107,10%,10%) used in our experiments in Section 8. We test eight values of
psr €[0.2,0.3,...,0.9] for the different N.

For LR-EVI + SI to run, it minimally requires one sample for each (s,a) € €, which would
mean at least pgr * 1.6 * 10° total samples in expectation. Thus for the lowest sample budget of
N = 105, we set pg; = 0.2 to ensure that LR-EVI + SI has sufficient samples to run successfully
for all ten trials.

Similarly, LR-MCPI + SI requires at least one trajectory for each (s,a) € € to run, which
would mean a total of pgy * 8.8 * 105 one-step samples in expectation. Thus for the lowest sample
budget of N = 10°%, we set pgr = 0.075 to ensure that LR-MCPI + SI has sufficient samples to run
successfully for all ten trials.

For the larger values of N € [107,10%,10%], we test eight values of ps; € [0.2,0.3,...,0.9]. Figure
4 shows the average /, error of Q1 for LR-EVI + SI and LR-MCPI + SI for the different values
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of pgr and N for LR-EVI + SI using allocation scheme 72 and LR-MCPI + SI using allocation
scheme 7!, where each experiment is repeated ten times.
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Figure 4: Max entrywise error of Q1 vs. pgy for four different values of N for LR-EVI 4 SI and
LR-MCPI + SI.

Figure 4 shows that when the sample budget is smaller, i.e. N = 107, smaller values of p
perform better; this is expected as there is insufficient sample budget so that increasing p means
the number of samples or trajectories allocated to each (s,a) € £ will be small, resulting in large
noise. For large sample budget, i.e. N = 10°, the performance is not very sensitive to the choice of
ps1, though the larger values of pg; do perform better. This is also expected as there is sufficient
samples to both sample more entries while still having N, ,j large enough that the noise is well
controlled. For N = 10® the performance with respect to pg; is quite different in these two plots,
and it may be due in part to the different allocation schemes. Allocation scheme 72 significantly
skews the proportion of samples to the earlier time steps compared to 7!. Hence for N = 108, with
scheme 72, increasing pg; results in the error LR-EVI + SI growing perhaps due to high noise in
the later time steps. In contrast, with scheme 7!, for N = 108, the error of LR-MCPI + SI does
not increase in pgy.

Table 5 displays the value of pg; we use for our experiments in Section 8. As discussed before,
the value of pgr is chosen for N = 10% simply to ensure that the observation set is small enough such
that the algorithms can produce some estimate for the given sample budget. For N € [107,10%,10%],
psr is chosen according to the value that minimized the error in the results displayed in Figure 4.

| N=10° N=10" N=10° N =10

LR-EVI + 8I 0.2 0.3 0.3 0.9
LR-MCPI + SI 0.075 0.2 0.5 0.9

Table 5: Values of pgy for each N in the experiments in Section 8.

D Additional Experiments for Double Integrator Problem

We empirically evaluate the benefit of including a low-rank subroutine in tabular RL algorithms on
the discretized finite-horizon version of the Double Integrator problem, a stochastic control problem
seen in [56, 37].
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Experimental Setup: We formulate the Double Integrator problem as finite-horizon tabular
MDP with state space S = {(z,%)} for x € {-2,-1.9,...,1.9}, € {-1,-0.9,...,0.9}, action
space A = {—0.5,-0.499,...,0.5}, and H = 5. With this setup, the size of the state space is
|S] = 40 x 20 = 800, and the size of the action space is |A| = 1000. The learner’s goal is to control
a unit brick on a frictionless surface and guide it to the origin, state (0,0). x refers to the brick’s
position, and & denotes the brick’s velocity. At each step, the learner is given a noisy reward that
penalizes them for the brick’s current position,

% + i?
2

rp((x,2),a) = — + N(0,1),

for all h € [H], and N(0,1) is a standard normal random variable. The learner chooses an action
a to change the velocity of the brick. The dynamics of the system for a given state-action pair
((z,2),a) for all h € [H] are

7' = min(max(z + ¢, —2),1.9), 2’ := min(max(|% + a|,—1),0.9),

where |#] rounds # down to the nearest tenth. Since the reward function does not depend on
the action, the rank of the reward function is one. Due to the deterministic dynamics, for a given
next state (z/,4'), the current state (z,#) must minimally satisfy 2/ = x 4+ &. Thus, there are at
most twenty (z, 1) pairs that satisfy 2/ = x + & (the velocity can only take on twenty different
values), so there are at most twenty non-zero entries in P((z2/,2)|-,-). Therefore, the Tucker rank
of P((«',2")|(z,2),a) is upperbounded by (]S, 20, |A|). Hence, this MDP satisfies Assumption 4.
Figure 5 displays a heat map of )7 and a plot of )7 singular values from largest to smallest.
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Figure 5: Heat map (left) and singular values (right) of Q7.

While the transition kernel has Tucker rank upper bounded by (|S],20, |A|), the rank of @} is
ten for h € [4] while the rank of Q}; = 7y is one. Table 6 displays the rank and stable rank of Q}
for h € [H].

|h=1 h=2 h=3 h=4 h=5
Rank 10 10 10 10 1
Stable Rank | 1.04  1.02 1.01  1.00  1.00

Table 6: Rank and stable rank of @} for h € [H].
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From the results in Table 6, it’s clear that the rank of @} is much smaller than |S| or |A].

Algorithms: We compare the same algorithms used in the oil discovery experiments. Since
|S| # |A|, we allow for pg and ps to be different. Instead of using Soft-Impute from the
fancyimpute package, we use the implementation from [17] because it yielded better results and
shorter runtimes.

D.1 Hyperparameter Tuning

In this section, we discuss the results of tuning the allocation schemes, pg,pa, and pgr for our
different algorithms.

Allocation Schemes: To determine how to divide samples across the five time steps, we test
our algorithms on the five different allocation schemes introduced in Appendix C.3. Recall that the
allocation scheme 7" is 7 = a},/ > (g ajy for lar, ..., ap]. The five different allocation schemes

we consider are, ¢ = {T;'L}he[ H]> corresponding to

With our implementation, roughly 7/ N samples are allocated to estimating @}, (N is the sample
budget). Table 7 displays the mean entrywise error ~of @1 of all the algorithms over five trials for
each allocation schemes. We set the sample budget N = 108, pg = 0.1,p4 = 0.08, and pg; = 0.4.

7_1 7_2 7.3 7_4 7_5

LR-EVI 0.761 1.20 4.30 2.15 0.507
LR-MCPI 0.550 0.416 0.633 2.07 1.16
LR-EVI+SI | 0.459 0.469 1.343 0.512 0.456
LR-MCPI+SI | 0.394 0.405 0.388 0.436 0.441
EVI 1.044 2921 1.343 3.074 1.469
MCPI 0.642 0.615 1.09 2.225 2.526

Table 7: Mean ¢, error of Q; of LR-EVI, LR-MCPI, LR-EVI+SI, LR-MCPI+SI, EVI, and MCPI.

While the errors are roughly similar for many of the allocation schemes for each algorithm, we
choose the allocation scheme that corresponds to the lowest error. Hence, we use allocation scheme
75 for LR-EVI, 72 for LR-MCPI, 7° for LR-EVI+SI, 72 for LR-MCPI+SI, 7! for EVI, and 72 for
MCPL

Choosing ps and p4: Similar to Soft-Impute, varying ps and p, as a function of the total
number of samples improves the performance of LR-EVI and LR-MPCI. When the sample budget
is small (N = 107), one should set p, and p, to be smaller, which increases the bias from the matrix
estimation method but decreases the noise on the empirical estimates. However, when the sample
budget is increased (N = 10%), one should increase ps and p, to reduce the bias of the matrix
estimation method as the estimation error on Q is already very small. Thus, for N € [107,10%,10],
we try the following (ps,pa) € [(0.025,0.02), (0.05,0.04), (0.1, 0.08), (0.2,0.16)] over five trials. Ta-

ble 8 displays the entrywise error of Q1 obtained from running LR-EVI with allocation scheme 7°.
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Table 9 displays the entrywise error of Q1 obtained from running LR-MCPI with allocation scheme

2.

| N=10" N=10% N=10°

(ps,pa) = (0.025,0.02) | 1.72 1.09 0.650
(ps,pa) = (0.05,0.04) | 2.74 0.236 0.190
(ps, pa) = (0.1,0.08) 5.43 0.488  0.0175
(ps, pa) = (0.2,0.16) 10.9 1.05 0.0365

Table 8: Mean /o, error of Q1 of LR-EVI for varying values of (pg,pa).

\N:107 N =10 N =10°

(ps,pa) = (0.025,0.02) | 2.26 1.50 1.34
(ps,pa) = (0.05,0.04) | 4.70 0.293 0.143
(ps,pa) = (0.1,0.08) 4.54 0.288  0.0452

(s, pa) = (0.2,0.16) | 10.84  0.747  0.108

Table 9: Mean /o, error of Q1 of LR-MCPI for varying values of (pg,pa).

 Hence, for LR-EVI, we use (ps,pa)_: (0.025,0.02) for N = 107, (ps,pa) = (0.05,0.04) for
N = 108, and (ps,pa) = (0.1,0.08) for N = 10°. For LR-MCPI, we use (pss Pa) = (0.025,0.02) for
N =107, (ps,pa) = (0.1,0.08) for N = 108, and (ps,pa) = (0.1,0.08) for N = 10°.

Choosing pg;: For LR-EVI + SI and LR-MCPI + SI, we test different values of pg; for N €
[107,108,10% to determine what to set ps; to in our final experiments in Section 8. We test five
values of psy € [0.1,0.5,...,0.9] for the different N. Figure 6 shows the average £, error of Q1 for
LR-EVI + SI and LR-MCPI + SI for the different values of pg; and N for LR-EVI + SI using
allocation scheme 7° and LR-MCPI + SI using allocation scheme 73, where each experiment is
repeated five times.
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Figure 6: Mean (o, error of Q1 of LR-EVI+SI(Left) and LR-MCPI+SI(Right) for various values of
psr and N

From these results, we choose the pg; value that corresponds to the lowest error for our final ex-
periments. Note that for N = 107, the error is strictly increasing as pgr increases for LR-MCPI4SI.

42



Hence, for LR-EVI4SI, we use ps; = 0.3 for N = 107, pg; = 0.9 for N = 10%, and ps; = 0.9 for
N =10°. For LR-MPCI+SI, we use pg; = 0.1 for N = 107, pg; = 0.9 for N = 10%, and pg; = 0.9
for N = 10°.

Results: For each value of the sample budget N € [1077 10%,10%], we run each of the six algo-
rithms ten times, with the hyperparameters specified above, and compute the average f~, error
of Q1. Figure 7 displays the mean entrywise error of Q1 over ten simulations with the error bars
corresponding to the standard deviation. For vanilla MCPI to produce an estimate of @7, it re-
quires at least Zthl SAh = 1.2 x 107 one-step samples. Hence, there is no error bar for MCPI
with N = 10".

" B LR-EVI " 3 LR-MCPI

94 Il LR-EVI + 5l 94 I LR-MCPI + S|
I EVI I MCPI
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Max entrywise error for h
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Figure 7: Max entrywise error of Q1 vs. sample budget for LR-EVI, LR-EVI + Soft Impute,
empirical value iteration and LR-MCPI, LR-MCPI + Soft-Impute, Monte Carlo policy iteration
at h = 1. Note that the optimal ()] function ranges in value from roughly —11.2 to 0, such that
1.12 error would be roughly 10% error.

Similarly to the results from the oil discovery problem, Figure 7 shows that even when there are
not enough samples to MCPI, LR-MCPI produces a reasonable estimate. Furthermore, the low-
rank algorithms perform better than the tabular versions, EVI and MCPI, when the sample budget
is small, i.e., N = 107 or N = 108%. When the sample budget is large, i.e., N = 10°, the low-rank
methods perform similarly to EVI and MCPI, except for LR-MCPI+SI. The relatively large error
from LR-MCPI+SI for N = 107 suggests that the matrix estimation methods are sensitive to the
choice of hyperparameters, so in practice, one should carefully tune these given their computational
limits, e.g., storage and runtime constraints. In contrast to the oil discovery simulations, the policy
iteration algorithms achieve a similar error to the value iteration algorithms with the same sample
budget.

E Proof of Lemma 1

Proof of Lemma 1. Consider the MDP defined in Section 4. Let m,(1) = m,(2) = 2 for all h €
{2,...,H — 1}. We prove that

1 1 1
Qﬂ',O _ 1 p) Vﬂ'ﬂ — 2
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1
with backwards induction on h. Since Vg’e =14 _5 92 ), the base case occurs at step H — 1.

Applying the exact Bellman operator, it follows that

1 1
7,0 _ 1 2
A= 1+20, 1+2%

1
w0 5
Vet = ( 1422 >

because for both values of 8, 1 + 46 > 0. Next, assume that the induction hypothesis holds, that is
for some t € {2,..., H — 1},

1 1 1
er,e _ 1 5 VTr,G _ 2 .
t % + 2H7t9’ 14+ 2H7t+1‘9 ) t 14+ 2H7t+19

Applying the exact Bellman operator, it follows that
0 0
Q=11+ PV

(- 0 Vo)
- _ 2H7t+19 ‘/;71' 9(2)
1
= ( %+2I§—t+107 1+2H t+2p )
Because 27|0| = 3/4, 1 + 250 > 0, which implies that Qf;01(2, 2) > Q?L61(2, 1). Therefore,
1
0 1
V;fﬂ-l < 1+ 2[%—154—29 >
and the induction hypothesis holds. Finally, since one stays in the same state at all steps after

h =1 by construction, 7,(1) = m,(2) = 2 for all h € {2,..., H — 1} is the unique optimal policy
because 27|6] = 3/4, which implies that Q}(2,2) = 2Q7?(2,1) > 0. O

and

DO = [ =

F Proof of Proposition 4

Proposition 4 states that if the reward function and transition kernel are low rank, then for any
value function estimate Vi1, rp + [Py Vi41] has rank upper bounded by d.

Proof of Proposition 4. Let MDP M = (S, A, P,r, H) satisfy Assumption 4 (specifically, P, has
Tucker rank (|S|,|S|,d). Hence, for any value function estimate V11,

d
Th(Sa CL) + thh-‘rl = Z W(h) (Sa ’L)V(h) (CL, Z) + Z Vh-ﬁ-l(S,)Ph(S,‘Sa CL)
i=1 s'eS
d . d
=> W (s, i) VW (a,i) + Y Viga(s) Y UM, 5,0)V 7 (a,4)
=1 s'es =1

4
i=1

s'es

Since WM (1, )+ 3y cg Vi1 (YU (s, 2, 2) is an | S| x d matrix, r4,(s, a) + P, Vi41 has rank at most
d. The same result holds when P}, has Tucker rank (|S|,d, |A|) from a similar argument. O
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G Proof of Lemma 10 (Random Sampling of Anchor States and
Actions)

As stated in Lemma 10, our sampling method is as follows: we sample states and actions using the
Bernoulli model. Let U € RISIxd v ¢ RIAIXd gych that

P =

’ T —

i {Uz- with probability py, 7 {Vi with probability po,

0 otherwise 0 otherwise

Let Qp, := UXVT e RISXIAl The sampled anchor states and actions are the states corresponding
to the non-zero rows and columns, respectively. We remark that the Bernoulli model is chosen
for convenience and similar results hold if we sample with replacement. To prove Lemma 10,
we present two intermediate lemmas, the first shows pfl/ U and Doy /27 have near orthonormal
columns, which implies that U and V have full column rank, with high probability.

Lemma 23. Let Qp,, U, U, X, V, and V be defined as above. Let Qy, be p-incoherent. Then, with
probability at least 1 — 4(|S| A |A])719, we have

40pdlog(]S]) | 40udlog(|S])

le_lﬁ—rﬁ - Id><dHop S

p1lS| p1lS|
15T 40udlog(|A]) ~ 40udlog(|Al)
17T
V'v-1I ony < + .
Ip> x| Y p2| A p2| A
Proof of Lemma 23. For each i € [|S]], let Z(*) € RISI*? be the matrix obtained from U by zeroing
out all but the i-th row. Let d1,...,0|s) be i.i.d. Bernoulli(py) random variables. We can express
U= 20 ad 0= Y 5,20
i€[| S]] i€ S]]
Note that
To= Y Y 66,207 20) (10)
e[| S]] j€llS]]
= > 62207z (11)
i€[|5]]

by construction of Z(®) and ZU). Hence,
E[UTU] = p Z 77 7))

i€l S]]
= Z Z AONA®)
i€(|S] el S]]
=pU'U
= Pilaxd (12)

where the last equality is due to U having orthonormal columns. For each ¢ € [|S|], we define the
following the mean-zero matrices

X0 .= 62 —E[§}))2DT 2D = (§; — py)zDT 20,
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Since @7 is p—incoherent,

1XD oy < 165 = p1l1207 20 p < 207 200y = T3 | < lfsf el
Furthermore,
Z E[X(i)TX(i)] - z E[X(i)X(i)T] — Z E[(6; _p)2]Z(i)Tz(i)Z(i)Tz(i)
i€[|S]] i€[|S]] i€[|S]]
=p(l-p) Y U329 2
i€[|5]]
Z z0
E[ISIJ
dupi .1
= Uv'U
5]
dﬂpl
1
Thus,
t i de
|32 B X Oy = | 3 BIXOXO )y <
ic[|S|] i€ S]]

From the matrix Bernstein inequality (Theorem 32), we have

P <||UTU — pilaxdllop > t) =P (> ((53 _pl)Z(z’)TZ@) >t
€[] S]] op
=P x| >t
i€[| S]] op
t2/2
S 2]S]exp <_ pLpd —i 'LLdt>
K 3|8
2
S e a—
pipd | 2pd
ST s
where the first equality follows from equations 11 and 12. For ¢t = A0p1 C@Tg('SD + 40 d;g%(lsb w

have

-~ 40p;1 pd log(|S 40pd log(|S
070 ]| < \/ pipdlog(|S]) |, 40udlog(S])

5] |5

with probability at least 1 — 2|S|~1°, Dividing both sides by p1 yields the first inequality in the
lemma. The corresponding bound for V holds from a similar argument. Taking a union bound

over the two events proves the lemma.

~ Now, we present our second lemma that shows that the uniformly sample submatrix (O(d) by
O(d) in expectation) has rank-d with its smallest non-zero singular value bounded away from zero.
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pdlog(lS]) pdlog(JA])

Lemma 24. Let p; = 32019] and py = o004 Under the event in Lemma 23, we have

oa((p1Vp2) Q) > %Ud(Qh)-

Proof Of Lemma 24. Under the assumption that p; = %&f') and pg = %EL‘AD and the event
in Lemma 23, we have ||p;'U U — Iyxallop < L. From Weyl’s inequality, we have oy p7UTO) > 4,

1 p > 3 1 2
which implies Jd(pl_l/gff) > % From a similar argument, ad(pl_l/2‘7) > % Let p = p1 V po, from

the singular value version of the Courant-Fischer minimax theorem (Theorem 7.3.8 [21]), we have

“1A\ _ |l 'USV Tl
7a(p Q)_S:dirvrvlzf(ig):d:verg‘l,lzn;éo 2|2
DS Dl [0V e [
S:dim(S)=d x€S,2#0 HE( _1/2VT) ||2 ||p_1/2VT[L‘||2 ||.’L‘||2
—1/277 —1/277T
- ™2 0)5 (127 T )all

min = —

T S:dim(S)=d z€S,x#0 H(p71/2U)THop||( 1/2U)E(p*1/2VT)x||2
BV Dz PV Tl
Hz_lHOp”E(p_I/QVT)xHQ |2

~ 71/2‘7Tx||
D) - (S W W27 Tl
culp”U) - 0a(X) | max | min T
= 04(p™?0) - 0a(S)oa(p™ V)

> oq(py °0) - Ud(E)Ud(pz Y2y
1
> \ﬁ (Qh)T
% a(Qn)

where the first inequality comes from properties of the operator norm and inverses/pseudo-inverses
and the second inequality comes from replacing p = p; V po with either p; or po. O

Using the two above lemmas, we next prove Lemma 10.

Proof of Lemma 10. Let p1, p2 be defined as in Lemma 24. From the previous two lemmas, it follows
that with probability at least 1 — 4(|S| A |A]) 710, we have oq((p1 V p2) Q) > 304(Qp). Next, we

1Qn oo
04(Qn(S#,A%))
the singular value decomposition of the rank d matrix Qp, be Q, = UXVT. For (s,a) € S x A,

upper bound o = assuming that @y is u-incoherent with condition number k. Let

|Qn(s,a)| = |UsXV,|
< 1 lop|UsVal
< o1 (@Qu)|Usll2Vall2

<o

dUl (Qn)p

VISIA]

47



where the third inequality comes from (J;, being u incoherent. Hence,

1Qn |l < do1(Qn)p
aa(Qn(S#, A%)) = 04(Qu(S#, A#))\/IS[|A]
do1(Qn)p
= 0a(Qn(S*, A%))(|S| A |A])
32001 (Qn)
oa((p1V p2)~1Qn(S#, A#)) log(|S| A |Al)
64001 (Qn)

~ 0a(Qn) log(IS A JA])
640%

log(|S] A [A])

where the third line comes from the definition of p; and po and the fourth line comes from Lemma
23. Hence, a € O(k). Next, we upperbound the size of the anchor sets with high probability.

From the one-sided Bernstein’s inequality, Proposition 31, for C” = %,
2 C// 2 S
P (5%~ E[5#] = O"pl]) < exp (- ACTEL
2(p1 + plT)
,udC”
<e ———log(|S

= |s]".
With a similar argument,
P (|4%| — B[ A#]] 2 C"palAl) < 470,

From our definition of py, ps, it follows that E [|S#|] = O (dulog(|S|)) and E [|A#|] = O (dulog(|Al)).
A union bound on the above two events and the one in Lemma 23 asserts that

|S#| € O (dplog(|S])), |A*| <O (dulog(|A])), and o € O(x)

with probability at least 1 — 6(|S| A |A])~10.
O

H Proof of Lemma 12 (Entrywise Bounds for Matrix Estimation)

Lemma 12 provides bounds for the entrywise error amplification of the matrix estimation method
as a function of on k and «, assuming that S# and A% are (k,«)-anchor states and actions for
matrix Q.

Proof of Lemma 12. Let S# and A¥ be (k,a)-anchor states and actions for matrix Q. For all
(s,a) € OF = S# x A% assume that Qp(s,a) satisfies |Qn(s,a) — Qn(s,a)| < n#, and for all
(s,a) € Q\ Q#, assume that Qp(s,a) satisfies |Qp(s,a) — Qu(s,a)] < 1. We follow the same
argument as the proof of Proposition 13 in [37] except we upperbound equations (22) and (23) with
|Qn|loo instead of Vipax. Following the steps in [37], i.e., using the triangle inequality and from the
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definition of the operator norm, for all (s,a) € S x A, since S# and A# are (k,a)-anchor states
and actions,

Qu(s.0) — Qu(s. )| < V2 [Qu(s*. AR [[@n(5%.a)Qn (5, 4%) — Qu(S*.a)Qu(s, 4% |

+ || i@n(s#, A% = 1Qu(s*, AN | @n(S*, a)@n(s, 4% |

op

Following the steps in the proof of Proposition 13, we upperbound the first operator norm term
with Weyl’s inequality and our assumption on € and the second operator norm term with a classic
result from perturbing pseudoinverses,

2
op = 0a(Qn(S#, A%))

n*k
o < 2(1+\/S)Ud(Qh(S#’A#))2.

[ [@n(s#, a1

|1@u(s#, a)] = [Qu(s#, 4%

Since for all 5,5’ € S and a,d’A,

~ ~

Qh(s/’a)Qh(57 a/) - Qh(slv G)Qh(sv al)‘ < ’(Qh(slv CL) + n)(Qh(S’a/) + 77) - Qh(slv a)Qh(Sa a/)‘
< 0|Qn(s", )] +nlQn(s, )] +n?
< 21| Qnlloo + 777,

then, [ Qu(5%,a)Qu(s. 4%) — Qu(S#,a)Qu(s. 4%)|| < (20| Quloct?)k. Because [Qu(s',a)Qu(s. ') <
1Qn]1% for all s, 5" € S and a, a’A, clearly ||Qn(S#,a)Qn(s, A¥)|| . < ||@Qnl|2.k- Using these inequal-
ities gives that for all (s,a) € S x A,

Qn(5,a) — Qn(s,a)| < (Mzakn F2(1+ \/5)a2k‘217#> € O(akn + a2kn*) (13)

since 1 < ||Qn/|oo- O

I Inductive Arguments for Theorems 7, 8, and 9

We next present the missing proofs of our sample complexity bounds in Section 7. Recall that for
ease of notation,
N NP if (s,a) € Qf = S x AF
Y N}, otherwise.

Proof of Theorem 7. Assume that @)} is rank d and has suboptimality gap Api, (Assumptions 1

and 2), and SZE,A# are (k,a)-anchor states and actions for @Qj for all h € [H]. Let Ny_; =
2(t+1)%(c')?k2a? log(2H|S||A|/6) nr#
) AVt

= o?k?Np_;, where ¢ satisfies the inequality in Lemma 12, for

all h € [H]. We prove the correctness of LR-MCPI with high probability with induction on ¢ that
the learned policy 7 is an optimal policy with probability at least 1 — d(¢t + 1)/H.

. . . A N, s,a 3
The base case occurs at step ¢ = 0 in which case our estimates, Qr(s,a) = N, L e S5 (s, a)

over Qy, are only averages of realizations ri; ~ Ry (s,a). Since Ry (s,a) has bounded support for
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all (s,a) € S x A, from Hoeffding’s inequality (Theorem 30) with our choice of N, o ),

e * Amin
|QH(Saa)7QH(Saa)| < 2% ka V(s,a) 6S)H

A * Amin #
Qu(s,a) = Qu(s,a)l < 575 V(s,a) € Q%

with probability at least 1 — §/H because |Q| < |S||A|. Step 2 of LR-MCPI gives

A Amin
|Qu(s,a) — Q(s,a)| < 5

for all (s,a) € S ><7A from Lemma 12. From Step 3 of LR-MCPI, the identified policy is
7 (s) = argmax,c 4 Qu(s,a). Assume for sake of contradiction that there exists an s € S such
that Q7 (s, T (s)) < Qy (s, 75 (s)). Let wg(s) = a,m};(s) = a*. Hence,

Qi(5:0°) ~ Qi(5,0) = Qig(s,°) = Qu(s, ) + Qur(s.) ~ Q5,0
< Qir(s.a%) ~ Quls,a") + 20
< Amin

where the first inequality comes from how 7 (s) is defined and the matrix estimation step. Hence,
we reach a contradiction since Q% (s, a*) — Q3 (s, a) is less than the suboptimality gap. Thus, 7 (s)
is an optimal policy. Hence, the base case holds.
Next, let x € {0,..., H —1}. Assume that the inductive hypothesis, the policy 7p_, found in
Step 4 of LR-MCPI is an optimal policy with probability at least 1 — §(x + 1)/H, holds.
Following Step 1 of LR-MCPI, we have Qp_,_1(s,a) = T _1(s,a), which is an unbiased
estimate of Q};_,_;(s,a) and also bounded. Hence, from Hoeffding’s inequality (Theorem 30),

with the choice of Ny_,_1 = 2(£+2)2(C/)2k2a22 log(2H]5]1A1/9) , N§7x71 = o2k’ Ny _,_1, it follows that

min

A * Amin
|Qu—z-1(s,a) = Qf_y_1(s,a)| < 2 koy V(s,a) € Q1

A * Amin #
|Qfo71(S’ CL) - QH—r—l(Sva)’ < 20/ k202 V(s,a) € QH—g;—l

with probability 1 — Step 2 of LR-MCPI gives

_0
HIS[|Al"

Arnin
2

|QH—3:—1 - Q;{—x—ﬂoo S

from Lemma 12. From a union bound, it follows that 777, is an optimal policy and the above event
occur with probability at least 1 — §(z 4 2)/H. From Step 3 of LR-MCPI, the identified policy is
TH—z—1(8) = argmax,c 4 QH—z—1(s,a). Assume for sake of contradiction that there exists an s € S

such that Q7 _,_1(s,TH—2-1(5)) < Qf_,_1(5,T5_p_1(5)). Let Tg_p_1(s) = a,7};_,_,(s) = a*.
Hence,

Q;Ifxfl(& CL*) - Q?—Ifxfl(& CL)
- Q*fofl(& CL*) - QH—x—1(87 a) + QH—CE—1<3a a) - QE,I,1(37 CL)

< Q?{—x—l(sv CL*) - Qfofl(sa CL*) + —_

2
S Amin
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where the first inequality comes from how 7r_,_1(s) is defined and the matrix estimation step.
Hence, we reach a contradiction since QF;_,_1(s,a*) — Q};_,_;(s,a) is less than the suboptimality
gap. Thus, Tr_,—1(s) is an optimal policy, and the inductive step holds for = + 1. It follows from
mathematical induction that the learned policy 7 is an optimal policy with probability at least
1—0.
Next, we bound the number of required samples. The number of samples used is

H-1

> (kA +[S))Nu—i(t+1) + k*Nj;_,(t+1)

t=0
where the t 4+ 1 comes from the length of the rollout. With our choice of Ny_¢, it follows that
H-1

> k(1A + [S])N—e(t + 1)

t=0
= 2(t +1)°()*k?ag, tlog(2H\SHA!/5) 2t +1)%()*k* agy_, log(2H|S||A|/9)
= Y (k(JAl+1S]) A2 A2
t=0 min min
H-1
~ (2¢°K2a(|S| + | A]) log(2H |S||A] /) +k6a c” log(2H|S||A]/9 (t41)?
- A2 A2 <
min min t=
~ (k32(|S| + |A)H*  KSa*H*
co(FE )

Proof of Theorem 8. This proof follows the same steps as the previous one. Assume that for all
e-optimal policies 7, QF is rank d (Assumption 3), and S# , A# are (k, a)-anchor states and actions
for QF, where 7 is the learned policy from Low Rank Monte Carlo Policy Iteration for all h € [H].
Let Ng_; = 2(t+1)2(c/)2k2a2g2 log(2H|S”A|/6),Nﬁ7t = o?k?>Ng_;, where ¢ satisfies the inequality in
Lemma 12, for all h € [H]. We prove the correctness of LR-MCPI with high probability with
induction on ¢ that the learned policy 7y _¢ is €(t + 1)/ H-optimal policy with probability at least
1-9(t+1)/H.

) . : A N,
The base case occurs at step ¢t = 0 in which case our estimates, Qg (s,a) = NilH S sefrt (s, a)
S,a,

over Qy, are only averages of realizations ri;, ~ Ry(s,a). Since Ry (s,a) has bounded support for
all (s,a) € S x A, from Hoeffding’s inequality (Theorem 30) with our choice of N 4 #,

. . €
Qr(s,a) — Q(s,a)| < Skl
A~ % €
Qr (s, a) = Q(s,a)| < TP
with probability at least 1 — §/H because |Qp| < |S||A]. Step 2 of LR-MCPI gives
9 < —
Qu(s,@) ~ Qir(s,0)| < o

for all (s,a) € S x A from Lemma 12. Assume for sake of contradiction that there exists an s € S
such that Q73 (s, 7u(s)) < Q3 (s, 75 (s)) —€/H. Let 7y (s) = a, 7} (s) = a*. Hence,

Qii(s,a") — Qi (s,a) = Qi (s,a") — Qu(s,a) + QH(S a) = Qp(s,a)

< Qirls,0") — Quls,a) + 5

Y(s,a) € Qp

V(s,a) € Q#

€
< =
- H
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where the first inequality comes from how 7y (s) is defined and the matrix estimation step. Hence,
we reach a contradiction since Q% (s,a*) — Q% (s,a) is less ¢/H. Thus, Qg and 7y are both
¢/ H-optimal, and the base case holds.

Next, let = € {0,...,H — 1}. Assume that the inductive hypothesis, the policy #y_, and
action-value function estimate Qp_, found in Step 3 of LR-MCPI are e(x + 1)/H-optimal with
probability at least 1 — d(xz + 1)/H, holds.

Following Step 1 from LR-MCPI, we have Qz_,_1(s,a) = 7™ (s, a), which is bounded and
an unbiased estimate of Q™ (s, a) for # = {#,} g _s<n<p, which is an e-optimal policy. Hence, from

2(z+2)? ()2 H?« 2k210g(2H\SHA\/6) N#
€2 H-z—1—

Hoeffding’s inequality (Theorem 30), with the choice of Ny, =
a?k?Ny_,_1, it follows that

~ # €

|QH—x—1<3a a) - Qfofl(& CL)’ < m
~ # €

Qr—a-1(5,0) = Q1 (s,0)| < 5y V(s,a) € Q) ,

V(S7 CL) € QH—J}—l

with probability 1 — H|S|\A| Step 2 of LR-MCPI gives

_ ~ €
1QH-2-1 — QF_z_1llec < BYi

from Lemma 12. The union bound asserts that the above error guarantee and 7z, and Q"H_I are
(z+1)e/H holds with probability at least 1 —d(z +2)/H. From step 3 of LR-MCPL, the identified
policy is Tg_5—1(s) = argmax,c 4 Qr—z—1(s,a). For all (s,a) € S x A,

‘QH*$*1(87 CL) - Q?{—m—l(s’ CL)| < ’QH*:E*l(Sv CL) - Qflr{—r—l(s’ a)‘
+ ‘QTA}F{ r— 1(8,&) - Q;I—m—l(saa”

< 5w H By o tlsa [Vi—o(s) = Vi)
<o 2H + |ES '~PH_z—1(-|s,a) [(:E—I— )E/HH
_Qri3)e

- 2H

Thus, QH—_z_1 is 6(I]LJIFZ)-optirnal. It follows from the construction of g, 1(s) that

QH—I—1(87 ﬁH—x—l(S)) > QH—I—1(87 CL,),

where o’ = argmax, Q};_._,(s,a). Hence, for all s € S,

Viiz-1(8) = Vo 1(8)] < |QEr—pa (s, ) QH-z-1(8,TH--1(5))|

+1QH-z-1(s, ~1(5)) = QFr—p—1 (5, Frr—2-1(5))]
< (2z + 3)e L
- 2H 2H
(x4 2)e
—g

Thus, 7y, 1(s) and Qy_,_1 are (x + 2)e/H-optimal, and the inductive step holds for = + 1.
It follows from mathematical induction that the learned policy & and action-value function are
e-optimal with probability at least 1 — 6.
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Next, we bound the number of required samples. The number of samples used is

H—-1
ST KA+ IS1)Ni—i(t + 1) + K2Nf_, (¢ +1)
t=0

where the t 4+ 1 comes from the length of the rollout. With our choice of Nyr_¢, it follows that

H-1
k(|A| + |S]))Ng—e(t + 1)
t:O
fdy K(1A] + IS]) 2(t + 1)3(c)?k2a®2H? log(2H|S|| Al /6) N 2(t + 1)3(c)?kSa* H? log(2H | S|| Al /6)
= 0 62 62
B 3 2 647176
€O<ka |S|+|A|) ko;2H>

O]

Proof. Proof of Theorem 9 This proof follows the same steps as the previous two proofs. Assume
that for any e-optimal value function V31, the matrix corresponding to Q) = [rp + [PyVi41]] is
rank d, and SZ’E, A# are (k,a)-anchor states and actions for Q, = [ry, + [PyVis1]], where Vi is

the learned value function from Low Rank Empirical Value Iteration for all h € [H]|. Let Ny_; =
2(t+1)2(c")2k2a? H? log(2H|S||A|/6) N#
2 9 H

€

_, = &®k* Ny _,, where ¢ satisfies the inequality in Lemma 12,
and Q) = [r, + PyVii] for all e-optimal value fucntions Vj,yy for all h € [H]. We prove the
correctness of LR-EVI with high probability with induction on ¢ that

e(t+1)
H M

e(t+1)

Qa1 — Qr—illoo < T

1Qu—t — Qh—tll <

where Qg and 7y _4 are the learned @ function and policy with probability at least 1 —d(t+1)/H.

. . . A N
The base case occurs at step ¢t = 0 in which case our estimates, Qg (s,a) = ﬁ Yoot (s, a)
s,a,

over 7, are only averages of realizations rjg ~ Rp(s,a) since VH+1 = (. Since Ry (s,a) has
bounded support for all (s,a) € S x A, from Hoeffding’s inequality (Theorem 30) with our choice
of Ns,a,H7

Qu(s,a) = Qjy(s,a)| <
|QH(870’) - Q;I(sva” =

’kaH V(s,a) € Qp
€

dk?a?H
with probability at least 1 — d/H because || < |S||A|. Step 2 of LR-EVI gives

Y(s,a) € Q#

— " €
‘QH(‘S? CL) - QH(57 a)‘ < E
for all (s,a) € S x A from Lemma 12. Since Q% = Q7;, the base case holds.
Next, let € {0,..., H — 1}. Assume that the inductive hypothesis, the action-value function
estimates Qp_, and learned policy 7g_, satisfy

(x+1)e
H )

(x+1)e

HQH—Z‘ - Qflr-lfoOO < H

HQH—:c - QT‘J—xHO@ <
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holds with probability at least 1 — §(z + 1)/H. Following Step 1 from LR-EVI, we have
Qr—z-1(5,0) = —1(5,0) + By p, (o [Vir-a(s)];

an unbiased estimate of Q_,_,(s,a) = rg_z—1(5,a)+Eyp, . | (Is.a) [Vir—o(s")], which is bounded.

Hence, from Hoeffding’s inequality (Theorem 30), with the choice of Ny, = ($+2)2(C/)2k2H26:22 log(2H|51|Al/9) ,

Nf_ = a®k*Ny_, 1, it follows that

€

2dkaH
€

<
< 27 k202 H

|QH73371(53 CL) - Q/H—m—l(sva)’ < V(s,a) € QHf:pfl

Qn—21(5,0) — Qy_p_1(5,0) V(s,a) € .,

with probability 1 — W. Step 2 of LR-EVI gives

_ €
|QH—ac—1 - QlH—ac—1|oo § E

from Lemma 12. The union bound asserts that the above error guarantee and Qp_, is close
to Q3 _, and Q% __, for z € [z] holds with probability at least 1 — &(x + 2)/H. Hence, for all
(s,a) € S x A,

‘Qwafl(sv CL) - Q?{—x—l(sa a)‘ < ’QH*:rfl(Sv CL) - Q/H—m—l(sa a)‘ + ’Q}{—z—l(sv CL) - Q;I—x—l(&a)‘

€ 2 *
<gt Eg Py 1(|sa) [Iglea} Qu—2(s',a") = Vir_,(s)]|

€
< E + ’ES/NPH_m_l(-‘S,a)[(x + 1)6/H”

(x 4 2)e
H

Thus, Qg _,_1 is (x + 2)e/H-optimal. Next, we note that

Qu—s-1(s,0) = QF_—1(5,0)| < 1Qu—s-1(5,0) = Qy_p—1(s, @) + |Qy_p—1 (5. @) — QFj_y_1 (s, )|

€ A #
<gt Egnpy o 1(|sa) [glea} Qu-o(s,a") = Vir_,(s)]]

€
< ﬁ =+ ’ES’NPH,Z,l(-\s,a)[(x + 1)6/H”

(x +2)e
H

where the third inequality holds because
Imax Qp—o(s',a') = Vi_o(8)] < [Eariy () Qu—o(s', )] = Egroiy (1) [@Fr—o (s, @)

acA
< 1QH-2 — Qi —alloo
< (x+1)e

- H

from the induction hypothesis, and the inductive step holds for x + 1. It follows from mathematical
induction (and the triangle inequality) that the learned policy 7 and action-value function are 2e
and e-optimal with probability at least 1 —¢. Scaling N}, by a factor of four results in learning an e-
optimal policy with probability at least 1 —d without changing the sample complexity’s dependence
on |S|,|A|, H, or e.

o4



Next, we bound the number of required samples. The number of samples used is

H-1
S (k(JA] + |S1)N—¢ + k2N

t=0

Note that there is no (¢ + 1) term as samples are single transitions instead of rollouts. With our
choice of Ny_y, it follows that

H-1
k(A + [S)) Ne—¢
t:O
. 8(t +1)2(¢)2k2a2H? log(2H|S||A|/5)  8(t + 1)2(¢)2kSa* H? log (2H|S|| A] /)
= > kAl +1S) - - -
t=0
_ /1302 ANH?  KSoAHD
EO( P(SIHADH | Ko )
€ €

J Proofs for Approximately Low Rank Models

We first present the proof of Proposition 13, which shows that if the reward function and transition

kernel are low rank, then for any value function estimate Vh+17 L+ [th/h“] has rank upper
bounded by d.

Proof of Proposition 13. Let &r,&p,Th.d, [Ph,df/hH] be defined as in Section 7.3. Then, for all
(s,a,h) € S x Ax [H],
[Pha + PraVis1](s,a) = [rn + PuVigal(s, a)l
< |[rn = rn,al(s, a)| + |[(Pra — Pa)Visal(s, a)]
=r+ 1Y Vi1 (s) (Pra(s'|s, a) — Pu(s']s, a))]

s'es
<Er+ (H=h)| ) (Pra(s'|s,a) = Pu(s']s,a))]
s'esS
=E&r+ (H — h)2drv(Py(-|s,a), Pra(:]s,a))rv
=&r+ (H —h)ép
since Vi1(s) € [0, H — h —1]. O

We next prove that the learned policy’s error is additive with respect to the approximation
error.

Proof. Proof of Theorem 14 This proof follows the same steps as the proof of Theorem 9 while
accounting for the approximation error. Assume that we have a (d, g, {p)-approximately low-rank
MDP. Let S#, Aﬁ be (k, a)-anchor states and actions, ¢’ be a constant that satisfies the inequality

2(V2k202H2 1o A
2(t+1)%(c)?k g 1 g(2H‘SHA‘/6),Nﬁ7t — O[2]{72]\[[{_“ and Q?L — [rh 4 PthJrl]

in Lemma 12, Ny_; =
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for all e-optimal value functions V)4 for all h € [H]. We prove the correctness of LR-EVI with
high probability with induction on ¢ that

t
1Qr—t = Qir—illow: 1Qr—t — QFr—illoo < (¢ + 1e/H + Y _(¢k*a® +1) (g + ip)
=0

where Q4 and 7 are the learned @ function and policy with probability at least 1 —d(t+1)/H
for each t € {0,..., H — 1}.
. . . A Ns a
The base case occurs at step ¢ = 0 in which case our estimates, Qx (s, a) = ﬁ St ryai(s,a)

over {2y, are only averages of realizations rj}{ ~ Rp(s,a) since VH+1 = (. Since Ry (s,a) has
bounded support for all (s,a) € S x A, from Hoeffding’s inequality (Theorem 30) with our choice
of N s,a,H

€

cdkaH

€
ck?2a?H

|QH(57a) - Q;I(Sva)‘ <
|QH(57G) - Q?{(Sva” <

V(s,a) € Q

Y(s,a) € Q#

with probability at least 1 — 6 /H because JQh| < |S||A|. Under the event above, it follows that
|Qu(s,a) — Qi 4(s,a)| < C'Ha% +E&r or [Qu(s,a) — Qf 4(s,a)| < W + &g for all (s,a) € Q.
Step 2 of LR-EVI gives
_ i ¢
Qu(s,a) — Qp 4(s,a)] < T + Ck*a’¢R

for all (s,a) € S x A from Lemma 12 for some positive constant C'. By definition of the approxi-
mation error,

1Qr(s,a) — Qi(s,a)| < é +(CK 2 +1)g  V(s,a) € S x A.

Since Q3 = Q’;{I, the base case holds.
Next, let © € {0,..., H — 1}. Assume that the inductive hypothesis, the action-value function
estimates Qg _, and learned policy 7y _, satisfy

(z+1)e
H )

(x+1)e

=+ > (CK*a® +1) (¢r + itp)

=0

1QH-2 — QF—allos < 1Qr—2 — QF sl <

holds with probability at least 1 — d(x + 1)/H. At step x + 1, following Step 1 from LR-EVI, we
have

QH-z-1(s,a) = Fr_p—1(s,a) + By b o 1(ls) Vi—a(s)],

an unbiased estimate of Q% _,_,(s,a) = 7H2-1(5,a) + Egyup, . 1 (|sa) [Vir_2(s")]. Furthermore,

Qr—2-1(s,a) € [0,z + 2] is a bounded random variable because of bounded rewards. Hence, from
(z+2)2(c")?k%2a? H? log(2H|S||A|/9) N#
2¢2 »CTH

Hoeffding’s inequality (Theorem 30), with the choice of Ny_, 1 =
a’k?Ny_4_1, it follows that

€

2dkaH
€

< -
< 2 k202 H

|QH*3571(5a a) - Q}{—x—l(sv a’)| <

|QH—2:—1 (5, a) - Q}{—w—l(sv a)

Y(s,a) € Qp_p_1

V(s,a) € QI#;—J:—I
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with probability 1—%. Under the event above, it follows that |Qp_,—1(s,a)—Q'y_,_,(s,a)| <

Tz TSR+ (H — 2 — 1)&p for all (s,a) € Qp_p—1 where Q;z,d =rpa+ [Ph7d‘7h+1]. Step 2 of
LR-EVI gives

QH—2-1— Qy—y-1,4loc < % +Ck*a® (§p+ (H — z — 1)Ep)

from Lemma 12 for some positive constant C'. The union bound asserts that the above error
guarantee holds with probability at least 1 — §(z + 2)/H. Hence, for all (s,a) € S x A,

‘?H—x—l(sa a) - Q*H—a:—l(sa a)‘
< ‘QH—$—1(S> a) - Q/fofl,d(sv a)| + ‘Q}-Ifxfl,d(sa a) - Q/H—m—l(sv a)|
+ ‘Q}{—x—l(& a) - Q*H—:c—l(sv CL)‘
<+ K (Ep+ (H -2 = 1)ép)
+ép+ (H—z—1)¢p

+ ‘ES’NPH_x_1(~|s,a) [I;leaj( QH—x(Slv a/) - Vlzfx(s/”’

< 5+ 1+ CR?) (Er + (H — 2~ 1)p)

+HIByapy o (swl@+ De/H+> (CE*a® +1) (§g + i&p)|

=0
9 z+1
- (“”"Z)e + ;(Cl@QaQ +1) (Er +i€p)].

With a similar argument, it follows that for all (s,a) € S x A,

x+1

(3 2)e | S (k20?1 1) (e + i)
=0

QH—I—1(87 CL) - Q?I—aj—l(sa a)‘ < T
Thus, the inductive step holds for = + 1, and from mathematical induction, the lemma holds.

Choosing t = H — 1 proves the correctness of the algorithm. Next, we bound the number of
required samples. The number of samples used is the same as in the proof of Theorem 9, which
implies a sample complexity of

~ (k302 ANH?  kSoAHD
g
€ €

K Proofs for Continuous MDPs

We next present the proofs of the results in Section A.1, starting with our procedure on how we
obtain samples/rollouts from the discretized MDP.

Using the generative model, we simulate trajectories from M#? with the following procedure: to
sample a trajectory from M? following policy 7 starting at (s, a, h), first sample a state s’ from
Py(|s,a). Then, we take the closest discretized state sj; to s’ , i.e., s = argminges [|s — s'[|2,
to be the observed state in the trajectory. The generative model is then used to sample from
Pyy1(|85, m(s})), and we repeat until the end of the horizon to obtain a trajectory from Phﬁ using
the generative model on the original MDP. Lemma 25 asserts the correctness of this procedure.
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Lemma 25. Let 7] (sp,an) be a rollout obtained with the procedure detailed above starting at state-
action pair (sp,ap) at step h with policy , Tg’h(sh,ah) be a rollout following policy © from the
discretized MDP starting at state-action pair (sp,ap) at step h, and T be a realization of a rollout
following policy w from the discretized MDP starting at state-action pair (sp,ap) at step h. Then,

P(h(sn, an)) = 7) = P(1) (sp, an) = 7).

Proof of Lemma 25. Let 7 = (sp41,7(Sp41)s---»SH,7(sg)). From the Markov Property and the
procedure defined above, it follows that

P(mn(sn,an)) = 7) = /

{s":|sp+1—5"|2<B}
= P (sni1|sn, an) I P (siva s, m(s1))
= B(7) (sn, ar) = 7).

P(5|sp, ah)ds’Hflhil/ P(s|s;, m(s;))ds’

{s:lsi41—5'12<B}

We next present the proof of Lemma 15, which allows us to use Qg to estimate Q)}.

Proof of Lemma 15. We prove this lemma via induction. For h = H, by construction of the S-nets,
for any s € S,a € A and ' € S? a’ € AP such that ||s — 5[]z < B, ]|a — d'||]2 < B,

Qi (s, a) — QY (s',a')| < 2LB

because Q% is L-Lipschitz. For all s € S and s’ € S? such that ||s — §'|2 < B, let amaz =
argmax,c 4 Q% (s, a) and d4(a) be the function that maps the action a to the closest action in A”,
which is at most § away. It follows that

[Vir(s) = V()] = |Qii(5, amaz) — max Qy(s',a”)

<1Q(5, amaz) — Qi (8", d(amaz))]
<2LB

where the first inequality comes from Q7;(s, @maz) being an upperbound of Q%(s’ ,a’) and the max
operator, and the second inequality comes from Q7; being Lipschitz. Next, assume that for any

s € Sand s’ € S9 such that [|s — &[]z < B, [Vj_,1(s) — V57t+1(s/)\ <2(H —t+1)LB. Let ds(s)
be the function that maps the state s to the closest state in S?, which is at most 3 away. For any

98



s€S,ac Aand s € S8, a € AP such that ||s — 5[] < 3, |la — d'||]2 < B,

Qi1 i(5,0) — QF_,(s',d)]
< ’Q*Hft(sv CL) - Q*Hft(‘S/? CLI)‘ + ’Q}i[ft(sc a/) - ngt(slv CL/)’
<2LB + [Egenp(lsr ) Vir—i31(8)] = Egepa(isr.an) Vi1 (7))
=2LB + | / SPH+1(S*|5',a’)Vﬁ}_tH(s*)ds* =Y Pha(stlsa )V (s7)
s*€ s*eSh

=2L6 + | . Prya(s*|s', a)Vi_y 1 (s%)ds*
s*e

/ VE_, (") Pa(s"],a')ds"
{s"€S:|s*—s"|2<B}

s*eSh
=2L5 + |/ . Py (s*|s, a)Vi_y 1 (s*)ds* — / SPH+1(5*|8’, a’)Vﬁle(ds(s*))dsﬂ
s*e s*e
<2LB+ [Egwp(|s,an2(H — t + 1)L
—9(H — t)L3

where the fourth line comes from the definition of Phﬁ . For all s € S and s € S? such that
|s — s||l2 < B, let amar = argmax,c 4, Q% _,(s,a). It follows that

Vir—i(8) = Vi, ()] = |Qf1—¢(5, @maz) — Qy (8, @pa)]
<|Qt— (8, amaz) — Q% (5", da(amaz))]
< 2(H —-t)L3

Thus, from induction, for any s € S,a € A and s’ € S#,a’ € AP such that ||s—s'||2 < B, la—d'[|]2 <
B, for all h € [H],

Qi(s,0) — Q)(s',a)| < 2L(H —h+1)B, |Vi(s,a) = Vi (s',d)| < 2L(H — h+1)B.
L]

To prove the desired sample complexity bounds, we first state a lemma on covering numbers
that upperbounds the number of points required for our S-nets.

Lemma 26 (Theorem 14.2 from [52]). Let © C R™. Then,

o= (2) Vo

€
where N (O, ¢€) is the covering number of ©, and B is the unit norm ball in R™.

We next present the sample complexity bound of LR-MCPI when M? satisfies Assumption 3
and its proof.

Theorem 27. Let Qf 5 = [QF (s, a)](&a)EngA;;, the action-value function of policy ™ at step h on
only the discretized state-action pairs. After discretizing the continuous MDP, let Assumption 3
hold on MP. Furthermore, assume that S#, Ah# are (k, «)-anchor states and actions for QZ”B for all
h € [H]. Let Qy, be the action-value function estimates that Low Rank Monte Carlo Policy Iteration
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for Step 1 return for all h € [H] when run on MP. For any s € S,a € A and s' € SP,d’ € AP such
that ||s — §'||2 < B,|la — d'||l2 < 8 and h € [H],
Qn(s',a) = Qp(s,a)| < e

8(t+1)*(c')?H?k*a 210g(QJLIISIIAW) N#
2 H—

with probability at least 1 — 6 when 8 = 173, Ng—y = .
a®k®Ny_4, and ¢ satisfies the inequality in Lemma 12 for all t € {0,... H — 1}. Furthermore, at

A [ k2o2H"TS
most O <m

norm ball in R™.

Proof of Theorem 27. After discretizing the continuous MDP to get M? for g = 1, We note
that |SP|,|A%| ¢ O(%) from Lemma 26. Since the required assumptions for Theorem 8
hold on MP#, it follows that each Qj is e(H — h + 1)/H-optimal for all h € [H] on M? when
running LR-MCPI with Ny_; = 8(t+1)2(0/)2H2k2°2‘2 log(2H|SHA‘/5),N§_t = a?k®’Np_; using at most

€

) number of samples are required with the same probability where B is the unit

0) (%) samples with probability at least 1 —¢. Since 8 = g7, from Lemma 15, for any

s€S,ac Aand s € SP a’ € AP such that |[s—s'||2 < B, |la—d'||2 < B and for all t € {0,... H—1},
Qo) — Qi (5. )] < Qs ) = Qi (&) + Qs (') — Qi (5.
< % FOL(t+1)8
<e.

Hence, an e-optimal @ function on the continuous space is Q¢ (s,a) = Qn(s',d’), where (s, a’) is
the discretized state-action pair closest to (s,a). O

Proof of Theorem 16. After discretizing the continuous MDP to get M? for 3 = 177> We note that
|58, | AP € O(m) from Lemma 26. Since Assumption 4 holds on M”, from Theorem 9, it

follows that each Qy, is ¢/2-optimal for all A € [H] on M? when running LR-EVI with Ny_; =

4(t+1)2(c’)2k2a2g2 log(2H|S||A|/6)’NIq;/:_t _ 4(t+1)2(c’)2k4a4£{2 log(2H|S||A|/5) using at most 0 ( n;ﬁ;:s))
samples with probability at least 1 —d. Since 8 = 477, from Lemma 15, for any s€S,a€ A and

s' € 88 a" € AP such that ||s — §'||2 < 8,]la — d||]2 < § and for all t € {0,... H — 1},
Qu—i(s',d") = Qi_(5,0)| <1Qu—4(s', ') = Qf_,(s',d)| + IQ’?{_t(Sl,a/) — Q@ 4(s, )]
< S +2Lt+1)8
<e.

Hence, an e-optimal @ function on the continuous space is Q% (s,a) = Qu(s’,a’), where (s',a’) is
the discretized state-action pair closest to (s, a). O

L Proofs for Infinite-Horizon Discounted MDPs

In this section, we present the omitted proofs from Appendix A.2. We first prove that for any
estimate of the value function, » + PV; has rank that is at most d.

Proof of Proposition 17. Let MDP M = (S, A, P, R,~) satisfy Assumption 7. For the Tucker rank
(1S1,1S],d) case,it follows that

P(5.0) + 1By ep(lsa V()] = Sy W(s, )V (a,0) + 7 X ges Sy Ul 5,0)V (@, )V ()
= L V(@) (Wis )+ 7 Eyes U 5,0V ()
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Thus, r + v[PV] has rank upper bounded by d, and the Tucker rank (|5, d,|A|) case follows the
same steps. ]

To prove the correctness of LR-EVI for the infinite-horizon setting, we first show that the error
of the Q-function decreases in each iteration, Lemma 19.

Proof of Lemma 19. Let Q,,, =1+ vPV; and t € [T — 1]. From proposition 17, @, has rank at
most d for all ¢ € [T — 1] Following step 1 from LR-EVL, Qy41(s,a) = v— SN R(s, a) + yVi(s))

Nt+1 (2
for all (s,a) € Q41. Hence, Q¢y1(s,a) is an unbiased estimate of @}, (s,a) for all (s,a) € Q.

Furthermore, because of bounded rewards, Q;41(s,a) € [0, ﬁ] is a bounded random variable.

With our choice of Nyy1 = 2 )21@2(121?)&2;\5\\14\/5) N# = Nt+1oz2, k2, it follows from Hoeffding’s

inequality that for all (s,a) € Qi41,

3 (1-7)B

Qe+1(s,a) = Qpya(s,0)] < Wkt V(s,a) € Qi
A (1-7)B:

‘Qt-l—l(sa a) - Qf‘,—&—l(sv CL)| < 2¢! 2 k2 V( ) € Qt—&—l

with probability at least 1 — 7z SH a7+ Step 2 of LR-EVI gives that for all (s,a) e S x A

(1—7)B:

(Qer1(s, ) = Qpya (s, 0)] <

from Lemma 12. Hence, for all (s,a) € S x A,

|Qr1(s.0) = Q(5,0)| < |Quia(s,a) = Qi (s,0)] +[Qhia (s,0) — Q7(s,0))

1-7)B : .
<0oDB ke e T) — V&)
1—-~)B
LR
_ 0+ 7)B:
2B

From step 4 of LR-EVI, the estimate of the value function is defined as Vi1 1(s) = max,eca Q¢+1(s, a)
for all s € S. Tt follows that |Viy1(s) — V*(s)| < 2B, 0

Proof of Theorem 18. | Since the value function estimate is initialized as the zero vector, |Vo —
Vo < ﬁ = By. We prove the correctness of this algorithm by repeatedly applying Lemma 19

T times. From the union bound, the Q7 that the algorithm returns satisfies

Qr(s,0) — Q*(5,a)| < (”’Y) ( )

with probability at least 1 —¢§. With 7' = %, it follows that (%) (ﬁ) =€, S0

Qr(s,a) = Q"(s,a)] < ¢

with probability at least 1 — . Note that since By is strictly decreasing with respect to ¢, it follows

that Nt - 2(c )(21 2,]:)241;%(21T/6) N#

= o?k? are strictly increasing with respect to t. Furthermore,
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since By_1 > ¢, Ny € O (%) for all ¢t € [T]. It follows that the sample complexity of the
algorithm is

21.3 41.6

5 ak(\S\+]A\)+ a*k .
el-—m)=t  el-y)

O

M Proofs for LR-EVI with Matrix Estimation using Nuclear Norm
Regularization

In this subsection, we present the omitted proofs from Section A.3. We first prove a lemma that
gives us the matrix estimation guarantee in our desired form.

Lemma 28. Assume that for any e-optimal value function Vh+1, the matriz corresponding to
[rh + [PnVhi1]] s rank d, p-incoherent, and has condition number bounded by k. Then, for
_ PR HCE, log(n)

Ph =
€2n ’

where Ceyy is defined as in Theorem 20 with probability 1 — O(n=3), we have

A ~ €
1Qn — 7 + [PaVii][loo < 7

Proof of Lemma 28. Since Qp(s,a) is bounded by H — h, the estimates in Step 2 of LR-EVI-cvx
are bounded random variables. Hence, they are unbiased with sub-Gaussian parameter H — h [47].
Let Q' = rp, + [PyVhi1). From Theorem 20, with probability 1 — O(n™3),

Ccvx(H - h) un log n

1Qn — Qhlloe <

Let Q" have singular value decomposition ULV ?. Then, for (s,a) € S x A,

(@Qh(s,0)] = |egUSV e
< UG:21Z]opllV (@)l2

pd /
< 2z
> nUl( h)
pdk ’
< —
=, o4(Q)

where the second inequality comes from incoherence and the last inequality comes from bounded
condition number. Plugging this inequality into the application of Theorem 20 gives

A logn
||Qh - Q;LHOO < :U'd"{ccvx(H - h)\/ﬁ
brn

From our choice of py, we get the desired result. O

Next, we prove a helper lemma that follows the same steps as the helper lemmas needed to prove
Theorems 7, 8, and 9. Similar lemmas can be proved in the suboptimality gap or all e-optimal 7
have low-rank Q7 setting.
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Lemma 29. Let e,py_t, and X be defined as in Theorem 21. Then, the learned policy and action-
value function estimate satisfy

e(t+1)
H )

e(t+1)

1@ = Qfi—lloe < =

1@~ — Qlr—tllo <

with probability at least 1 — O((t + 1)n=3) for all t € {0,..., Hy}.

Proof of Lemma 29. We prove this with induction on ¢. At step ¢t = 0, it follows that from Lemma
28 with probability 1 — O(n=3),
- €
1Qn ~ @il < 17
Since Q} = QZ, the base case holds.
Let z € [H — 1]. Assume that the inductive hypothesis,

e(x+1)
H )

fzt+1)

Qn—2 — Qs alloo < T2

1Qr-0 — Ql—allo <

with probability at least 1 — O ((a: + 1)71_3)7 holds. Following the steps of LR-EVI with the convex
program based matrix estimation method, it follows that with probability 1 — O(n™=3),

_ €
HQH—S—l - Q%I—s—luoo < E

where Q' _, | =TH-z-1+ PH_I_J/H_,C. The union bound asserts that the above error guarantee
holds with probability at least 1 — O((x + 2)n~3). Hence, for all (s,a) € S x A,

Qur—s1(5:0) = Qi 41(5,0)| < 1Qur—s-1(5,0) = Qg o 1(5,)| + Q1 (5.0) = Qlyy 1 (s,a)
< <+ Bopy o (tonViro(s) = Vii_o(s)]]
< 5+ Bonpy (s (@ + 1)e/H)

_ (@4 2e

s

Following the same steps,

Qur—-1(5:0) = Qfy o 1(5,0)] < [Qr—-1(5.0) = Qo 1(5,0) | + @y 1(5.0) = Qfy 15, a)
< 5 H Bomry (s Vir-o(s) = Vi_o(s)]
< 5+ [Bopy (s (@ + e/ H)

(x +2)e
g

Hence, from mathematical induction, the lemma holds. ]

We now present the proof of the main result of this section. Similarly, the same steps can be
used to prove similar results in our other low-rank settings.

Proof of Theorem 21. We prove the correctness of the algorithm by applying Lemma 29 at time
step 1, which occurs with probability at least 1 — O(Hn™3). Next, the number of samples used is
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Zfl;ol Qx5 _¢|. By definition of our sampling procedure, k = |Q;| ~ Bin(n?, ps). Hence, from the

one-sided Bernstein’s inequality, Proposition 31, for h € [H] and C” = G V8 73 it follows that

12,2
P(1Q| — E[|Q%]] > C"pan?) < exp —ph(ci)”c,,
2(ph + phg

o2
< exp <—3ph§ i >
< exp (—pPd*s*H*nlog(n)/€%) .

Since E[|Q|] = n?pp, = Cepup®d?s2Hnlog(n)/e?, from the union bound, it follows that |Qy| €
O(H*nlog(n)/e?) for all h € [H] with probability at least 1 —exp (—pu3d?xk*H*nlog(n)/e?). Hence,
the sample complexity is upper bounded by

H-1 3175
~ H
’QH—t| €O<Iu 2 n)
t=0 €

with probability at least 1 — O(Hn™3) — exp (—p*d*s?H*nlog(n)/€?).

N Additional Theorems for Reference
We present the following lemmas, propositions, and theorems for the readers’ convenience.

Theorem 30 (Hoeffding’s Inequality [47]). Let X1,..., X, be independent, and X; have mean p;
and sub-Gaussian parameter o;. Then, for all t > 0, we have

P LZH;(Xi — ;) > t] < exp (-225103> :

Proposition 31 (Proposition 2.14 (One-sided Bernstein’s Inequality) [47]). Given n independent
random variables such that X; < b almost surely, we have

P Xi—EX)>en| <exp|— nc* .
(Z( Al )‘ p( 2<52?:1E[X3]+%C>>

Theorem 32 (Matrix Bernstein [43]). Let XM ... X" € RU*% pe independent zero-mean
matrices satisfying

HX(“HOP <b, as.
n ; T
max{| ZE[X H0p= | ZE ) Hlop}t < no’
i=1
Then

bt
2(n02 + 3

zn: x (@)
i=1

t2
>t < (d1 + dg) exp (—)) .

op
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Theorem 33 (Singular Value Courant-Fischer Minimax Theorem (Theorem 7.3.8 [21])). Let A €
R™*" and ¢ = min(m,n), let 01(A),02(A),...,04(A) be the ordered singular values of A, and let
k € [q]. Then,

A
ox(A) = min | 4z]l2
S:dim(S)=m—k+1z:0£X€S ||x2
and "
o) — | Azl

= m n .
S:dim(S)=k z:0£X€S | x|2
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