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ABSTRACT

Since the General Data Protection Regulation (GDPR) came into
force in May 2018, companies have worked on their data practices
to comply with the requirements of GDPR. In particular, since the
privacy policy is the essential communication channel for users
to understand and control their privacy when using companies’
services, many companies updated their privacy policies after GDPR
was enforced. However, most privacy policies are verbose, full of
jargon, and vaguely describe companies’ data practices and users’
rights. In addition, our study shows that more than 32% of end users
find it difficult to understand the privacy policies explaining GDPR
requirements. Therefore, it is challenging for the end users and law
enforcement authorities to manually check if companies’ privacy
policies comply with the requirements enforced by GDPR. In this
paper, we create a privacy policy dataset of 1,080 websites annotated
by experts with 18 GDPR requirements and develop a Convolutional
Neural Network (CNN) based model that can classify the privacy
policies into GDPR requirements with an accuracy of 89.2%. We
apply our model to automatically measure GDPR compliance in the
privacy policies of 9,761 most visited websites. Our results show
that, even after four years since GDPR went into effect, 68% of
websites still fail to comply with at least one requirement of GDPR.
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1 INTRODUCTION

Privacy regulations are introduced to protect the personal data of
individuals that are collected by public or private companies, gov-
ernments, and other individuals. Among many privacy regulations,
GDPR (General Data Protection Regulation) has been considered
as one of the strictest privacy regulations [41, 49]. The primary
purpose of GDPR is to give more control to individuals over their
personal data and to ensure their rights regarding those data. GDPR
applies to any individual or company that collects, stores, or pro-
cesses any personal information in connection to services or goods
offered in European Union (EU) countries. It significantly affects
millions of websites, applications, and online services.

Since GDPR came into effect in May 2018, companies have been
focusing on reforming their data practices, including changing
the privacy policies [4], in view of the fact that non-compliance
with GDPR could be fined up to 4% of the company’s total annual
revenue or 20 million Euros, whichever is higher (article 83 [3]).
However, even with such stiff fines and penalties, it appears that
many companies are not yet fully compliant with GDPR. For ex-
ample, the Information Commissioner’s Office (ICO) of the United
Kingdom fined British Airways 183 million Euros [6] for failing to
protect users’ personal data and violating GDPR. The Irish Data
Protection Commission (DPC) has opened 19 investigations [10]
into big companies’ potential privacy breaches (e.g., Google [8],
Facebook [7], and Twitter [9]) since May, 2019.

One of the most important GDPR requirements is that companies
must disclose to users their personal data handling process and
certain rights of the individuals, such as disclosing the information
about what personal data they collect and how they collect, store,
process, and share it. However, previous studies show that inter-
net users find most privacy policies inscrutable and read privacy
policies in rare cases [14, 27]. Privacy policies written in unstruc-
tured natural languages mostly suffer from insufficient readabil-
ity [16, 21, 31, 32]. According to the most recent literacy survey
conducted by the National Center for Education Statistics [22], over
half of the Americans may find it hard to understand large and
complex texts. Thus, a vast majority of these complicated privacy
policies can not be comprehended by users. However, these studies
mostly represent the general privacy policies and do not focus on
specific privacy laws. Consequently, we conducted a user study
(more details in Section 5) that shows approximately 32% of users
find it difficult to comprehend the policies describing GDPR require-
ments. Therefore, it is critical to automatically analyze the privacy
policies’ compliance with privacy laws.

Additionally, since the privacy policy is the de facto standard
mechanism for communicating companies’ data practices, study-
ing the privacy policies provides useful insights to understand the
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GDPR compliance. Existing works are focused on partial GDPR com-
pliance for certain data practices such as cookie usage [19], erasure
of personal data [40], and opt-out choices [24]. Some works [30, 34]
adapt privacy policy corpus [48] created before GDPR and study the
data practices in privacy policies that are also addressed in GDPR.
The major limitation of these works is that they are focused on a
limited number of fine-grained data practices in privacy policies and
do not address the key requirements of GDPR such as users’ rights
regarding the collection and processing of personal data. More re-
cently, Torre et al. [45] introduced a classification model to check
privacy policies against GDPR. However, their model is trained
only on 234 privacy policies collected from the fund management
companies, which as our experimental study shows (Section 5),
does not perform well for the privacy policies other than financial
domains.

In this paper, we explore the research question: Do privacy poli-
cies of the companies fully comply with GDPR requirements to commu-
nicate their data practices and users’ rights? To answer the question,
we build a Convolutional Neural Network (CNN) based classifier
to determine whether privacy policies are fully compliant with
GDPR. One of the major challenges in training such a classifier is to
get an annotated dataset and currently, no such dataset is publicly
available. Therefore, we create a new dataset of 1,080 privacy poli-
cies annotated with GDPR requirements. To build the annotated
dataset, we first create a corpus of 9,761 privacy policies from the
most visited websites in Europe. Further, to understand what is re-
quired to be disclosed in the privacy policies by GDPR, we identify
18 requirements (Table 2) from the GDPR legislation [1] with the
help of two legal experts, who also train four human annotators
to annotate privacy policies. These 18 categories of information
must be disclosed in the privacy policy when companies (i.e., data
controllers) collect personal data from human subjects or other
sources.

Another challenge is that privacy policy segments of different
GDPR requirements may contain overlapping features that can lead
to misclassification of the categories. To overcome this challenge,
we use the Convolutional Neural Network (CNN), which can detect
the set of features that contribute most towards a class regardless
of their position in the input. Our initial trained model achieves an
accuracy of 80.5%. To further improve accuracy, we require more
labeled data. However, collecting labeled data is expensive and
time-consuming, whereas unlabeled data are free. Therefore, we
leverage the pool-based active learning technique to improve our
model’s accuracy using less labeled data. Our final classification
model achieves an accuracy of 89.2%, which is a 10.8% relative
increase compared to the initial performance.

We apply our classification model to determine the compliance of
9,761 top websites’ privacy policies with the 18 GDPR requirements.
Since these websites are selected based on visit frequency, they span
various domains, such as search engines, social networks, streaming
service, etc. We find that there are only 32% of websites fully comply
with GDPR in their privacy policies. We also identify six major
requirement categories of GDPR that are implemented by only 37%
of websites. For example, GDPR requires companies to disclose any
information regarding profiling or any other automated decision-
making process by using users’ personal data. Surprisingly, only
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28% of websites disclose information about this in their privacy
policies. In summary, we make the following contributions:

e We build a new dataset containing 1,080 privacy policies
annotated by expert annotators, using labels representing
18 privacy disclosure requirements of GDPR. We make our
annotated dataset publicly available!.

e We develop a CNN-based privacy policy classifier to classify
privacy policy segments into 18 GDPR requirements. Our
model achieves an accuracy of 89.2% with an average F1-
score of 0.88.

o We further utilize our model to investigate the GDPR compli-
ance scenario of 9,761 most visited websites, and our findings
show that 68% of websites do not fully comply with GDPR.

The rest of the paper is organized as follows. In Section 2, we
describe GDPR terminologies and 18 GDPR privacy policy disclo-
sure requirements. We present an overview of our classification
model and user study design in Section 3. In Section 4, we de-
tail our methodology for building privacy policy corpus, training
neural-network-based classification model, and user study design.
We present our experiments and findings in Section 5. Potential
limitations and promising future directions of our study are dis-
cussed in Section 6. Finally, we present related works in Section 7
and conclude the paper in Section 8.

2 BACKGROUND

In this section, we provide definitions of terminologies used in
GDPR requirements and describe the key requirements that are
compulsory for privacy policies.

2.1 GDPR terminologies

Data Subject. GDPR (Art. 4) defines a data subject as any person
whose personal data is collected, stored, or processed by data con-
trollers. Personal data can refer to anything from a person’s name,
address, or social media information. Thereby, anyone can become
a data subject when they book a flight, apply for a job, or use a
credit card for a purchase. For the convenience of the readers, we
use ‘user’ to refer to the data subject throughout the paper.
Personal data. GDPR (Art. 4) defines personal data as any infor-
mation that relates to an identified or identifiable individual (data
subject). Information such as name, address, ethnicity, gender, and
web cookies can be considered as personal data.

Data Controller. GDPR (Art. 4) defines a data controller as any
organization, person, or body that controls personal data and deter-
mines the purposes and means of processing data, and is responsible
for it, alone or jointly. In short, the data controller controls the pro-
cedures and purpose of data usage. For the convenience of the
readers, we use company to refer data controller throughout the
paper.

Data Processor. GDPR (Art. 4) defines a data processor as any third
party that processes personal data on behalf of a data controller.
Throughout the paper, we use third party to refer data processor.

!https://github.com/tamjidrahat/gdpr-dataset
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2.2 GDPR: Privacy Disclosure Requirements

We have gleaned through the official GDPR legislation [1], with
the help of two legal experts, to find out the information that must
be provided in the privacy policy. We find that when personal
data are collected from a human subject or other sources, data
controllers have to provide 18 categories of information in the
privacy policy. More details about these requirements can be found
in GDPR regulation (Chapter 3, Art. 12-23) [3]. In the following,
we describe the 18 categories of GDPR requirements with examples
of privacy policy segments that companies provide to comply with
the requirements.

(1) Data Categories: No matter whether data is collected from
users or any other sources, privacy policies should provide infor-
mation about the categories of personal data collected, stored, or
processed by any organization or third parties. For example, Apple
discloses certain categories of personal information they collect as
the following - “We may collect a variety of information, including
your name, mailing address, phone number, email address, contact
preferences, device identifiers, IP address, location information,
credit card information and profile information where the contact
is via social media.”

(2) Processing Purpose: Privacy policies should include the pur-
poses of processing user’s personal data as well as a lawful basis
to process those data. Before any organization begin to process
users’ data, they must determine their lawful basis, which in most
cases requires that the data processing is necessary for specific
purposes. For example, Apple.com describes one of the purposes for
collecting users’ personal information as the following - “We also
use personal information to help us create, develop, operate, deliver,
and improve our products, services, content and advertising, and
for loss prevention and anti-fraud purposes.”

(3) Data Recipients: An organization should disclose the infor-
mation about the recipients to whom users’ personal data have
been or will be shared, including the recipients from third coun-
tries or international organizations. For example, Msn.com provides
the information regarding recipients of users’ personal data as the
following - “We may share your personal information with third
parties, such as advertisers, sponsors, and other promotional and
business partners”

(4) Source of Data: Privacy policies should mention information
about which source personal data originate from if they are not
obtained directly from users. For example, TheGuardian.com dis-
closes the source of some personal information as the following -
“We may obtain information about you from partners so that we
can make our online advertising more relevant”

(5) Provision Requirement: Privacy policies should include whether
providing personal data is required, or if the user is obligated to
provide the personal data and the consequences for not doing so.
For example, Gettyimages.com discloses the existence of this right
in their privacy policy as the following - “You may always choose
not to provide personal data, but if you so choose, certain products
and services may not be available to you.”

(6) Data Safeguards: If the controller intends to transfer data to a
third country or an international organization in the absence of an
adequacy decision, reference to appropriate safeguards of personal
data should be provided in the privacy policy. Additionally, privacy
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policy also needs to provide the means to obtain a copy of the
available safeguards to protect users’ personal data. For example,
The Guardian discloses this requirement in their privacy policy as
the following - “Whenever we transfer your personal data out of
the European Economic Area (EEA), we ensure similar protection
and put in place at least one of these safeguards ..”

(7) Profiling: GDPR has provisions for profiling or other auto-
mated decision-making. The automated decision-making is defined
as making a decision solely by automated means without any hu-
man involvement, and profiling, which can be a part of automated-
decision making, is defined as the automated processing of personal
data to evaluate certain things about an individual. According to
(Art. 22) of GDPR, data controllers can carry out such decision-
making if they have a lawful basis and explicit consent of users for
the relevant processing of personal data. The privacy policy should
include the existence of any automated-decision making, including
profiling and what information is used for such decision-making.
For example, Dropbox discloses information regarding profiling
as the following - “Dropbox collects and processes your personal
information using automated decision-making (including machine
learning) to provide, improve, and market the dropbox services
in furtherance of its legitimate interests or based on your consent
when appropriate.”

(8) Storage Period: Privacy policies should disclose the period
for which personal data will be stored, or if not possible, the crite-
ria used to determine that period. GDPR mandates that personal
data shall not be kept longer than is necessary for the purposes
for which it is processed. The period of personal data stored by a
data controller should be limited to a strict minimum and a time
limit for the deletion of the data should be determined and dis-
closed in the privacy policy by the data controller. For instance,
Academia.edu discloses the personal data storage period in the fol-
lowing manner - “academia.edu retains the personal information
we receive as described in this privacy policy for as long as you use
the academia.edu service or as necessary to fulfill the purpose(s)
for which it was collected”

(9) Adequacy Decision: When controllers intend to transfer per-
sonal data to a third country or international organization, the
existence or absence of an adequacy decision by the European
Commission must be disclosed in the privacy policy. Adequacy de-
cision made by the EU Commission is based on whether a country
outside of the EU offers an adequate level of data protection. For
example, Oracle discloses this requirement as the following - “If
personal information is transferred to an Oracle recipient in a country
that does not provide an adequate level of protection for personal
information, Oracle will take measures designed to adequately pro-
tect information about you, such as ensuring that such transfers are
subject to the terms of the EU model clauses.”

(10) Controller’s Contact: Data controllers shall provide their
identity and contact details along with the contact details of any
controller’s representative, if applicable. For example, The Guardian
news provides the data controller’s contact information as the
following - “The data controller for our sites and apps is Guardian
News & Media Limited, Kings Place, 90 York Way, London N1
9IGU.4".
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(11) DPO Contact: Every organization that collects and processes
the personal information of EU citizens has to appoint a Data Pro-
tection Officer (DPO) and the contact information of the DPO has to
be provided in the privacy policy. For example, Microsoft provides
the information about their Data Protection Officer as the follow-
ing - “If you have a privacy concern, complaint, or question for
the Microsoft Chief Privacy Officer or EU Data Protection Officer,
please contact us by using our web form.”

(12) Withdraw Consent: Privacy policies should include the exis-
tence of users’ right to withdraw consent at any time. For example,
Nextdoor.com discloses the existence of this right as the following -
“If you wish, you can access the content of the (electronic) consent as
well as revoke the consent with effect for the future at any time.”

(13) Lodge Complaint: Privacy policies should include the ex-
istence of users’ right to lodge a complaint with a supervisory
authority. For example, Gofundme.com discloses the existence of
this right in their privacy policy as following - “You also have the
right to lodge a complaint with the local data protection authority if
you believe that we have not complied with applicable data protection
laws.”

(14) Right to Access: Data controllers should disclose the existence
of users’ right to request the controller to access or rectify the
personal data. According to GDPR (Art. 15), users have the right
to obtain information about whether their personal data is being
collected, used, or stored; the categories of the data; with whom
the data have been or will be disclosed; whether the data has been
or will be transferred to a third country or organization; and how
long the data will be stored or processed. For example, legacy.com
discloses that “you may access the information we hold about you
anytime via your profile/account.”

(15) Right to Erase: Data controllers must disclose the existence
of users’ right to erase personal data. As mentioned in GDPR (Art.
17), an organization shall have an obligation to erase personal data
when data are no longer necessary for the purposes they were
collected or stored. In addition to that, if users withdraw their
consent at any time, corresponding personal data must be erased.
For example, Ranker.com describes this right as following - “If you
no longer want us to use your information during the provision of
the Services to you, you can request that we erase your personal
information and close your Account.”

(16) Right to Restrict: Privacy policy should include the existence
of users’ right to restrict or suppress the processing of their personal
data. For example, Politico.com discloses this right as the following -
“You may also have rights to restrict our processing of your personal
data”

(17) Right to Object: Privacy policies should include the existence
of users’ right to object to the processing of their personal data.
For example, users have the absolute right to stop their data from
being used in direct marketing. For example, Ranker.com discloses
the existence of users’ right to object as the following - “If you
object to such processing we will no longer process your personal
information for these purposes.”

(18) Right to Data Portability: Privacy policies should include the
existence of users’ right to receive personal data in a structured,
commonly used, and machine-readable format and the right to
transfer those data to another data controller. For example, Oclc.org
discloses this right as the following - “You may receive personal
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data that you have provided to us in a structured, commonly used,
and machine-readable format and have the right to transmit it to
other data controllers.”

3 OVERVIEW

Figure 1 gives a high-level overview of our approach. We first create
a privacy policy dataset with the GDPR requirements and then train
a CNN-based classification model using our dataset. We further
improve the performance using active learning. Additionally, we
conduct a comprehensive user study to measure the effectiveness
of privacy policies from users’ perspectives.

3.1 Classification Model

To train our supervised model for classifying GDPR requirements,
we create a labeled privacy policy dataset containing 9,510 policy
segments from 1,080 privacy policies. To build the dataset, we col-
lect plain privacy policies from 9,761 most visited websites by using
UK’s IP addresses as the UK is one of the top English-speaking
countries in the EU. From 9,761 plain privacy policies, we randomly
select 1,080 policies to be annotated by trained annotators. Upon
consolidating the annotation from four annotators, we finally an-
notate 9,510 privacy policy segments with 18 GDPR requirements,
which we use to train our CNN-based classification model.

We train a CNN-based model to classify the segments in a privacy
policy into 18 classes, each of which represents a disclosure require-
ment of GDPR. Before training the model, we represent the input
texts with sparse low-dimensional vectors (embeddings), which
gives the CNN classification model more generalization power. To
make the embeddings specific to privacy policies, we initially train
an unsupervised word embedding model using FastText [39] with
our entire privacy corpus that contains 9,761 privacy policies. Then,
for training the classification model, we split our labeled dataset
containing 1,080 privacy policy documents into 864 (80%) as train-
ing data and 216 (20%) as test data. Our trained CNN-based model
initially achieves an accuracy of 80.5% with an average F1-score
of 0.79. We find the primary reason for misclassifications is the
overlapping features between classes. For example, “You have the
right to object, in relation to specific processing of your personal data’-
Selectminds.com represents an instance from Right to Object class,
whereas “You have the right to request that we delete your personal
data”-Spotify.com represents an instance from Right to Erase class.
Both privacy policy segments describe users’ rights and personal
data, although they represent two different classes. To improve the
accuracy, the model needs to learn to extract the distinguishable fea-
tures between the classes that may have overlapping features. One
way to resolve this problem is to increase the amount of training
data. However, since obtaining more training data is expensive and
time-consuming, we use the active learning technique to further
improve the performance of the model while using less amount of
training data.

The primary hypothesis in active learning is that if a learning
algorithm, instead of learning from a large pool of randomly sam-
pled data, can choose the data it can learn most effectively from, it
can perform better than traditional learning methods with substan-
tially less amount of training data. We use an iterative pool-based
active learning method since obtaining unlabeled privacy policy
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data is free in our case. In particular, in each iteration, we randomly
select a set of unlabeled privacy policy documents from the corpus
and feed the unlabeled privacy policy segments into the trained
classification model. Then, we use margin sampling to select the
instances (queries) that the model predicted with the least confi-
dence. We manually label those ambiguous instances by following
the annotation approach similar to what we did to build the original
dataset. Finally, we re-train the classification model with the newly
labeled training data, which helps the model discriminate between
the classes with overlapping features more effectively. We repeat
this iterative active learning approach until the overall performance
of the model no longer improves. Overall, we achieve an accuracy
of 89.2% with an average F1-score of 0.88, while adding only 10.5%
additional training data.

With the compliance classification model, we run a measurement
study for the compliance of the most visited 9,761 websites’ privacy
policies.

4 METHODOLOGY

In this section, we first describe our privacy policy corpus and our
labeled dataset. Then, we explain the details of our classification
model and the active learning process.

4.1 Privacy Policy Extraction

To build a classifier to help us perform a compliance measurement
study, we use a web crawler to extract a privacy policies corpus and
label a part of the corpus following a systematic approach with the
help of two legal experts and four trained annotators. We collect the
privacy policies from the top 10,000 websites listed in Quantcast
Top UK websites [5]. Since we are not located in EU countries,
we use Europe-based VPNs to capture the privacy policies of the
EU. Moreover, it is worth mentioning that some companies (e.g.,
Facebook, Inc.) provide additional information in the privacy policy
for the EU countries to comply with GDPR. To collect the privacy
policies, we first use Yandex Search API [13] to search for the
URL of the privacy policy for each website. During the search, we
append the keywords “privacy policy" with the domain name of the
website. From the top 5 search results, we select the URL containing
keywords such as privacy, and policy. During this search operation,
we limit our search results to the English language only. After
fetching the URLSs, we scrape the HTML pages to extract the privacy
policies in plain text, while removing unimportant information
such as images and navigation links. However, we exclude URLs
that are broken or do not link to the privacy policy page of the
corresponding website. For example, our filtered search results
for Wikipedia.com leads to an article [12] on Privacy Policy from
Wikipedia instead of Wikipedia’s own privacy policy. We manually
filter out such cases from the corpus. Finally, we successfully extract
9,761 privacy policies.

4.2 Annotation Process

With the help of two legal experts, we first identify 18 categories
of information (shown in Table 2) that are required to be disclosed
in the privacy policy to fully comply with GDPR. These categories
include information about how companies should handle users’ per-
sonal data and what are users’ rights regarding their personal data.
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Privacy Policy Documents 1,080
Total Words 2,83,374
Total Classes 18
Annotated Segments 9,510
Additional Segments for Active Learning 1,001
Total Annotated Segments 10,511
Annotators Per Document 4
Total Annotators 6

Table 1: Statistics on the privacy policy dataset annotated
with GDPR requirement categories.

Note that GDPR requires the companies to present all the 18 re-
quirements even if the companies don’t have certain data practices
(e.g., companies should still clearly indicate they don’t share user
data rather than not saying anything). To create a privacy policy
dataset labeled with GDPR requirements, we randomly select 1,080
privacy policies from our privacy policy corpus. Our legal experts
train six human annotators to annotate the privacy policies with
GDPR requirements. Each privacy policy document is annotated
by four annotators. Each annotator works independently during
the annotation process. We design a detailed annotation schema
to advise our annotators on how to label the instances of data
correctly and update the schema based on the feedback from the an-
notators after each annotation phase. We develop a privacy policy
annotation tool in Java to help our expert annotators label privacy
policies with 18 GDPR disclosure requirements. The tool allows
annotators to load a privacy policy and read the policy segment
by segment. We remove all HTML tags and non-ASCII characters
to improve readability. At each step, annotators read a segment
from the privacy policy and mark it with any of the 18 categories
if the segment represents any GDPR requirement. Privacy policy
segments that do not represent any particular GDPR requirement
are marked as other category, which we exclude from the dataset we
use to train our model. We finally receive 11,271 annotated privacy
policy segments, each of which is annotated by four annotators.
Table 2 shows category-wise statistics for the labeled dataset, such
as the number of labeled privacy policy segments, and the mean
and median number of words across the segments in each category.

To consolidate the labels, we set a 0.75 agreement threshold. For
each privacy policy segment, if at least three of the four skilled
annotators agree to a label, we consider it as the true label for the
corresponding privacy policy segment. Out of 11,271 labeled seg-
ments, 8,826 (78.3%) belong to this threshold. For the privacy policy
segments having an agreement threshold of 0.5 (13.4% segments),
annotators discuss together to find if an agreement over the true
label can be reached. We accept 684 segments (6%) for which anno-
tators can reach an agreement and reject 829 segments (7.3%) for
which they cannot. We discard the segments that have less than a
0.5 agreement threshold: no skilled annotators can reach an agree-
ment on the true labels. As a result, we accept the true labels of in
total of 9,510 privacy policy segments from 1,080 privacy policies.
Table 1 shows the descriptive statistics for the labeled dataset after
consolidation.
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Figure 1: Overview of the CNN-based classification model and user perceived effectiveness measurement for the privacy policies

relevant to GDPR requirements.

Requirement Categories GDPR ref. | Freq. Words
mean | med.

1. Data Categories 14(1.d) 1443 24 20
2. Processing Purpose 13(3) 1926 26 22
3. Data Recipients 13(1.e) 875 26 22
4. Source of Data 14(2.f) 595 26 20
5. Provision Requirement 14(5.b) 542 27 25
6. Data Safeguards 14(1.f) 331 24 23
7. Profiling 14(2g) | 381 | 27 16
8. Storage Period 13(2.a) 486 29 27
9. Adequacy Decision 13(1.f) 202 41 37
10. Controller’s Contact 13(1.a) 308 16 14
11. DPO Contact 13(1.b) 530 26 25
12. Withdraw Consent 13(2.c) 510 27 25
13. Lodge Complaint 13(2.d) 345 31 27
14. Right to Access 14(2.c) 388 17 15
15. Right to Erase 14(2.c) 197 19 13
16. Right to Restrict 14(2.c) 507 17 12
17. Right to Object 14(2.c) 847 33 27
18. Right to Portability 14(2.c) 559 29 28

Table 2: 18 categories of GDPR privacy policy requirements
and their corresponding statistics in our dataset. Mean and
median were calculated across the population of words in
the segments for each categories.

4.3 Privacy Policy Classifier

Our classification technique consists of two main parts: (1) an un-
supervised training to build Word Embedding vectors for privacy
policies and (2) a CNN-based supervised training as a classifier
for GDPR disclosure requirements. We use Word Embedding and
CNN-based classification model due to their great success in recent
works of text classification [28, 36, 50]. Figure 2 illustrates the major
components of our model.

4.3.1  Privacy policy specific word embeddings. Classical text clas-
sification models represent texts in a dataset using metrics such
as words and their frequencies. However, such text representation
techniques (e.g., Bag of Words) do not consider the position of
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the words in a sentence and are not capable of capturing the con-
text and semantic meaning of a sentence. For example, personal
information and private data are often used in the same context
in privacy policies. Bag of Words considers them as two different
phrases, which fails classification tasks in domains such as privacy
policy where semantic context is critical. In addition to this, Bag
of Words encodes every word in the dataset as a one-hot-encoded
vector with the size of the entire vocabulary, which may result in
the curse of dimensionality. To solve this problem, we choose Word
Embeddings to represent the words in our dataset. Word embedding
is a sparse low-dimensional vector representation of a text, which
is learned in an unsupervised manner. Words that appear in the
same context in the corpus are represented by similar vectors. This
gives the neural network model more generalization power since it
allows the model to recognize words that are not in the training set,
as long as they are in the large corpus used for training the word
embedding model.

To capture the privacy-specific semantic context, we train a
custom word embedding using our privacy policy corpus containing
9,761 privacy policies. For training word embedding for this corpus,
we use fastText [39] skip-gram model. To capture the semantic
context, the skip-gram model predicts nearby words given a source
word. However, instead of learning vectors for words directly like
well-known word embedding model Word2Vec [33] or GloVe [35],
fastText represents each word as an n-gram of characters in addition
to the word itself. For example, fastText’s representation for the
word privacy, for n=3, is < pr, pri, riv, iva, vac, acy, cy >, where the
angular brackets represent the beginning and end of the word. This
representation allows fastText to assign vectors to the words that
were not even seen during the training, which is an advantage for
the domain-specific text classification task.

4.3.2  Model architecture. We design a CNN-based multi-class clas-
sifier to predict the probability of the classes, given an input sen-
tence taken from privacy policies. As shown in Figure 2, an em-
bedding layer is followed by a one-dimensional CNN layer in our
classifier model. The CNN layer allows us to use the pre-trained
word embeddings, which provides the capabilities to capture se-
mantic meaning from the input sentence. In addition, a CNN layer
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with filter size k can recognize the features (i.e., set of words) that
represent a certain class, regardless of the position of the features
in input texts. This layer applies a rectified linear unit (ReLU) as
the activation function. Since we use a specific pre-trained privacy
policy word embedding, we do not train the embedding layer in our
model so that the embedding weights do not get updated while the
classifier is learning. To prevent our model from over-fitting, we
apply a dropout layer with a 0.1 probability for regularization. A
max-pooling layer is applied to extract the most important features
from the input. Output vector from the CNN layer is applied to a
fully connected layer, which is again followed by a dropout layer
with a probability of 0.5. This fully connected layer also applies
ReLU as the activation function and is followed by another fully
connected layer containing the number of units the same as the to-
tal number of classes. Finally, we use softmax function to determine
the probability for each class. In our problem scenario, collecting
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Figure 2: Architecture of our Convolutional Neural Network
(CNN)-based classification model.

labeled data is time-consuming and expensive, whereas collecting
unlabeled data (privacy policies) is free. Thereby, to improve the
performance of our trained classification model, we leverage pool-
based active learning to achieve higher accuracy with less amount
of training data.

4.4 Pool-based Active Learning

Active learning has been successfully used to improve the accuracy
of the machine learning tasks [20, 42, 43, 51] where unlabeled data
can be easily obtained and labeled data is difficult to collect. The
intuition behind using active learning is that the learning model
can perform better even with substantially less amount of training
data if the learning model can choose the data it needs instead
of learning from a large set of randomly sampled data (passive
learning). Since privacy segments generally disclose information
about users’ privacy and rights, it is common for segments from
different categories to have overlapping features, which results in
misclassification by the model. To overcome this, we use active
learning to let our model learn from the segments that the model
initially predicted with the least confidence between the two classes.
To select such segments (queries), we first sample instances from
our large pool of unlabeled privacy corpus. We classify the sampled
instances using our trained classifier. Finally, based on the results
from the classifier, we use margin sampling to decide whether to
label an instance or not.
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Figure 3 illustrates the key components of our active learning
framework. Since a large pool of unlabeled segments can be ob-
tained at once, we use pool-based selection sampling to sample
unlabeled segments from our corpus. We sub-sample a small set of
unlabeled privacy policies and pass the segments as input to our
classification model. Based on the output probabilities from the
model, our active learning framework decides whether to query
a segment for labeling or discard it. To this end, we discard any
instance that receives a maximum probability score of 0.5 or less
because segments with a 0.5 or less probability score are less likely
to be relevant to any of the GDPR disclosure requirements. For
other instances with more than 0.5 probability scores, we use mar-
gin sampling to decide whether to label it or not. Margin sampling
considers the difference in prediction score between the first and
second most probable classes, based on the probability score of the
classification model. We select a query instance that has a minimum
difference, which means the model is less confident between the
two classes.

Xm = argmin(P(41|x) - P(42x))

Here, 41 and g, represent the probabilities of the first and second
most probable classes for segment x predicted by the model. Thus,
Xm represents the instances that the classification model predicted
with the least confidence. Intuitively, instances with a large margin
of prediction scores are easy since the model has little doubt in dif-
ferentiating between the two most likely classes. On the other hand,
instances with small margins are ambiguous. Therefore, knowing
the true labels would help the model discriminate between those
two classes more efficiently.
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Unlabeled
pool
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Figure 3: Active learning framework to improve classification
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5 EXPERIMENTS AND RESULTS

In this section, we present details of our model development and
performance evaluation. We then present the measurement results
of using our model to analyze how well the companies are following
the GDPR requirements. To determine the effectiveness of our
privacy policy classifier, we evaluate it on the privacy policy of the
most visited websites to answer the following research questions:
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e RQ1: Can our privacy policy classifier detect GDPR cate-
gories effectively?

e RQ2: Can we use the policy classifier to assess the current
GDPR compliance scenario?

e RQ3:Is it necessary for users to have an automated privacy
policy classifier to check compliance?

5.1

5.1.1  Pre-processing. We remove all punctuation marks, special
characters, digits, and white spaces from the privacy policy docu-
ments. We also remove all stop words since these words are not
useful for the learning model and may cause additional memory
overhead.

Model Development

5.1.2  Vector representation. We train a fastText word embedding
model to encode each word in our privacy policy corpus into a
300-dimensional vector. During the training, we use a minimum
length of n-gram as three and a maximum length of six, which
means the fastText model uses all the substrings contained in a
word between three to six characters. This allows the embedding
model to encode any new word that is unseen during the training.
Overall, we train five epochs with a learning rate of 0.05.

5.1.3 Initial training and testing. We use 864 privacy policies (80%
of the dataset) to train our model. We divide each privacy policy into
segments and encode the segments to build a CNN layer, in which
we use 400 filters with a kernel size of four. We use zero-padding
with stride one for the 1-D convolution operation in this layer. The
CNN layer uses the ReLU activation function and is followed by a
dropout layer with a rate of 0.1 and a max-pooling layer. Output
vectors from the CNN layer are fed into a fully connected (FC) layer
with 256 units. This layer is followed by another FC layer with 18
units. We apply the softmax function on the output vector of this
layer to determine the probability score for each of the 18 classes in
our dataset. After training 50 epochs with a learning rate of 0.001,
we test our initial trained model on 216 (20% of the dataset) privacy
policies and achieve an accuracy of 80.5% with an F1-score of 0.79.

5.1.4  Performance improvement. We manually investigate some
misclassified cases and find that the primary reason for a privacy
segment being misclassified is because of the existence of overlap-
ping features between the segments. We further use pool-based
active learning to make our model more effective in discriminat-
ing between the segments from two classes having overlapping
features. In each iteration of the active learning framework, we ran-
domly sample 100 privacy policies from our large pool of unlabeled
privacy policies. Segments from these privacy policies are then
fed into our trained classification model. Based on the predicted
probability score of the model, we use margin sampling to decide
whether to label a segment or not. In each iteration, we select 250
segments that the model predicted with the least confidence, par-
ticularly with the minimum margin between the predicted score
of two classes. However, we discard any segments with a proba-
bility score of 0.5 or less, since such segments are more likely to
be irrelevant to GDPR requirements. For annotating the new seg-
ments, we follow the similar annotation process and consolidation
strategy as discussed in Section 4. After annotating the new seg-
ments, we feed them as training data to re-train the classification
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model. Overall, we conduct seven iterations until when feeding
new training data no longer improve the average performance of
our model. Figure 4 illustrates the improvement of performance
(average F1-score) during each iteration.
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Figure 4: Improvement of model’s performance during ac-
tive learning iterations. In total, we conduct seven iterations
until when feeding new training data no longer improves
the average performance of our model.

5.2 Performance Evaluation

To answer the research question RQ1, we evaluate our final model
using 216 privacy policies (20% of the labeled dataset) as the test set,
which are never seen by the classification model during any phase
of the training. We achieve an overall accuracy of 89.2% with an
average F1-score of 0.88, while adding in total of 1,001 additional
training data, which is only 10.5% of the initial training data. Ta-
ble 3 presents the precision, recall, and F1-score (macro-average
per label) of the evaluation on the test set. As evident in the table,
our CNN-based classifier can predict the GDPR requirements from
a given privacy policy segment with high accuracy. On average, we
achieve 90% precision, 86% recall, and 0.88 F1-score. These metrics
are higher than the other automated privacy policy analysis tool
presented in [26, 44, 48]. The primary reason for the misclassifi-
cation in our final model is that the privacy segments might be
too vague or might cover multiple requirements with a very brief
description.

5.3 Compliance Analysis in Large Scale

To answer the research question RQ2, we apply our classifier to as-
sess the compliance scenario with GDPR requirements of the most
visited 9,761 websites. In particular, to detect how well websites
comply with GDPR privacy disclosure requirements, our model
predicts the GDPR disclosure requirements for each of the privacy
policies in the entire corpus of 9,761 policies. Figure 5 illustrates the
number of websites meeting the GDPR privacy disclosure require-
ments for each of the classes. We find that many companies still
do not follow the requirements introduced by GDPR. For example,
among the 9,761 websites, only 28.5% follow the GDPR requirement
of profiling, which requires that companies have to disclose how
users’ personal information is used for automated decision making
or profiling purposes. Also, requirements such as users’ right to
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Classes Prec. | Recall | F1 | Support
1. Data Categories 0.87 0.75 0.81 289
2. Processing Purpose 0.86 0.80 0.83 373
3. Data Recipients 0.77 0.88 0.82 191
4. Source of Data 0.87 0.77 0.82 119
5. Provision Requirement | 0.99 0.92 0.95 112
6. Data Safeguards 0.84 0.83 0.83 70
7. Profiling 1.00 0.88 0.94 77
8. Storage Period 1.00 0.99 0.99 83
9. Adequacy Decision 0.89 1.00 0.94 32
10. Controller’s Contact 0.84 0.80 | 0.82 66
11. DPO Contact 0.97 0.98 0.98 114
12. Withdraw Consent 0.95 0.96 0.96 85
13. Lodge Complaint 0.94 0.94 | 0.94 78
14. Right to Access 0.82 0.77 0.80 63
15. Right to Erase 0.90 0.76 0.82 37
16. Right to Restrict 0.90 0.78 0.83 116
17. Right to Object 0.95 0.83 0.89 167
18. Right to Portability 0.86 0.92 0.89 116
Average 0.90 0.86 0.88

Table 3: Classification results for 18 privacy disclosure re-
quirements of GDPR. With using active learning technique,
we achieved 89.2% classification accuracy with an average
F1-score of 0.88.

portability and right to object are covered by 36.2% and 37.4% web-
sites, respectively. Other primary requirements, such as users’ right
to withdraw consent and disclosing the storage period are covered
by 40-45% websites. Figure 6 shows the number of companies com-
plying with 0-18 GDPR requirements. It appears that only 32% of
websites fully comply with 18 requirements. These findings indicate
that many websites still do not follow the requirements of GDPR.

5.4 Comparison with existing model

We compare our model with Torre et al’s [45] work that proposes an
SVM-based sentence classification model to check the completeness
of privacy policies against GDPR. Their model has trained over 234
privacy policies collected from financial (i.e., fund management)
websites. Since the model and the dataset are not publicly available,
we collect a new labeled dataset of 100 privacy policies from the
fund management and other financial websites. To label the dataset,
we follow the similar annotation process described in Section 4.
Similar to Torre et al., we also use the SVM model from [47] and
use its default hyper-parameters for sentence classification. We
also train the SVM classifiers with positive examples representing
the sentences that have been labeled with a certain class in our
dataset and negative examples labeled with other classes. Table 4
shows the comparative performance between the SVM-based and
our CNN-based classification model. The average precision score
obtained from the SVM classification model is 0.64, which is 29% less
than our CNN-based classification model. On the other hand, the
recall value from the SVM model is 22% less than the CNN model,
showing the efficacy of our model in detecting GDPR requirements
in privacy policies.
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Figure 5: Visual representation of the overall compliance
scenario for the most visited websites. The measurement
result is produced by our CNN-based privacy policy classifier
across 9,761 privacy policies for 18 GDPR requirements.
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Figure 6: Number of websites’ policies complying with 0-18
GDPR requirements. Here, only 32% websites fully comply
with all of the 18 requirements.

5.5 User-perceived Privacy Utilization

To answer the research question RQ3, we conduct a user study
to find how users comprehend privacy policies’ compliance with
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Financial dataset Baseline dataset
Category — —

precision | recall precision | recall
1. Data Categories 0.61 0.58 0.87 0.75
2. Processing Purpose 0.67 0.70 0.86 0.80
3. Data Recipients 0.70 0.62 0.77 0.88
4. Source of Data 0.53 0.70 0.87 0.77
5. Provision Requirement 0.60 0.82 0.99 0.92
6. Data Safeguards 0.53 0.58 0.84 0.83
7. Profiling 0.66 0.71 1.00 0.88
8. Storage Period 0.77 0.85 1.00 0.99
9. Adequacy Decision 0.55 0.69 0.89 1.00
10. Controller’s Contact 0.78 0.80 0.84 0.80
11. DPO Contact 0.81 0.86 0.97 0.98
12. Withdraw Consent 0.67 0.58 0.95 0.96
13. Lodge Complaint 0.55 0.62 0.94 0.94
14. Right to Access 0.63 0.71 0.82 0.77
15. Right to Erase 0.77 0.76 0.90 0.76
16. Right to Restrict 0.61 0.73 0.90 0.78
17. Right to Object 0.54 0.44 0.95 0.83
18. Right to Portability 0.65 0.58 0.86 0.92

Table 4: Performance comparison between two models: 1)
SVM-based model [45] trained with 100 financial privacy poli-
cies, 2) CNN-based model trained with 864 privacy policies
from our baseline dataset. The precision and recall values
are computed for 216 privacy policies that were unseen by
both models.

GDPR without any help from automated tools. Since privacy policy
works as a medium between users and organizations for commu-
nicating users’ privacy and rights, it is critical for privacy policies
to be understandable and perceivable to users. Precisely, privacy
policies should clearly convey the information that is required to be
disclosed to users. In order to get insights into how users perceive
the privacy policy disclosures described in companies’ websites or
applications, our user study is designed to assess the effectiveness
of current privacy policies available online. Towards that goal, in
our study, we first explain (in plain English) the GDPR requirements
to the participants and ask them if a given privacy policy segment
is compliant with the requirement. Participants can indicate the
degree of compliance and non-compliance or can indicate if the
policy is too vague to understand. Since the original description ex-
tracted from the GDPR legislation can be too complex to understand
for users, with the help of experts, we rephrase the requirements
to make them comprehensible for regular users. However, if par-
ticipants do not comprehend any particular requirement, we skip
showing the corresponding privacy policy and do not record the
responses for those requirements.

5.5.1 Participants. We recruit 102 participants on Amazon’s Me-
chanical Turk (MTurk), requiring them to have at least a 95% HIT
approval rating with at least 100 tasks completed on MTurk. Our
participants must be at least 18 years of age, fluent in English, and
users of at least one online service where they provided their per-
sonal information. Additionally, we require our participants to be
located in the U.S. or EU countries. To avoid bias, we target random
users and do not require them to know about GDPR before the
study. At the beginning of the study, we explain to the participants
what GDPR is about, why it is important for users, and how it is
designed to protect users’ rights and privacy over personal data.
Our study takes approximately 30 minutes to complete, and we pay
15$ to each participant. We conduct our user study in ten batches on
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MTurk and randomly assign ten - eleven participants to each batch.
In total, we have 95 participants after removing seven participants
that do not meet our requirements for the study. Our sample is
fairly diverse. The median age is 30, with a range of 18 — 59. Among
the participants, 56 (58.9%) are male, 37 (38.9%) are female, and two
prefer not to disclose their gender. Their education levels range
from high school degrees to graduate degrees.

5.5.2  Study design. We design a user study asking the participants
about the compliance of the given privacy policies with GDPR re-
quirements. Before starting the survey, we first describe the GDPR
law and its purpose in terms of protecting users’ privacy. We also
ask a set of demographic questions regarding age, race, education
level, etc. For each GDPR privacy disclosure requirement, we first
explain the requirement in plain English. With the help of legal
experts, we simplify the description and avoid using convoluted
legal jargon. Once the participant indicates that they understand
the requirement, we randomly select a privacy policy segment cor-
responding to the category. Since our goal is to measure whether
privacy policies describing the GDPR requirements are understand-
able and effective from human perception, we ask participants to
which degree they believe the given policy complies with the re-
quirement. Specifically, participants can indicate whether a policy
is fully compliant, moderately compliant, somewhat compliant, or
not compliant at all in terms of the given requirement. On the other
hand, if the participant cannot comprehend the given policy, they
can indicate the option "I don’t understand the policy’. This allows
us to find how much of the privacy policy can user comprehend
and whether it is necessary to use an automated tool to detect the
requirements.

5.5.3 User study results. Figure 7 summarizes the responses from
95 participants regarding the compliance of privacy policies in
terms of 18 GDPR requirements. To our surprise, on average, 32%
of participants were unable to understand the privacy policies.
Even worse, for the core GDPR requirements such as profiling, data
safeguards, and users’ right to object, 43% participants were unable
to understand the privacy policies. It is worth mentioning that these
privacy policies are taken from the most visited websites and they
are written for general users. These findings indicate the necessity
of using automated tools to help users to understand the privacy
policies and check their compliance. In what follows, we explain
more details about our findings for a selected number of GDPR
requirements used in our user study.

For the profiling requirement, we provide a privacy policy seg-
ment describing the profiling policy from a randomly selected web-
site’s privacy policy and ask the participants how compliant the
given policy is in explaining the processing of users’ personal in-
formation for automated decision making. As shown in Figure 7,
our study finds that 41.27% participants did not understand the
policy that explains how user’s data is used by the underlying com-
pany for automated decision making. As the participants indicated,
vague, complex, and long descriptions were the primary reasons
for not understanding the policy description. GDPR requires the
companies to disclose that the users have the right to withdraw
their consent to process the data at any time. However, this is one
of the GDPR requirements that is explained in a vague manner.
In our study, 46.7% of participants did not understand the policy
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Figure 7: Category-wise response from the participants for
the utilization of the current privacy policies’ compliance
with GDPR. Here, more than 40% participants were unable
to fully understand policies that explain critical rights such
as withdrawing consent, lodging complaint against the data
processor, and disclosing information about profiling,.

that explains their right to withdraw consent at any time. Even if
they understand the policy, only 7.2% participants found the poli-
cies were fully compliant with the corresponding requirement and
20.1% found the policy was not compliant at all. These findings
indicate that the privacy policies used by the companies to fulfill
the disclosure requirements are not very helpful or effective for the
end users.

Moreover, users have the right to lodge a complaint with a single
supervisory authority regarding their data processing or transfer
handled by the companies. According to our findings from the study,
this requirement is also vaguely explained in the privacy policies, as
43% of our total participants were unable to comprehend the disclo-
sure regarding this right of the users. In addition, 18% of participants
found the policies not compliant at all. Privacy policies from the
provision requirement, which enforces the companies to disclose
whether providing the data is required, were not understandable to
39.7% users. To our surprise, only 5% of participants found the poli-
cies are fully compliant with the provision requirement. However,
requirements relevant to the common privacy rights such as the
right to access and the right to data portability seem to be more
compliant with GDPR, as indicated by the participants of our study.
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For example, 27.6% found the corresponding policies compliant to
the requirement of users’ right to access data and 25.5% partici-
pants found the policies were compliant with users’ right to data
portability. On the other hand, 30% users indicated that they did
not understand the policies describing these rights.

6 DISCUSSION

In this work, we contribute a new privacy policy dataset labeled
with GDPR requirements and propose a CNN-based privacy policy
classifier that can detect the compliance of privacy policies against
GDPR with an accuracy of 89.2%. In our training model, currently,
we only consider privacy policies in the English language since
our team is not familiar with other languages in the EU. However,
we are able to perform in-depth analysis to make up for language
coverage. In addition, while we consider only privacy policy as it is
a dominating way to communicate privacy disclosures to users [38],
in practice, there might be other ways (e.g., newsletter) that compa-
nies could use to disclose information to users. Although analyzing
other sources of the communication might be useful in some cases,
we currently focus on the most widely used communication method
of the privacy policy.

Our proposed classification model can be adapted to any future
changes in the privacy laws, as we can add additional classes with
new labeled data. Also, our trained model can be extended to other
privacy laws such as California Consumer Privacy Act 2018 [2].
Although GDPR is primarily focused on EU countries and their
citizens, it has become a standard for online privacy law, and legis-
lators from other countries such as USA and UAE are planning to
adopt GDPR for implementing new privacy protection laws [11].
Thus, our model, which is trained with GDPR requirements, can be
extended by using learning methods such as transfer learning for
detecting compliance with other privacy laws on large-scale.

Our dataset and the trained classifier can be utilized to explore
several future research directions. For example, further research can
be conducted to predict the usefulness score of human perception.
It would allow not only to identify the compliance but also to design
effective privacy policies for end users. In addition, analyzing the
flow-to-policy consistency in terms of GDPR requirements would be
an interesting research problem to explore in the future. Our dataset
and model can be utilized to determine whether the actual data flow
of any application or website is consistent with the information that
is disclosed in the privacy policy. For example, similar to [15, 37],
we can define privacy-specific queries to check if an application’s
data handling policies are compliant with its privacy policies. This
will also help to determine the compliance of data flows with GDPR
requirements.

Suggestions for better privacy policies. According to our
analysis, 68% companies still fail to comply with at least one GDPR
requirement. Also, many disclosure requirements of GDPR such as
profiling, adequacy decision, DPO contact, lodge complaint, with-
draw consent, and right to object are covered by only less than
40% website. Thus, we recommend companies be aware of these
categories of requirements while implementing their privacy policy.
On the other hand, for the companies that implement the require-
ments in their privacy policies, our study finds that 32% of users do
not find the policies easy to understand. Therefore, we recommend
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companies write privacy policies in more readable, understandable,
and effective ways to improve user privacy. For example, by an-
alyzing the privacy policy segments that are rated as helpful for
users, we find these segments are usually written in a lay form,
and sometimes provide easy to understand examples. We also find
the less helpful and privacy-violating policy segments are usually
vague or claim substantial control of users’ data.

7 RELATED WORK

Privacy policies are one of the most common ways to disclose how
companies collect, store or process users’ personal data. Researchers
have worked on identifying data practices from privacy policies by
leveraging both manual and automated approach. Tesfay et al. [44]
built a privacy policy summarization tool based on 11 privacy as-
pects of GDPR. However, since their tool was built upon pre-defined
keywords-based features and trained on only 45 privacy policies, it
resulted in lower accuracy and could not provide a reliable large-
scale analysis. Degeling et al. [19] performed a longitudinal study
on the privacy policies and cookie consent notices of 6,579 websites
representing the 500 most popular websites in the EU countries.
They showed that 72.6% of websites updated their privacy policies
close to the date of May 25, 2018, when GDPR came into effect.
However, their work primarily focused on cookie consent notices
and reflection of GDPR terminologies in privacy policies without
considering cross-checking compliance with GDPR requirements.
Basin et al. [17] proposed a theoretical methodology to decompose
GDPR compliance for auditing with the idea of identifying a busi-
ness process and a purpose. Torre et al. [46] encoded GDPR and
its compliance mechanisms into a UML representation so that they
can be machine-analyzable, and leave the automated methods of
assessing compliance to future researchers. Unlike their work, we
contribute an automated tool to assess GDPR compliance in privacy
policies using machine learning techniques.

Researchers have also performed privacy policy analysis us-
ing natural language processing and machine learning. Wilson et
al. [48] introduced a corpus of 115 privacy policy documents anno-
tated with fine-grained data practices (OPP-115). Harkous et al. [26]
leveraged OPP-115 to build an automated QA model (Polisis) for
regular data practices in privacy policies. Linden et al. [30] designed
seven queries adapted from Polisis to represent a limited number
of GDPR requirements and performed compliance analysis using
a filtering and scoring approach. Chang et al. [18] proposed an
automated privacy policy extraction system to predict and extract
an app’s privacy policies based on users’ concerns under different
contexts. However, these papers focused on extracting fine-grained
data practices from privacy policies and did not consider disclosure
requirements of the privacy laws. Hence, they cannot be easily
extended for assessing the compliance of privacy policies with
GDPR, which introduces more rules than regular data practices
along with an unprecedented number of privacy rights regarding
data collection and processing. In terms of automated GDPR compli-
ance checking, Hamdani et al. [25] used NLP techniques to extract
data practices from privacy policies and encoded GDPR rules in
another module to check the presence of mandatory information.
However, they only evaluated the model on 30 privacy policies.
Torre et al. [45] created 20 metadata types by analyzing policies in
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GDPR and extracted metadata from the company’s privacy policies
automatically with the help of ML and NLP to check for compliance.
However, they also had a limited dataset on evaluation, where they
did a case study over 24 privacy policies. In addition, all 234 pri-
vacy policies they used for training were collected from financial
fund management firms, which may infuse their model to be biased
toward a particular domain, specifically to the financial domain in
this case.

Researchers have also studied how users perceive online pri-
vacy policies. Linden et al. [29] conduct a user study to understand
changes in a visual representation of privacy policies after GDPR.
Their study finds that, after GDPR came into effect, EU websites
made significant visual improvements in their privacy policies in
terms of attractiveness, whereas websites outside of the EU did
not have noticeable improvements. McDonald et al. [31] perform
a comparative analysis to understand how well-standardized poli-
cies work in practice. Also, Reidenberg et al. [38] investigate the
differences in interpretation of the privacy policies among different
user groups. Gluck et al. [23] conducted multiple user studies to
determine an effective design format for short-term privacy notices
and participants’ awareness regarding privacy practices. However,
since companies have been changing their privacy policies since the
implication of GDPR, these studies do not reflect the new changes.

8 CONCLUSION

In this paper, we provide insights into the compliance and effective-
ness of privacy policies regarding the requirements of GDPR. We
first identify comprehensive categories of GDPR requirements for
privacy policies and create a privacy policy dataset annotated with
18 requirements by legal experts. We build a CNN-based automated
tool to classify the privacy policies into GDPR requirements with
an accuracy of 89.2%. We run our model to analyze privacy policies
on large scale, which shows that only 32% of websites fully comply
with GDPR in terms of their privacy policies.
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