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qualitative analysis of 50 papers from notable venues including

IEEE Computer Vision and Pattern Recognition (CVPR) and Neural

Information Processing Systems (NeurIPS), we find a wide variety

of procedures and use of skin tone categories and an overall lack of

documentation around annotator characteristics and procedures.

We also identify areas for improvement in transparency around

skin tone distribution and analysis of annotator uncertainty. Finally,

we interrogate the conflation between skin tone and race found in

a significant number of papers.

Following our literature review, we conducted an experiment

in which we collected skin tone annotations while varying cer-

tain configurations of the annotation process such as the type of

scale, ordering of scale levels, and type of image annotated. We

also collected the self-reported skin tone of each human annota-

tor to investigate annotator positionality on this task and used a

range-based annotation method to isolate different measures of un-

certainty. After a deployment with 165 participants, we found that

the order of the skin tone scale and the type of annotated image had

a significant impact on the inter-rater and individual uncertainty

of annotators, while we did not find a significant impact regarding

scale type or annotators’ self-reported skin tone. We document the

results of our literature review, experiment data, and experiment

code in an online repository.1

Our work demonstrates the importance of reflexivity when de-

signing and implementing skin tone annotation procedures. If the

humans involved in the skin tone annotation process do not ac-

knowledge their subjective social biases, it is difficult to ensure

the reliability of skin tone annotations across the field. In turn,

unclear or limited reliability of skin tone annotations can affect

the robustness of fairness performance evaluations [19] in CV and

hinder the development of solutions for racialized disparities in CV

models. We conclude with a discussion of design implications for

CV researchers engaging in skin tone annotation.

2 BACKGROUND AND RELATED WORK

2.1 Impacts of Computer Vision for Analyzing

Images of Humans

Computer vision (CV) is a sub-domain of machine learning (ML)

in which images, videos, and other visual data are analyzed to

derive specific information about the inputs. While a variety of

data and insights have been the focus of CV, a large portion of the

field is concerned with processing humans in visual data. Efforts

in human-concerned CV tasks typically aim to surveil [4], identify

(face recognition [86]), and assess physical attributes (skin condi-

tion classification [43]). As the accuracy of these systems improve,

human-concerned CV technology has increasingly been deployed

in public life, including in major institutions such as education,

government, and healthcare.

While these technologies may perform well in experimental and

testing environments, the implementation of CV in the wild has ex-

posed major performance gaps. In particular, there is a clear pattern

of face recognition misidentifications of Black users and subjects

in the United States [44, 73]. Black people have been unjustly ar-

rested as a result of being misidentified by police departments’

1https://github.com/Social-Futures-Lab/skin-deep

facial recognition systems [73]. Another example is the low detec-

tion rates of skin diseases on darker skin tones [20, 27]. In addition,

during the height of the pandemic, remote students took exams

proctored by facial analysis technology. Students with darker com-

plexions had to shine additional light on their faces because these

proctoring platforms were not detecting them [78]. In all of these

examples, the disparate low performance of the CV systems mirrors

and contributes to the systemic racism in every arena of Ameri-

can society, including policing [81], medicine [37], and education

[78]. As the harmful outcomes of CV technology towards Black

people become more frequent and well-known, CV practitioners

and researchers have a responsibility to investigate and address the

racialized performance gaps in their systems [11].

2.2 Approaches to Investigate Disparities in

Computer Vision Performance

The current approach in understanding and addressing performance

gaps in machine learning is to test models on data disaggregated

by race [41]. Although most technologies do not use the protected

class of race as a feature [67], data points can have additional race

labels to directly compare the performance of a model between

different races. While this approach has successfully highlighted

quantifiable disparities in tasks such as loan risk assessments [67],

race annotations are not ideal for evaluating disparate performance

in CV tasks. The hallmark work Gender Shades [12] was one of the

first to evaluate performance bias in face recognition and clearly

explain the unreliability of race annotations as a tool for evaluating

disparity in CV. Race is more than phenotypical features and its

categories are highly contextual [12]. Yet, human-concerned CV

operates only on surface level information. For example, many

face recognition models use general features of the face to execute

their tasks. Furthermore, many models utilize skin detection to

locate a human in images. In contrast, when it comes to race, every

society defines the boundaries of the phenotypical attributes of race

differently. If these annotations are not self-reported, annotators

or researchers must use their personal view of racial categories to

decide how image subjects are categorized [41], which threatens

the reliability of the annotations.

This creates a tension in which race annotations which, as de-

scribed, are a highly contextual record of perceptions and biases, are

used to evaluate systems that only contend with the surface level

aspects of race. This mismatch introduces cases in which a dataset

with image subjects of all the same race may have widely differ-

ent appearances, or a multi-racial image dataset of subjects may

have similar appearances. Limited insights can be gained from a

performance evaluation disaggregated by race in these two dataset

instances. If they were instead annotated by skin tone, the perfor-

mance of the CV systems can be evaluated based on how these

models actually łseež race.

2.3 Origin, Limitations, and Sociotechnical

Aspects of Skin Tone Annotations

The most popular measure for skin tone is the Fitzpatrick Skin Type

(FST) which was created and proposed by Thomas Fitzpatrick [29]

for analyzing sun burns. This set of six color swatches was meant to

only be accompanied with written descriptions of the quality of the

1758



Skin Deep: Investigating Subjectivity in Skin Tone Annotations for Computer Vision Benchmark Datasets FAccT ’23, June 12ś15, 2023, Chicago, IL, USA

skin and the corresponding reactions to sun exposure. Following the

FST scale, an automatically calculated continuous measure called

Individual Typology Angle (ITA) was developed to measure skin

tone in relation to sun exposure sensitivity more precisely [21].

Even within the original scope of these skin tone measures, racial

perspectives were embedded in the process. The first iteration of

FST [29] and ITA [16] were explicitly meant for Caucasians. Even as

these measures were updated, they still did not represent skin tones

of Black or Asian populations as well [83]. The legacy of neglect

for darker skin tones is evident in the continued lack of darker skin

tones represented in dermatology image datasets [6, 49]. Gender

Shades [12] was one of the first works to use skin tone annotations

in CV to evaluate the performance of commercial facial recognition

technologies. Since then, use of skin tone annotations in CV has

grown, and new scales and measures exist such as the Monk Skin

Tone (MST) scale, released by Google Research in 2022 [71]. MST

has ten color swatches and was designed in collaboration with the

sociologist Ellis Monk [63] to explicitly represent a broader range

of people. However, to date, there has not been a public evaluation

of the MST scale or study of its implementation.

In addition to improving the representation of skin tone scales,

an understanding of the deeper sociological context of skin tone

stratification is an important part of addressing the limitations of

skin tone annotation. One of the primary contributors to the Monk

Skin Tone scale has extensively studied how attitudes towards indi-

viduals with lighter and darker skin tones from the time of slavery

in the United States persists in contemporary American society

[63ś65]. Racism is integral to skin tone stratification, but skin tone

also has unique and pervasive social and political impacts of its

own. There is a plethora of literature on the need to transparently

articulate the assumptions, biases, and perspectives that are embed-

ded in building datasets for machine learning as a whole [22, 23, 39].

Given the complex social reality of skin tone in the U.S., there is a

specific need to investigate the implicit and explicit assumptions,

biases, and perspectives in the skin tone annotation process as well.

2.4 Issues with Skin Tone Annotations for

Computer Vision Evaluation

While skin tone is a viable annotation attribute for computer vision,

its potential is limited by the current state of skin tone annota-

tion processes. The primary problem identified by researchers is

the imprecise nature of the annotation scales and measurements

[12, 46]. The discrete categories in scales like FST do not sufficiently

represent the possible skin tones of human subjects. Another as-

pect that has not been deeply explored is annotator and annotation

uncertainty. There has been some documentation and analysis of

the uncertainty of skin tone annotations [9, 14, 15, 32, 33, 80, 85],

though our literature review finds this is rare. These works primar-

ily provide analyses such as inter-rater reliability or some other

measure of consensus or (dis)agreement. However, there is little

investigation of the implicit biases or social environments that

could also impact the certainty and consistency of the annotations.

As many researchers have accepted skin tone as a more objective

annotation than race, there has been little investigation into how

skin tone annotations may also carry social meaning. Through our

Publication Venue No. of Search

Results

No. of Final

Papers

IEEE Xplore (IWBF, BBIS, WACV,

CVPR, ICB, FG, Access, +20 more)

99 37

ACM Digital Library (FAccT, CSCW) 38 4

NeurIPS 11 4

Patterns 4 1

IS&T EI 3 2

ECCV 1 1

Preprint (no search conducted) 1

Total 157 50

Table 1: Number of papers returned from a keyword search

from each publication venue, along with the resulting papers

in the final set of 50.

experiment, we provide empirical data on how different annota-

tion processes such as differing scales and social aspects such as

annotator positionality may impact annotation uncertainty.

3 LITERATURE REVIEW OF SKIN TONE

ANNOTATION IN COMPUTER VISION

We conducted a literature review to understand the current state

of skin tone annotation procedures for computer vision datasets.

As part of this literature review, we identified the common mea-

surements and annotation procedures, annotator information, race

metadata collected about the dataset subjects, and uncertainty anal-

yses for skin tone annotations in the past five years (2017ś2022).

The complete annotated literature review is available in our project

repository online.

3.1 Method

3.1.1 Researcher Positionality. In line with the feminist practice

of reflexivity [7], we articulate how the identity, perspectives and

social standing of the researcher informs our survey. In particular,

the selection, pruning, and analysis of the skin tone annotation

procedures are guided by the first author’s understanding of skin

tone and race. The literature review was conducted by the first

author, who is Black, based in the United States and has a darker skin

tone. As a member of the computer science academic community,

the first author is also able to approach the survey from a technical

understanding of dataset collection and annotation.

3.1.2 Identifying Skin Tone Annotation Procedures in Computer

Vision Papers. To begin, we formulated a collection of keywords

related to skin tone or skin color annotation. We collected 26 initial

papers via manual searching on Google Scholar for papers that in-

cluded the phrase "skin tone annotation." Papers that detailed a skin

tone annotation procedure in their methodology were recorded,

and additional papers that also detailed skin tone annotation pro-

cedures were found through citation trails. From perusing these

papers, we chose the phrases: łskin tonež, łskin typež, łFitzpatrick

skin typež, łdarker skinž, and łlighter skinž. As many top computer

vision publication venues are part of IEEE, we chose to conduct

a search on all of IEEE’s Xplore digital library. In addition to the
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IEEE venues, we included the publication venues of the original

26 papers, excluding one which was a preprint. With the selection

of keywords and conferences, the author completed an inclusive

łORž search of the keywords, title, and abstract in the IEEE Xplore

library and the ACM Digital Library (ACM DL). We also conducted

Google Scholar searches with the publication’s name for venues

not available through IEEE Xplore or ACM DL. Table 1 has the full

breakdown of venues and number of search results from each.

3.1.3 Pruning. With a corpus of over 100 papers, the first author

read over the abstract and dataset sections of each paper to re-

move works that did not conduct skin tone annotation procedures.

Of the papers that were removed, many conducted imaging or

sensing experiments rather than computer vision tasks. One pa-

per written in Portuguese was omitted due to our own language

limitations. Several makeup and fashion recommendation papers

were removed because the skin tone annotations referred to the

texture or condition of the skin (e.g., oily or containing acne) as

opposed to complexion. Finally, we found many papers that did not

annotate skin tone for their training or testing datasets. In these

papers, CV tasks were paired with calls for skin tone diversity and

the acknowledgement of disparate results between lighter-skin sub-

jects and darker-skin subjects, yet ultimately the papers did not

incorporate any skin tone annotations or evaluations. The preva-

lence of acknowledgement followed by inaction was noted as a

concerning trend that disqualified a majority of the papers that

were collected by the keyword and abstract search. After these

stages of pruning, 50 papers remained that were analyzed for their

skin tone annotation procedures and analysis.

3.1.4 Qualitative Analysis. In Appendix A, we list all the dimen-

sions along which we annotated the papers, including their defini-

tion and an example of what was coded. Our dimensions were partly

informed by a prior literature review done by Scheuerman et al. [74]

on race and gender annotations in image datasets. We adapted their

approach for the topic of skin tone annotations. First, we collected

basic information about the skin tone annotation dataset, such as

the CV task and the number of subjects in the dataset. Next, we col-

lected information about the annotation procedure, including who

or what annotated the dataset and what scale was used for the range

of skin tones. We then marked whether the paper described any

analysis of the skin tone annotations for uncertainty. This included

any procedure or metric to measure or evaluate the (dis)agreement,

consensus, or reliability of annotations. We finally marked whether

there were any race annotations or metadata intended to represent

the race, ethnicity, or nationality of an image subject.

3.2 Results

We broadly grouped the papers in our literature review into three

categories for further comparison, as some papers reported on or

made use of certain dimensions while others did not. The first

category, ‘Robust Skin Tone Annotation Process’, refers to papers

that provide a detailed account of their skin tone annotation process,

annotation uncertainty analysis, and distribution of skin tones

represented in their dataset. Our second category, ‘Ambiguous Skin

Tone Annotation Process’, comprises processes that did not include

one or more of the components of a robust skin tone annotation

process. These two categories are mutually exclusive and together

comprise the full set of 50 papers. Our third orthogonal category

of ‘Skin Tone and Race Annotation Process’ selects papers with

processes which collected or annotated both skin tone and race

data. For each category, we report on the dimensions and highlight

trends. A summary of findings is in Table 2.

3.2.1 Robust Skin Tone Annotation Process. There were only 9

papers out of the 50 total in our literature review with a detailed

description of process, uncertainty analysis, and reporting of skin

tone distribution.

Dataset: The papers in this category were mostly conducting

skin tone classification or skin condition classification and created

skin tone annotations to evaluate their performance (𝑛 = 4). Even

for the tasks that were not explicitly about skin classification, the

goal of creating a łdiversež training and testing dataset was a central

motivation for collecting skin tone annotations. This prioritization

of diversity in the dataset limited dataset sizeÐfor instance, Wilson

et al. [85] noted their lack of image subjects with darker-skin tones

limited the size of the dataset as they desired a balanced sample.

Another important constraint was time and labor for the skin tone

annotations. The largest datasets in this category of works were

achieved partially due to automated annotations [9] or a large pool

of annotators [14]. Excluding the two largest datasets, which have

more than 200,000 images and were not collected by the authors

themselves, the datasets in this category had an average size of

7,789 images.

Procedure: All of the works except one had human annota-

tors involved in the process. Some combined approaches such as

automated procedures to compare the work done by subject mat-

ter expert annotators and non-expert crowd work annotators [32].

The majority of the works also had multiple annotators involved

in the annotation process. The authors recognized and reported

how annotations from different annotators had differences that had

to be reconciled [32]. Authors used many methods to coordinate

multiple annotators. For procedures that included crowd workers,

platforms such as Amazon Web Services Mechanical Turk (AWS

MTurk), Scale AI, and Centaur Labs were used. Sometimes authors

weighed the annotations based on annotators’ experience and re-

liability. All of the manual procedures referenced the Fitzpatrick

Skin Type (FST) scale. In two works, authors calculated Individual

Topology Angle (ITA) values and then binned the skin tone values

into six, FST-inspired categories from lighter skin tones to darker

tones [15, 32]. In one work, even when human annotators provided

FST annotations, the annotations were combined into two bins:

łlighterž or łdarkerž [14]. Finally, three papers referenced FST but

had annotators place images into lighter and darker categories.

Uncertainty Analysis: The uncertainty analysis in these works

mostly operated as a tool for determining the final value, for in-

stance, determining an annotation was reliable if it had majority

consensus [85]. Another paper relied on an opaque łdynamic con-

sensusž functionality of the chosen annotation platform to deter-

mine final ratings [33]. The newest iteration [32] included inter-

rater reliability metrics such as Pearson correlation coefficients

and qualitative confusion matrices between different annotators.

Papers used statistical measures such as Krippendorff’s alpha [80],

Cohen’s k [14], and normalized standard deviation [9] to evaluate
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Category Findings Papers

Robust Skin Tone Anno-

tation Process • Smaller datasets, emphasis on skin tone diversity

• Mostly manual, use of multiple human annotators per item

• Use of FST scale albeit with simplifications to łlighterž, łdarkerž categories

• Reported uncertainty analyses

[9, 14, 15, 32, 33, 38, 46, 80,

85]

Ambiguous Skin Tone

Annotation Process • Face recognition or health classification tasks were common

• 1/3 were automatically annotated using ITA; the rest used human annotators, oftentimes the

authors themselves

• Mentioned FST scale but often used custom categories instead

• Typically lacked information about annotation process or distributions

• Lacked uncertainty analyses

[1ś3, 5, 8, 10, 12, 18, 25, 26,

30, 34, 36, 42, 43, 45, 47, 48,

51, 54ś58, 60ś62, 66, 68ś70,

75ś77, 79, 82, 84, 86ś89]

Skin Tone and Race An-

notation Process • Race is used to contextualize skin tone or equate with skin tone

• Lacked uncertainty analyses

[12, 18, 26, 38, 46, 56, 61, 62,

66, 76, 82, 84, 88, 89]

Table 2: Summary of findings from analyzing prior skin tone annotation procedures and datasets.

the overall (dis)agreement in the skin tone annotations. While the

computed metrics varied, all serve as a step towards transparency

and discussion of the limitations of skin tone annotations as an exact

measurement. Evaluating (dis)agreement between annotators was

the common approach for understanding annotation uncertainty.

Summary: The papers with more robust processes valued hav-

ing multiple human annotators to provide more reliable annota-

tions. They also explained their procedures for determining con-

sensus and many went a step further to acknowledge and evaluate

(dis)agreement across annotations. However, this annotation pro-

cess was difficult to scale because of time, labor, and compensation

constraints. Most critically, the use of FST as the annotation scale

led to greater uncertainty and imbalance in distribution, leading

authors to simplify the skin tone categories.

3.2.2 Ambiguous Skin Tone Annotation Process. The majority of

the papers (𝑛 = 41) detailed their skin tone annotation process

ambiguously. Many of these works did not A) conduct uncertainty

analysis (𝑛 = 34), B) include a description of the skin tone annota-

tion process (𝑛 = 10), C) mention the skin tone annotation scale

that was used (𝑛 = 8), or D) clearly mention who were the skin

tone annotators (𝑛 = 7).

Dataset: The most common tasks were face recognition (𝑛 = 7),

health tasks such as heart rate tracking and skin condition classifica-

tion (𝑛 = 8), synthetic image generation (𝑛 = 4), and fashion recom-

mendations (𝑛 = 3). We note that face recognition researchers have

taken interest in evaluation using skin tone, after the publication

of major disparities in performance [12]. The ongoing interest in

health ML paired with dermatological roots of skin tone annotation

may also explain the prevalence of health-related tasks. Datasets

varied in size from millions of images to 5 videos. The larger to

mid-sized datasets utilized previously made datasets (𝑛 = 22), with

CelebA [52] being the most frequently used dataset (𝑛 = 5). Newly

made datasets were primarily composed of online images (𝑛 = 4)

or collected in-person (𝑛 = 6).

Procedure: Some works automated their skin tone annotation

processes (𝑛 = 10), with ITA being the most popular measure.

All except one paper simplified the continuous values from ITA

into ranges, with at most 8 bins. However, similar to the robust

annotation papers, the majority of the works relied on human

annotators. Many manual annotations were done by the creators

of the dataset (𝑛 = 7). However, only two of these papers [36, 55]

described how the authors annotated skin tone. Even then, there

was little to no description of any training, the positionality of the

annotators, or the annotation environment (e.g., the use of reference

images or color swatches). The majority of these works referenced

the FST scale. However, unlike the robust annotation papers, the

author annotators developed custom skin tone categories based on

common skin color descriptions (e.g., dark, brown, medium, fair,

white). In a few cases, authors outsourced annotations to subject-

matter-experts [5] or crowdworkers [58, 76, 84]. Finally, there were

a few papers that did not record information about their skin tone

annotators. In addition, the majority of the works did not provide

any information about the distribution of the skin tone categories

represented in their dataset. In one paper, the authors made use

of FST, finding the third FST tone was the only skin tone in their

dataset [77]; this bias was then left as is.

Uncertainty Analysis: Unfortunately, none of these works

reported any metrics or commentary about the uncertainty, inter-

rater reliability, or disagreement of the skin tone annotations.

Summary: It is a positive sign to see papers in recent years using

skin tone annotations for evaluation and sometimes noting biased

distributions in their datasets. However, the lack of information

the about annotation processes in the majority of the papers in

our literature review demonstrates that skin tone annotations are

not yet seen as an integral part of dataset quality or an important

attribute to evaluate performance of CV tasks. This affirms the need

for developing standards for conducting and reporting on skin tone

annotations.

3.2.3 Skin Tone and Race Annotation Process. We chose to more

deeply examine a subset of the papers (𝑛 = 13) that we noticed

blur the boundaries between more objective skin tone annotations

and socially-specific race metadata. In some cases, the presence of

1761



FAccT ’23, June 12ś15, 2023, Chicago, IL, USA Barrett et al.

race metadata is not detrimental to the intended goal of evaluating

skin tone representation in datasets. On the other hand, certain

conflations of skin tone and race reinforce harmful practices of

essentializing race.

Dataset: All of these works used relatively small datasets. There

was a fairly even distribution of computer vision tasks such as face

recognition [12, 54, 61], heart rate extraction [82, 88], and gender

classification [62, 66].

Procedure and Race Annotations: We found three ways skin

tone and race data were used in the annotation process. The race,

ethnicity, or nationality of the image subject was used to:A) provide

general demographic information and was not involved in the skin

tone annotation process, B) inform the selection of data before the

skin tone annotation process, or C) categorize skin tone. A) Race

Metadata for Context: The majority of works provided aggregated

racial data to provide more context about the individuals in their

dataset (𝑛 = 6). B) Race Metadata for Data Selection: Three papers

used race metadata to determine which images were selected for

skin tone annotation [12, 82] or represented in the final dataset

[38]. Every work provided explanation as to why the race of the

image subjects were factored into the process. For example, Howard

et al. [38] only used images of Black and White subjects because

other races present in the subject pool were not well represented.

In the other paper, the authors collected images from African and

Nordic countries because łAfrican countries typically have darker-

skinned individuals whereas Nordic countries tend to have lighter-

skinned citizensž [12]. But the authors also noted in their paper the

limitation of associating skin tone with race or ethnicity.

C) Race = Skin Tone: Finally, four papers used race language for

the skin tone annotation values [26, 56, 62, 88]. In one paper, one of

the skin tone annotation categories was defined as łAsian-skinž [26].

In this case, the racialized framing of the skin tone annotations

contradict the more objective purpose of skin tone annotations.

Although the authors refer to skin color of the modeled subjects,

additional elements such as hairstyle, eye color and facial features

are important to the design of their study. By only recording skin

tone, the other features encoded into the subjects are obfuscated,

and the complex racial content of their subjects are uninterrogated.

In a second paper, the skin tone annotation categories were łCau-

casiansž, łYellowsž, and łBlacksž [88], where one skin tone had a

more overtly stereotypical description that can be assumed to be

an association with individuals from Asian-descent. This assump-

tion is confirmed by the fact that the authors referred to the image

subjects as łWhite people, black people, and yellow people.ž Finally,

another paper describes their skin tone annotation categories as

łBlackž, łSouth Asianž, łNorthern Asianž, and łWhitež [56]. While

these categories offer more distinction than the previous works, the

racializing of the annotation still contradicts the intended objective

purpose of skin tone annotations. The authors rationalize their

choice by asserting that the ethnic homogeneity of the different

regions can extend to skin tone homogeneity; however, skin tone

annotation is fundamentally visual. Uncertainty Analysis: Only

two works reported any uncertainty evaluations [38, 46]. These

works were classified as robust annotation procedures and also

notably did not use racial language in the skin tone annotation

labels. As for the other works, the lack of uncertainty analysis is

consistent with the larger lack of engagement with ambiguity in

the annotation process.

Summary: This category of papers is the clearest demonstration

of why skin tone annotation processes are sociotechnical projects.

The creators’ perspectives on skin tone and race were embedded

throughout the whole process, both explicitly and implicitly.

4 EXPERIMENTING WITH SKIN TONE

ANNOTATION DESIGN

As can be seen, works varied widely in their skin tone annotation

processes when reported, though there was also a lack of reporting

about these processes in many papers. We note that many of the

manually deployed practices have not been tested or compared

against each other. In addition, it is unclear how different design de-

cisions may impact annotator uncertainty or (dis)agreement. Thus,

we performed an annotation experiment to investigate how dif-

ferent designs decisions in the annotation process may affect the

resulting annotations.

4.1 Method

Annotation Tool: We based the design of our annotation tool on

a range-based annotation system, Goldilocks [17], which utilizes

a two-stage process to collect range ratings on a continuous scale

(Figure 1). One goal in our experiment was to explore limitations of

the level of granularity afforded by existing scales. Thus, we used

continuous ratings to give annotators full freedom in assigning

their ratings while referencing a scale rather than being tied to the

established levels on a specific skin tone scale. Additionally, like in

Goldilocks, each annotator provided both upper and lower bounds

rather than a single rating value. This allowed for a per-annotator

estimate of uncertainty around each annotation, improving our

insights into uncertainty beyond disagreement metrics. To ground

the pre-existing scales (either MST [71] or FST [28]), we displayed

the color swatches that define the scale levels as anchors under

our continuous scale. As MST and FST do not specify distances

between levels, we placed anchors uniformly across our scale. We

also provided an anchor in the form of an example image drawn

from the dataset of the task images.

Experiment Setup: For an annotator on a rating task, the most

important factors they will engage with are the scale and the items

being rated. Thus, we set up the following conditions (denoted in

small-caps) to test how differences here might affect the skin tone

annotations produced:

• Scale Type: We tested the 6-point FST [28] scale (fitz) and the

10-point MST [63] scale (monk).

• Scale Order: Since each scale is mapped to a [0, 1] range, we tested

varying the scale order to be either lighter to darker (ld) where

lower values represent lighter skin tones, or darker to lighter (dl)

where lower values represent darker skin tones. Scale values are

presented left-to-right for increasing values.

• Image Type: We tested 2 different types of images, based on

whether a whole face was visible. Images from the skin condi-

tion contained images of skin conditions without faces or with

partial facial features [33] while images from the face condition

contained portrait photos with the subject’s face [54].
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Figure 1: A screenshot of the annotation interface being used to annotate an example image in the skin dataset.

In our experiments, we tested all combinations above, result-

ing in 8 total combinations for how the annotation tool could be

configured. Across all conditions, annotators were asked to first

familiarize themselves with the tool by completing a tutorial using

the tool under that configuration, with feedback mechanisms on

their answer similar to gated instructions used in crowd task train-

ing [50], before proceeding to the annotation task. To investigate

annotator positionality, we asked annotators to mark their own

skin tone along the scale using the annotation tool after completing

the tutorial. Based on prior recommendations [38], we provide tips

for assessing their skin tone.

Image Dataset: We drew images from two datasets: the Fitz-

patrick17k [32] (skin) and the IARPA Janus Benchmark-C (IJB-C)

[54] (face). The Fitzpatrick17k dataset is a 17,000 image dataset

of medical images of skin conditions from a variety of publicly

available medical textbooks. The IJB-C dataset holds over 138,000

publicly available images from the Internet. Both datasets wereman-

ually annotated using FST and included annotations from crowd-

workers annotators.We curated images from each dataset to achieve

a spread across skin tones, resulting in 12 selected images for the

face dataset and 11 images for the skin dataset.Annotators were

then randomly assigned to annotation task sessions where they

annotated one group of 6 images under one of our 8 conditions.

Annotator Recruitment: For the main component of our an-

notation study, we recruited 160 U.S.-based annotators from AWS

MTurk with the criteria of having completed at least 1000 tasks

with a 95% or higher approval rate. Crowd annotators were paid

$8.50 per task ($2.50 base pay and $1.00 bonus per annotation)

for a 30 minute task, and were not allowed to participate in more

than one condition. We conducted manual quality control checks

for spam behavior and redeployed instances where this was ob-

served. After removing incomplete tasks, we had a final set from

153 crowd annotators. Annotators were asked to provide general

demographic information to determine the representation of our

participant sample along race and gender identities in the U.S. con-

text. This enabled us to diagnose and correct for demographic skew

in our sample. After the AWS MTurk deployment, we noticed that

our recruited annotator population skewed heavily towards those

who self-reported as White (84.2%). Prior work surveying MTurk

workers has identified similar demographic imbalances [24]. To

correct our demographic skew to be more in line with the U.S. adult

population [13], we augmented the crowd annotators with an addi-

tional sample of annotators recruited through social channels and

personal networks, focusing on increasing the representation of

those who identified as non-White. These annotators were paid

in the form of a $10 gift card and were assigned one of the condi-

tions randomly. At the end we recruited 12 additional non-crowd

annotators.

The final demographic distribution of our full annotator pool

of 165 participants was: 78.2% White, 7.9% Asian, 6.7% Black, 4.8%

Latino, 0.6% Native-American, and 1.8% multiple. The gender distri-

bution of annotators was 40.6% female, 58.8% male, 0.6% non-binary.

We also asked participants to self-report their own skin tone using

the annotation tool; the distribution is shown in Appendix B. We

discuss limitations of our sample in Section 6.

Designer and Annotator Positionality: A limitation of prior

literature was the opaqueness of the designer positionality. When

the authors did not describe the decision-making behind their pro-

cess, we could only guess what social, political, and ethical perspec-

tives informed the design. By stating our positionality as designers,

we hope to not only reflect on how our identities impacted our

design but directly engage with the limits of our perspectives. The

study was scoped to the U.S. as all of the authors reside in the U.S.

and are at U.S. institutions. This informed decisions such as the

ethnicity and gender categories we used in our survey. We also

required annotators to be U.S.-based, so that they are also situated

in the racial and skin tone-stratification contexts of the U.S.

For Black populations in the U.S., skin tone has been used since

the Atlantic Slave Trade to allocate degrees of social power to en-

slaved people [64]. Even today, the associations to skin tone are

reflected in sentencing trends in the U.S. justice systems [63]. Given

the context, there is great responsibility placed on an annotator

when they select skin tone for themselves and image subjects. Thus,

we surveyed annotators about their comfort with the task of an-

notating skin tone (Appendix C). Finally, as mentioned, we asked

annotators to mark their own skin toneÐthis enabled us to investi-

gate another aspect of annotator positionality.

4.2 Findings

4.2.1 RQ 1: Do the scales (fitz, monk) correlate with each other for

measuring skin tones? For our first research question, we wanted
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and consistent reporting in skin tone annotation processes is a ma-

jor issue for current work using skin tone annotation. In addition,

our review highlighted components of the annotation process that

could be standardized or at least explained in a more meaningful

way. Coupled with our findings of factors that affected annotation

results in the annotation study, we believe that providing trans-

parency around the procedures and configuration decisions in skin

tone annotation will be an important step if we are to use skin

tone data as ground truth for ensuring the fairness of algorithms

and datasets. Indeed, even the most robust skin tone annotation

procedures in prior work reported some level of unreliability in

their annotations, meaning that transparency will be an important

way for downstream users to understand the limitations resulting

from the subjectivity of skin tone annotation.

Consider Effects from Scale Order. In our annotation exper-

iments, we found that arranging the scale from darker to lighter

somewhat surprisingly correlated with a significant reduction in

individual annotators’ uncertainty. The hegemony of the lighter

to darker hierarchy associated to skin tone stratification might

have played a role in creating implicit biases leading to this trend.

For example, FST is encoded with category values that increase

in value from the lighter to darker skin tones. In the literature re-

view, even when the scale was not FST, scale values were often

ordered from lighter to darker categories. In a society in which

lighter skin tones yield a social proximity to whiteness, ordering

skin tone with lighter skin first enforces the hierarchy of social

power. Since our tool establishes the lower boundary first, starting

with a skin tone spectrum default of lighter to darker shades could

mean that our set of majority-White U.S.-based annotators produce

a less precise rating when exploring the spectrum of lighter skin

tones. On the other hand, when the annotator is presented the less

common darker-to-lighter scale, the novelty may have encouraged

the annotators to consider their annotations with more intention.

We pose that the interaction between how scales are explored and

ordered should be an aspect to which researchers collecting skin

tone annotations pay greater attention.

Consider Effects from Dataset Type. Another area of sen-

sitivity we identified was the type of image data involved in the

annotation. In our own experiments, the skin dataset involved the

classification of skin tones based on images of skin disease rather

than the more common classification of portrait photos. Some an-

notators expressed in their free-response feedback that they were

caught off guard by the unsettling nature of such images even

though their nature was indicated in our recruitment, task prompts,

and consent forms. Given this, we recommend taking additional

care around the task design and training phases when conducting

annotations on potentially sensitive image types.

More generally though, our experiments exposed the sensitivity

of skin tone annotation processes to the types of images being

annotated. In our results in Section 4.2.2, we hypothesized that the

additional context provided through the portraits relating to the

subject’s race and ethnicity may be the reason higher agreement

is observed. Krishnapriya et al. [46] went so far as to suggest that

human annotators were more consistent than the fully automated

system because they factored in the race of the image subjects in

their skin tone analysis.

6 LIMITATIONS AND FUTUREWORK

One limitation of our study arises from the scope of the annotation

task and the recruitment of annotators. While our study explored

whether potential differences exist between different image types,

we only utilized a limited sub-sample of images of each type and

measured along the two most commonly used skin tone scales.

A larger scale study involving a larger set of images that control

for additional factors would be helpful in shedding light on how

different factors affect annotations rather than our exploration of

whether they do.

Additionally, amajority of our annotators were recruited through

online crowdsourcing platforms, leading to an observed imbalance

in the annotator demographics (Section 4.1). This is not surpris-

ing, as online crowd work platforms have long been known to

have a skewed demographic breakdown compared to the general

population, presenting challenges for studies involving subjectiv-

ity [24, 40, 72]. Even though our additional recruitment yielded a

more representative final demographic distribution, the majority

of annotators overall still identified as White, contributing to an

over-representation of lighter skin tones in self-reported ratings

(Appendix B). In addition, we were not able to recruit subject-matter

experts (i.e., dermatology) to provide an expert-informed source

for us to evaluate how differences we observed impacted the fi-

nal quality or correctness of annotations themselves in relation to

scales like FST. We note that works in our literature review have

used dermatologists to validate annotations [12] or provide a set of

annotations as a contribution to inter-rater uncertainty analyses

and consensus scores [32].

Finally, we did not compare our manual annotations against

fully automated skin tone evaluation metrics and systems based

on pixel data. While human-centric skin tone data and scales (like

FST and MST) remain widely used, there is a body of work that

proposes the use of automated metrics and systems to establish skin

tone as a more objectively-defined concept. As the act of annotation

itself is a human and socially-situated activity, exploring similarities

and differences between automation-centered metrics and systems

versus human-defined skin tone judgments is an interesting avenue

for future work.

7 CONCLUSION

The central goal of this work was to investigate the social sub-

jectivity inherent in skin tone annotations for computer vision

evaluation. We achieved this through cataloguing how subjectivity

was addressed in prior annotation processes, as well as through

experimentation. Our literature review showed great variability

in annotation procedures, an overall lack of documentation, and a

lack of engagement with subjectivity. Our experiment findings indi-

cated that many factors, like the type of data and the configuration

of the annotation process, can affect aspects like agreement and

uncertainty around the data produced by skin tone annotation. We

contribute to the effort to address disparities in CV models by inves-

tigating how factors related to the data, annotators, and annotation

process can all impact skin tone annotation outcomes. We call upon

the broader community to commit to moving towards more robust,

principled, and well-documented processes when working with CV

tasks involving skin tones.
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A LITERATURE REVIEW DIMENSIONS OF ANALYSIS

Below in Table 3, we list all dimensions the first author used to qualitatively analyze the papers in our literature review. We also provide a

more detailed definition of that dimension along with an example of an annotation for a paper. The full dataset of papers along with the

annotated values for each dimension is provided at https://github.com/Social-Futures-Lab/skin-deep/.

Dimension Definition Examples

Dataset Information

Task The intended Computer Vision task that will be trained or tested

by the annotated dataset.

Facial Recognition

Year The year the paper was published. 2017

Dataset Source The source of the images or videos in the annotated dataset. Flickr, CelebA

Publicly Available The resulting dataset (including the annotations) is available to

the public

Yes/No

No. of Subjects The number of individual human subjects represented in the

dataset

15, 20

No. of Images/Videos The number of images or videos are a part of the dataset 100, 40/300, 40 videos

Annotation Procedure

Procedure Description An explanation of the skin tone scale definition, annotation

platform and procedural restrictions

łThe apparent skin tone and lighting attributes

were labeled by a group of human evaluators

[58].ž

Annotator The individual or individuals who conducted the skin tone

annotations.

Author(s), Experts

Scale/Measurement The numerical scale or categories used to describe the range of

skin tones represented by the annotations.

Fitzpatrick scale, łlighterž and łdarkerž

Annotation Distribution The proportion of each skin tone category present in the anno-

tated dataset.

Lighter (50%), Darker (50%)

Annotation Uncertainty

Analysis Description An explanation of the methods, calculations, or qualitative find-

ings used to evaluate inter-rater agreement or uncertainty

łWe compute the Cohen’s k-coefficient for all

pairs of participants with more than 5 common

images in their surveys [14].ž

Analysis Results Any quantitative metric for the uncertainty of the skin tone

annotations.

łk-coefficient: 0.58 (median: 0.62)ž

Race Annotations or Metadata

Racial Categories The categories used to describe the various races or ethnicities

of the dataset subjects.

Black, South Asian, Western European

Category Distribution The proportion of each racial category presented in the anno-

tated dataset.

Black (100%)

Additional Information

Comments Relevant excerpts, thoughts or external work that provide con-

text to the annotation process in the work.

The work also used a dataset that was already

annotated for skin tone.

Table 3: The definitions and examples of all the dimensions evaluated in the literature review.

1769





Skin Deep: Investigating Subjectivity in Skin Tone Annotations for Computer Vision Benchmark Datasets FAccT ’23, June 12ś15, 2023, Chicago, IL, USA

0 50 100 150

I am confident in my annotations of the images given in the main task.

I am confident in the labeling of my own skin tone.

I considered the race and/or ethnicity of the image subject while annotating.

I felt comfortable annotating my own skin tone.

I felt comfortable annotating the skin tone of others in the main task.
disagree
strong_disagree
neutral
agree
strong_agree

Likert Responses for Survey

Count

Figure 7: Diverging stacked bar chart of responses to the survey.
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