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Abstract

Tsunami earthquakes are a type of shallow subduction zone events that rupture slowly (<1.5 km/s)

with exceptionally long duration and depleted high frequency radiation, resulting in a large

discrepancy of Mw and Ms magnitudes and abnormally large tsunami along coastal areas.

Heterogeneous fault frictional properties at shallow depth have been thought to dominate tsunami

earthquake generation. Some recent studies propose heterogeneous upper-plate material properties

determine rupture behavior of megathrust earthquakes, including characteristics of tsunami

earthquakes. In this study, we use a recently developed 3D dynamic earthquake simulator to explore

tsunami earthquake generation and systematically examine roles of upper-plate material properties

and fault frictional properties in tsunami earthquake characteristics in a physics-based framework.

For heterogeneous fault friction, we consider isolated asperities with strongly velocity-weakening

properties embedded in a conditionally stable zone with weakly velocity-weakening properties. For

heterogeneous upper-plate properties, we consider a generic depth profile of seismic velocity and

rigidity constrained from seismic surveys. We design a set of models to explore their effects on

tsunami earthquake generation and characteristics. We find that the conditionally stable zone can

significantly slow down rupture speeds of earthquakes that nucleate on asperities to be < 1.5 km/s

over a large depth range (1-20 km), while heterogeneous upper-plate properties can only reduce

rupture speeds to be ~1.5-2.0 km/s over a narrow depth range (1-3km). Nevertheless, heterogeneous

upper-plate properties promote cascading rupture over multiple isolated asperities on the shallow

subduction plane, contributing to large tsunami earthquake generation. We also find that fault

frictional properties play much more important roles than upper-plate material properties in long

normalized duration, high-frequency depletion and low moment-scaled radiated energy in tsunami
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earthquakes. In addition, the effective normal stress on the subduction plane, which affects fault

frictional strength, also influences the characteristics of tsunami earthquakes, including duration,

stress drop and moment-scaled radiated energy.

Keywords: tsunami earthquakes, fault friction, upper-plate material, effective normal stress, rupture

speed, normalized duration, moment-scaled radiated energy

1. Introduction

Tsunami earthquakes are interplate earthquakes along shallow subduction zones that generate much

larger tsunami than that their surface wave magnitude (Ms) implies (Kanamori, 1972). There have

been a number of well-studied tsunami earthquakes, including the 1992 Nicaragua earthquake

(Kanamori and Kikuchi, 1993), the 1994 Java earthquake (Abercrombie ef al., 2001; Bilek and

Engdahl, 2007), the 1996 Peru earthquake (Ihmlé et al., 1998), the 2006 Java earthquake (Ammon

et al., 2006; Bilek and Engdahl, 2007), and the 2010 Mentawai earthquake (Lay et a/., 2011), listed

in Table S1 together with some earlier events. Compared to ordinary earthquakes, tsunami

earthquakes have slow rupture speeds around 1.5 km/s or slower, abnormally long duration (e.g.,

185 s for Java 2006 event), source spectra depleted in short-period energy, resulting in large

discrepancy between their Ms and Mw magnitudes (e.g., Ms 7.2 vs Mw 7.8 for Java 2006 event),

and low moment-scaled radiated energy. They usually occur along the shallow portion (e.g., < 15

km depth) of subduction interfaces.
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A conceptual model based on the rate- and state-dependent fault friction has been proposed to

understand tsunami earthquake generation. For example, Bilek and Lay (2002) studied both large

tsunami earthquakes and smaller shallow subduction zone earthquakes and found that they all have

longer normalized duration compared with deeper earthquakes (> 15km). They proposed that these

earthquakes are associated with ruptures on locally locked unstable patches (asperities) within

largely conditionally stable zones over shallow subduction interfaces. Frictional stability regimes

over subduction interface are typically defined in the framework of the rate- and state-dependent

friction law, including stable zones where fault slips stably without seismic radiation, unstable zones

where seismic slip occurs, and conditionally stable zones where slip is generally stable but

earthquakes can propagate through them at slow speeds (Scholz, 1998). Bilek and Lay (2002)

proposed that the locally locked unstable patches may be related to subducted seamounts, ridges

and host and graben structure, which could produce roughness on subduction zone interfaces. The

conditionally stable zone could be a transition zone between the shallow velocity strengthening area

(aseismic) and the downdip velocity weakening area (seismic). There are different mechanisms

explaining this transition. Early studies proposed that the transition of smectite clays to illite and

chlorite, when smectite gets dehydrated as temperature increases with depth, could trigger a change

from velocity strengthening to velocity weakening (Wang, 1980; Hyndman and Wang, 1993;

Hyandman et al., 1997). Safter et al. (2012) proposed that mineral precipitation, for example calcite

and quartz, and shear localization could function in driving the frictional transition and the

heterogeneity of fault frictional behavior.

Recently, Sallares and Ranero (2019) proposed that, without the necessity to consider fault

mechanics, depth-dependent upper-plate elastic properties determine depth-varying rupture
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characteristics, including larger slip, slower rupture speed and depletion of high frequency energy

for earthquakes at the shallow domain (depth< 5 km) than those at the deep domain (depth>10 km).

Prada et al. (2021) performed 3D dynamic rupture modeling to assess the difference in rupture

behaviors between the shallow and deep domains, adopting a slip-weakening law with essentially

uniform fault friction properties on the fault plane. They concluded that a depth-dependent upper

plate rigidity explains most of the observed seismological behaviors of both tsunami earthquakes

and large megathrust earthquakes.

There are several concerns about the dominant role of the depth-dependent upper-plate property

for tsunami earthquake generation advocated in these recent studies. First, without comparing roles

of the upper-plate elastic property and the fault frictional property in one physics-based framework,

it is premature to conclude which one plays a more important role in tsunami earthquake generation.

Second, the rupture speed, which is typically lower than S wave velocity (Vs), is relatively small

(~1.5 km/s) only at top 3 km depth, while below 5 km depth rupture speed is larger than 2 km/s (e.g.,

Figure 6e in Prada ef al., 2021). This very narrow depth range (< 3 km) of slow rupture speed is not

comparable to the observed range of centroid depth for historical tsunami earthquakes, which is up

to 10 km (Bilek and Lay, 2002) or even to 15 km (Abercrombie et al., 2001). Complemental to the

rupture speed, the normalized duration of earthquakes is a good measurement to compare duration

of earthquakes of different sizes (Mw). Prada et al. (2021) did not calculate normalized durations of

simulated earthquakes in their models and thus did not compare with those from observed tsunami

earthquakes. Third, Prada et al. (2021) applied a 1D velocity structure constrained only for the upper

plate from seismic data (Sallares and Ranero, 2019) to both the upper plate (hanging wall) and the

under-thrusting plate (footwall) in their heterogeneous velocity model. They mainly compared this
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heterogeneous model to a homogeneous model to examine the dominant role of the upper-plate

elastic property. When using a bimaterial model in which the 1D velocity structure in the hanging

wall and a uniformly high velocity in the footwall are adopted, the rupture speed in their results

(Figure 9c in Prada et al., 2021) at shallow depth is much higher than that from their heterogeneous

model, diminishing the effect of slowing down rupture by the upper-plate low-velocity layers at

shallow depth.

In this study, we examine effects of the upper-plate elastic property and the fault frictional

property on tsunami earthquake characteristics in one physics-based framework using a 3D fully

dynamic earthquake simulator (Luo et al, 2020; Meng et al., 2022). We build a heterogeneous

velocity structure model in which the upper-plate 1D velocity structure from Sallares and Ranero

(2019) for the hanging wall is combined with a two-layer velocity structure for the footwall to

examine roles of heterogeneous upper-plate elastic properties. For roles of the fault frictional

property, we consider two asperities with strongly velocity-weakening friction properties,

representing subducted seamounts, embedded in a conditionally stable zone with weakly velocity-

weakening friction properties on a shallow subduction interface. This heterogenous fault friction

model is a simple case of the conceptual model for tsunami earthquake generation, in which strongly

velocity-weakening asperities are embedded in a conditional stable friction environment (e.g., Bilek

an Lay, 2002; Meng et al., 2022). Together with other models in which either simpler velocity

structure or simpler friction distribution is adopted, we compare roles of heterogeneous upper-plate

properties and heterogeneous fault friction properties in tsunami earthquake generation and

characteristics. We examine rupture speeds, normalized duration, slip, stress drop and frequency

contents from the models and compare them with those observed from historical tsunami
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earthquakes. We find that heterogeneous fault frictional properties play more important roles in

tsunami earthquake generation and characteristics than heterogeneous upper-plate velocity structure.

2. Method

In this study, we use a fully dynamic earthquake simulator (Luo et al., 2020; Meng et al., 2022) to

simulate slip behaviors of a shallow-dipping subduction interface over multiple earthquake cycles,

including the coseismic, postseismic, interseismic, and nucleation phases. Unlike single-event

dynamic rupture modeling, the multicycle dynamic simulations allow us to examine rupture

characteristics of a sequence of dynamic events for a given set of model parameters. In particular,

the initial stress condition for a dynamic event later in the sequence takes into account the effects of

previous earthquake cycles, including previous dynamic events. The dynamic simulator is based on

an explicit finite element method (FEM) code EQdyna that was developed for dynamic rupture

simulations and has gone through multiple benchmark tests (Duan and Oglesby, 2006; Duan and

Day, 2008; Duan, 2010; Duan, 2012; Luo and Duan, 2018; Liu and Duan, 2018). As a FEM method,

the dynamic earthquake simulator can handle complex fault geometry (a shallow dipping subduction

plane in this study) and heterogeneous velocity structure (upper-plate heterogeneous material

properties). In addition, it captures spontaneously dynamic rupture propagation during the coseismic

process of an earthquake cycle, while typical earthquake simulators such as RSQsim (Dieterich and

Richards-Dinger, 2010) do not capture spontaneously dynamic rupture propagation. We remark that

this type of 3D dynamic earthquake cycle modeling that includes the coseismic dynamic rupture

process using a volumetric method such as FEM is computationally demanding. The dynamic
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earthquake simulator directly uses EQdyna to simulate coseismic dynamic processes, and integrates

EQdyna with an adaptive dynamic relaxation technique (Qiang, 1988) and a variable time stepping

scheme (Lapusta et al., 2000) to simulate the quasi-static processes, including postseismic,

interseismic, and nucleation phases. Thus, both dynamic and quasi-static processes are simulated

within the same FEM framework. The quasi-static processes transition to dynamic processes when

the maximum slip rate is larger than an empirical threshold V;;,;=0.01 m/s, and the dynamic

processes transition to quasi-static processes when the maximum slip rate is smaller than an

empirical threshold value V,;,=0.005 m/s (Luo et al., 2020; Meng et al., 2022). On the plate

interface, a commonly used rate-and state-dependent friction (RSF) law with aging law (Dieterich,

1979) is adopted (e.g., Lapusta et al., 2000; Lapusta and Liu, 2009), as shown by equations:

t=0x(fo+aln,+bin™2 (1)
0

dae ve

=17 @)

The friction strength 7 is controlled by effective normal stress @, reference friction coefficient f; ,

parameters a and b, sliprate V,reference slip rate V|, , state variable 6 and critical slip distance

L. The friction strength, effective normal stress, slip rate and state variable will evolve through time

automatically from their initial values based on equations (1)(2), while other parameters a, b, f,

and L are fixed throughout multiple cycles. The friction strength is both rate dependent and state

dependent, which is controlled by the friction parameters a and b. When a-b > 0, the fault plane

is velocity strengthening and slip tends to be stable. When a-b < 0, the fault plane is velocity

weakening, and slip can be either unstable or conditionally stable (Scholz, 1998; Liu and Rice, 2007),

depending on the ratio of H/h*, where H is the fault width (the smaller dimension along strike and
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dip) and h* is the critical nucleation size. When H is larger than h*, slip is unstable and earthquake
can both nucleate and propagate. When H is equal or smaller than h*, slip is conditionally stable
and earthquake can propagate but not nucleate in this zone. The critical nucleation size h* depends
on multiple parameters, and an estimate of the nucleation size h” for 3D mode II earthquakes (Chen
and Lapusta, 2009; Rubin and Ampuero, 2005) is:

ubL
(1-v)(a-b)20 (3)

==z
2

where a, b, ¢ and L are the same parameters as in equation (1), v is Poisson’s ratio and p is

shear modulus.

3. Models

We set up 3D models with a dipping angle ¢p=20° and the model dimension is shown in Figure 1a,
with other basic parameters shown in Table S2. Because we focus on studying the shallow tsunami
earthquakes, the main fault plane only extends to ~22 km in depth. The top boundary of the model
is free surface (Z=0), while the left (X=Xmin) and right (X=Xmax) boundaries are fixed along X
direction, u, = 0. Other boundaries (Y=Ymin, Y=Ymax and Z=Zmin) are assigned with a loading
rate of 0.5%V,; =0.5x10 m/s parallel with the fault interface, to make the footwall to move
downward and the hanging wall to move upward parallel with the fault plane. In these FEM models,
we mainly use hexahedral elements for computation efficiency, while near the fault interface we cut
a hexahedral element to two wedge elements to conform the shallow-dipping geometry, using the

degeneration technique (Hughes, 2000; Duan, 2010; Duan, 2012; Luo and Duan, 2018). The thrust
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fault intersects with free surface with a generally velocity weakening main fault plane surrounded

by the velocity strengthening creeping area.

We design a set of models to systematically examine the effects of heterogeneous upper-plate

velocity structure and heterogeneous fault friction on tsunami earthquake generation and

characteristics. We have two velocity structure models (a simple model and a heterogeneous model)

and two friction-distribution models (a uniform model and a nonuniform model). The simple

velocity model applies two-layer velocity structure in both the hanging wall and footwall (Figure

1b). The two-layer structure, with a thin top layer overlying a half-space bottom layer, is a simplified

structure of the upper part of subduction zone under-thrusting plate (Contreras-Reyes et al., 2017).

The top layer (<2 km) has lower velocity Vp=5 km/s and Vs=2.5 km/s and the bottom layer has

slightly higher velocity Vp=6.0 km/s and Vs=3.5km/s. The heterogeneous velocity model adopts the

1D depth-dependent velocity structure from Sallares and Ranero (2019) for the hanging wall and

the two-layer structure for the footwall (Figure 1c). The 1D depth-dependent velocity structure is

based on the upper-plate P-wave velocity obtained with travel-time modelling of seismic profiles

across circum-Pacific and Indian Ocean subduction zones (Sallares and Ranero, 2019), within which

the velocity and density at shallow depth drop significantly compared to those at deeper depth,

implying a much more complaint prism than the simple velocity model. For the uniform friction

model, the friction parameters a, b, critical distance, and effective normal stress are shown in Figure

2. Over most of the fault plane the a-b value is strongly velocity weakening with a value of -0.004,

while a-b gradually increases from -0.004 at 4 km depth to 0.008 at the trench (Figure 2f). Friction

parameter a-b also gradually increases to positive values on other three edges of the main fault plane

(Figure 2c¢). We denote this friction distribution as the uniform friction model though friction
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parameters are not strictly uniform on the main fault plane. The effective normal stress is 50 MPa

below 4km depth (assuming overpressurization of pore fluid) and gradually reduces to 5 MPa near

the trench (Figure 2g). The nonuniform friction model is designed based on the conceptual model

for tsunami earthquake generation (e.g., Bilek and Lay, 2002; Meng et al., 2022), in which strongly

velocity-weakening unstable asperities are embedded in a conditionally stable friction environment

with weakly velocity-weakening friction property. The friction parameters a, b, critical distance,

and effective normal stress of the nonuniform friction model are shown in Figure 3. Below 4km

depth, the a-b equals -0.0015 (weakly velocity weakening) over the conditionally stable zone, while

a-b equals to -0.004 (strongly velocity weakening) over two asperities (Figure 3¢ and 3f). The

effective normal stress on the conditionally stable zone is 50 MPa and over two asperities Z1 and

72 is 90 MPa (80% higher than the conditionally stable zone) and 70 MPa (40% higher than the

conditionally stable zone) respectively, where Z1 is a high normal stress (HNS) asperity and Z2 is

a low normal stress (LNS) asperity. We set up higher normal stress on two asperities to represent

two zones of topographic high, for example subducted seamounts, in the conditionally stable zone.

Based on Luo and Duan (2018), the normal stress increase over seamounts is related to the ratio of

the seamount height to the seamount basal diameter. A 900m high seamount with a basal diameter

of 6 km can increase the normal stress to 80 MPa from 50 MPa in the surrounding area. In this study,

we do not explicitly include seamounts into our models. Instead, we set up the elevated normal

stress of 90 MPa and 70 MPa over the two asperities to represent two seamounts of different sizes.

There are four main models with different combinations of the two velocity models (simple vs

heterogeneous) and the two friction models (uniform vs nonuniform) (Table 1). Models 1 and 3

utilize the simple velocity model, while Models 2 and 4 apply the heterogeneous velocity model.
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Models 1 and 2 utilize the uniform friction model on the fault plane, while Models 3 and 4 utilize
the nonuniform friction model. Previous studies find that fluid overpressurization could give rise to
low effective normal stress along subduction zones (Kitajima & Saffer, 2012; Bassett et al., 2014;
Kimura ef al., 2012) and we build Model 5 with low effective normal stress to examine its effect.
Model 5 uses the heterogeneous velocity model and the nonuniform friction model, similar to Model
4. The main difference comes from the low effective normal stress on the conditionally stable zone
(30 MPa) and on two asperities (42 MPa, 40% higher than conditionally stable zone) (Figure S1).
In Model 5, the average normal stress over the whole fault plane is lower than that in Models 1-4

(~60%).

We calculate the h* value for all models based on equation (3) (Figure S2 and S3). In this study,
h* is used as a reference to determine whether the fault plane is unstable (H>h*) or conditionally
stable (H=<h*). In the uniform friction model, the fault width is much larger than the h* over the
fault plane, where earthquakes can both nucleate and propagate (Figure S2). In the nonuniform
friction model, the size of asperities is large than h* on them and earthquake could nucleate and
propagate on them while the width of conditionally stable zone is smaller than h* on it, so that
earthquakes cannot nucleate but can propagate on it. In addition, h* is not only related with friction
parameters (a, b, 0 and L), but also related with shear modulus u (u=p * V,?), thus h* for the
hanging wall and footwall might be different in the heterogeneous velocity model, shown in Figure

S2 and S3.

4. Results
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4.1 Earthquake cycles

We briefly present earthquake cycle results of the five models here to set the stage for discussing

dynamic events to compare roles of fault friction and upper-plate velocity structure. Given the

computational challenge of this type of 3D dynamic modeling discussed earlier, we only simulate

three earthquake cycles that include at least three dynamic events for each model (Figure 4). We

find that the normal stress, which may be considered as a fault plane property as it determines the

fault frictional strength (together with the frictional coefficient), plays an important role in

determining the recurrence interval. The smallest interval of ~100 years comes from Model 5 (~100

Years) with low normal stress of 30 MPa on the conditionally stable zone and 42 MPa on the

asperities. For Model 1 and Model 2, the recurrence intervals are around 160 years due to a higher

initial normal stress of 50 MPa over the fault plane (no asperities). The longest interval of ~220

years occurs in Model 4, where normal stress is 50 MPa on the conditionally stable zone, 90 MPa

on HNS asperity Z1 and 70 MPa on LNS asperity Z2. Another important result here is that the more

compliant upper-plate material at shallow depth (Figure 1c) appears to facilitate cascading failures

of multiple asperities over the whole fault plane, as can been seen by comparing dynamic events in

Models 4 and Model 3 (Table 1 and Figure 4). Every dynamic event in Model 4 with the more

compliant upper-plate material ruptures both asperities, while most of dynamic events in Model 3

only ruptures one of the two asperities. We calculate the h* value based on the depth dependent

velocity structure and the two-layer structure, and find that the low velocity at shallow depth leads

to a low rigidity and a smaller h* at shallow depth, shown in Figure S3, which contributes to more

unstable failure in Model 4.

4.2 Rupture speeds
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Historical tsunami earthquakes are well known for their unusual slow rupture speeds, typically
lower than 1.5 km/s (Pelayo and Wiens, 1992; Ammon et al., 2006; Lay et al., 2011). In this study,
we quantitatively calculate the rupture speed for all models to evaluate which factor contributes
more to the slow rupture speed. We select the first dynamic event (D1) in each model to plot their
rupture time contours, where the rupture time (t,) is determined by the time when slip rate first
reaches the threshold of v;=0.01 m/s at each fault node during the dynamic rupture process (Figure
5). Based on the rupture time, we calculate the rupture speed as inverse of rupture slowness (Bizzarri

& Das, 2012):

1

”v(xs_xd)tr(xs ’xd)”

“)

vr(xs ’ xd) =

where x; and x; are along strike and along dip directions. Because the rupture speed near

earthquake nucleation point could be extremely low, we exclude those areas during rupture speed

calculation (Figure 5). In addition, we select two along dip (depth) bands to obtain two profiles

showing how rupture speed changes at different depth (Figure 5), with one profile closer to the

nucleation point (red line) and the other further away (black line), to compare with depth-dependent

velocity structure.

Generally, the rupture speed is limited to be lower than Vs of the hanging wall at each depth,

shown in Figure 5. We compare the rupture speeds in Models 1 and 2 to explore the influence from

the upper plate property (Figures 5a and 5b). We find that the rupture speed at shallow depth (<10

km) in Model 2 is lower than that in Model 1, because the velocity in the hanging wall is lower in

Model 2 than in Model 1 at shallow depth. In Model 2, rupture speed at depth of 1-3km drops to

1.5-2.0 km/s, though still higher than typical tsunami earthquake rupture speed <1.5 km/s and the
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narrow range (1-3 km) is not consistent with the depth range of historic tsunami earthquakes (<10

km). At the topmost layer (<1km depth), the rupture front encounters the free surface and the rupture

speed accelerates to be supershear, larger than Vs in the hanging wall. We use rupture speed results

in Models 3-5 to study the influence from the fault property (Figure 5c-¢), because these models all

utilize the nonuniform friction model, with two strongly velocity weakening asperities embedded in

the conditionally stable zone. The rupture speed over the asperities is still high (2-3km/s), while the

rupture speed in the conditionally stable zone effectively drops to be lower than 1.5 km/s, unrelated

with depth. The topmost layer (<1km depth) still has some scattered segments of supershear rupture

speed. However, supershear zones are not continuous along the trench and are separated by very

low rupture speed zones updip of the central conditionally stable zone. Comparing Models 3 and 4,

rupture speed over the conditionally stable zone in Model 4 is slightly faster than that in Model 3,

which could be related to a more compliant hanging wall and smaller h* in Model 4, shown in

Figure S3, making the fault more unstable. In Model 5, the low normal stress on the asperities and

the conditionally stable zone further contributes to slowing down the rupture speed, comparing with

that in Model 4.

We try to calculate the average rupture speed over multiple dynamic events (for example, D1-D3)

in each model, in order to better estimate the rupture speed over earthquake cycles. Unlike the first

dynamic event D1 nucleating from the left side of the fault plane for all models (Figure 5), the

earthquake nucleation points may change for later dynamic events (D2-D3), making it difficult to

compare average rupture speed. We compare the average rupture speed for Models 1-5 in Figure S4

along the red profile of Figure 5. The average speed over the conditionally stable zone stays stable

at around 1.5 km/s or below at all depth (Models 3-5). The average speed for Model 1 is around 2.5-
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3km/s along the profile, while it drops to 2-2.5 km/s (close to 2 km/s) in Model 2. It supports that a
more compliant upper plate reduces rupture speed to some extent, though not enough to 1.5 km/s or

lower.

4.3 Stress change, slip, moment rate

We compare the stress change, final slip and moment rate function for the first dynamic event of
each model in Figure 6. The maximum stress drop and slip come from Models 1 and 2, both of
which have strongly velocity weakening friction over the fault plane. The maximum final slip is
especially high near shallow depth for Model 2 (~16 m), while the maximum final slip for Model 1
is ~12.5 m. This phenomenon is due to the more complaint hanging wall velocity structure in Model
2, consistent with the previous study (Prada et al., 2021). The two models have similar average
stress drops (~5.1 MPa) and similar total moments (~1.0*10?'Nm, ~Mw 7.9), which are much higher
than those in Models 3-5. Models 3-5 have two separate velocity weakening asperities embedded in
the conditionally stable zone. The stress drop and slip are higher near two asperities, while lower in
the conditionally stable zone, demonstrating that the conditionally stable zone contributes not only
to slow rupture speed but also to low stress drop and final slip. The average stress drops in Models
3 and 4 are ~3.0 MPa and the total moments are also close, 4.06*10*° Nm (Mw 7.68) from Model 3
and 4.49*10*° Nm (Mw 7.71) from Model 4. In Model 5, the average stress drop significantly
reduces to ~1.65 MPa due to the low normal stress condition, leading to smaller final slip (maximum

3.5 m) and total moment (2.3*10?° Nm, ~ Mw 7.5).
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To better study stress drop over a sequence of earthquakes over multiple earthquake cycles, we
calculate the average stress drops over the whole fault plane, inside asperities and outside asperities
(over the conditionally stable zone), for all dynamic events simulated in Models 1-5, shown in
Figure S5. Although the stress drop values may scatter among the different dynamic events in each
model, it is still obvious that low normal stress in Model 5 contributes to the low average stress drop
compared with other models. In Models 3-5, stress drop on the conditionally stable zone is much
lower than that on the asperities, due to the weakly velocity weakening friction property and low

normal stress in the conditionally stable zone. The average stress drop values are also listed in Table

4.4 Normalized moment rate and spectrum

Because the simulated events have different moments, we use the earthquake scaling relations
(Kanamori and Anderson, 1975; Vidale and Houston,1993) to normalize the moment rate functions
by following Houston et al. (1998) and Bilek and Lay (1999) to remove effects of the total moment
on the shape of the moment rate function, shown in Figure 7. The normalization can be expressed

as

2 1

Mnorm(t) = (ML_T)EM(T) , t= (M;I_Tf)g‘[ (5),

where 7 is the original time, ¢ is the normalized time, My is the total moment of the event, My,.f
is the seismic moment of a reference earthquake (Mw 6 used in this study), M(z) is the original

moment rate function and M,,,,,, (t) is the normalized moment rate function.
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To avoid overestimation of source duration due to the low moment rate at the early and late
stages of a simulated event, we use a threshold of moment rate > 10'” Nm/s, about the moment rate
ofa M,, 5.5 earthquake, to determine the starting and ending times in M (7) for source duration
measurements (Figure 6). The source duration of the normalized moment rate function is defined as
the normalized duration for the event. We measure the normalized durations of all simulated events
as listed in Table 1 and Figure S6 and compare them with those observed from historical tsunami
earthquakes. The normalized duration of observed historical tsunami earthquakes ranges from 9 to
23 s (Table S1), much larger than deeper megathrust earthquakes of around 5 s (Bilek and Lay,
2002). The simulated events in Models 3 and 5 of this study have larger normalized durations (>
10s) than those from other models, primarily due to the low rupture speed in the conditionally stable
zone. For Model 5 (low normal stress), the exceptionally long normalized duration (e.g., 14 s for
D2) is further related with the low normal stress. The normalized duration is proportional to duration
and cube root of moment, 7/ /M; /3. Alow normal stress leads to a lower total moment M, . Therefore,
a slightly longer source duration 7, shown in Figure S7, leads to a significantly longer normalized
duration in this event. However, the events simulated in Model 2 (compliant upper plate) only have
slightly increased normalized durations compared to those in Model 1. This is because the compliant
upper plate mainly slows down the ruptures at 1-3 km depth with minor effects on the deeper part
of the subduction plane. In addition, the normalized duration in Model 4 is shorter than in Model 3
due to the influence of the compliant upper plate in Model 4. As discussed earlier, dynamic events
tend to rupture a series of asperities more smoothly in a cascade fashion with a faster rupture speed

due to the compliant upper plate.
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Based on the normalized moment rate functions, we calculate and compare the spectrum of all
simulated events D1, shown in Figure 8. In Models 3-5, the spectra have much lower corner
frequency (where moment starts to decrease) and are more depleted of high frequency energy
compared with spectrum in Model 1, under the influence of nonuniform friction. Such phenomena
are consistent with common features of historical tsunami earthquakes. However, for Model 2, the
corner frequency is nearly the same with that in Model 1, implying a very weak effect on corner

frequency reduction from the compliant upper plate.

4.5 Moment-scaled radiated energy

Previous studies found that historical tsunami earthquakes have lower moment-scaled radiated
energy compared with other subduction zone interplate and intraplate earthquakes (Lay et al., 2012;
Meng et al., 2015). Thus, in this study, we calculate moment-scaled radiated energy for the simulated
dynamic events in Models 1-5 to compare with the observed values. Based on analysis of the slip-
stress history on each point over the fault plane, we are able to calculate the radiated energy (Eg)
for each dynamic event, by subtracting the estimated dissipated static energy (Wsiqtic) from the

total strain energy (W;otq1), Shown by the equation below (Ma and Archuleta, 2006; Ide, 2002).

Er = Weotar = Wstatic = fy 28528 puy (9)ds — [ [, 0(6,6) - Av(E, dsdt  (6)

where 0,(¢) is the initial stress, o;(¢) is the final stress, o(&,t) is the stress during faulting,

Auy (&) is the final slip and Av(é,t) is the slip rate during the faulting.

The calculated radiated energy density for D1 event in Model 1 and in Model 5 are shown in

Figures 9 and 10. We find that radiated energy is positive for most of the velocity weakening zone
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in Model 1 and for two velocity weakening asperities in Model 5. However, most of the area in the

conditionally stable zone in Model 5 has negative radiated energy, which serves as an energy sink

that will significantly reduce the total radiated energy and further reduce the moment-scaled radiated

energy value, because the slip in the conditionally stable zone still significantly contributes to the

total moment. In the conditionally stable zone, the initial shear stress is only slightly larger than the

final shear stress (small stress drop), which implies that the strain energy could be much lower than

the dissipated energy, which generates a negative radiate energy in this zone (Figure 10c).

We compare the moment-scaled radiated energy for D1 event in all models (1-5) with the

observed subduction zone earthquakes in Figure 11. We find the scaled energy values are highest

for Models 1 and 2, near the upper bound of values for the interplate earthquakes, and lower for

Models 3 and 4, below the lower bound of values for the interplate earthquakes, due to the energy

sink effect of the conditionally stable zone. Comparing Model 5 with Model 4, we find that a lower

effective normal stress will further reduce the moment-scaled radiated energy to a value close to

historical tsunami earthquakes. We further estimate the average moment-scaled energy through

earthquake cycles for all models, using average radiated energy dividing with average moment in

each model, shown in Figure S8. The average values slightly differ from event D1, but the general

trend is similar, supporting the contribution coming from both the heterogeneous friction and low

effective normal stress. In fact, considering the computational efficiency, we limit the fault

dimensions for Models 1-5 (~80 km) shorter along strike than historical large tsunami earthquakes

(>100km). We expect a further reduction of scaled energy in Models 3-5, if we use a longer fault

plane with a larger area of the conditionally stable zone to serve as energy sinks.
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4.6 Simulated seafloor displacement from Model 5

In this section, we present simulated seafloor displacement from event D2 (Mw 7.5, normalized

duration of 14 s) of Model 5, shown in Figure 12ab. This Mw 7.5 event with a centroid depth near

10 km causes permanent vertical ground surface displacement up to 1m and horizontal displacement

more than 2 m. Large seafloor displacement occurs over a large area of 70 km (along trench) by 30

km (perpendicular to trench). An observed tsunami earthquake with similar magnitude and centroid

depth is the 1996 Peru Mw 7.5 event, which led to tsunami runups of several meters (5 meter in

maximum) along a coastline near Peru, though the maximum recorded wave heights are only tens

of centimeters on tide gauges in the Pacific ocean (Ihmle ef al., 1998; Heinrich et al., 1998). This

historical event demonstrates that tsunami earthquakes could occur as deep as 10 km and cause

unneglectable tsunami hazard. We plot the continuous waveforms of seafloor displacement for

stations within a virtual array located over the hanging wall (Figure 12¢). The displacement

waveforms are complex and the stations to the left side (X< 0 km) show two displacement runup

stages. This complexity is related with the noncontinuous rupture of multiple asperities in the

nonuniform friction model. In addition, we find that two stations (A and B) near the trench have

larger displacement than other near trench stations (Figure 12¢). Based on the final slip distribution

over fault plane (Figure S7), two places on the subduction plane below stations A and B have larger

slip than other near trench area. From the rupture speed distribution (Figure S9), a strong variation

of rupture speed occurs along strike at shallow depth, with high speed (supershear, > 2km/s) near

stations A and B and low speed (<<1 km/s) between stations A and B. This results in a low average

rupture speed from station A to station B of below 1 km/s (Figure S10), despite that the rupture

speed near station A and B locally exceeds shear wave velocity. In fact, these places (near stations
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A and B) of high rupture speed, large final slip and large seafloor displacement locate updip of the

two asperities.

5. Discussion

In this study, we explore whether the upper-plate velocity structure or the fault friction is more

important in tsunami earthquake generation and characteristics. We find that in the models with the

nonuniform friction distribution, the conditionally stable zone can effectively slow down rupture

speed to be lower than 1.5 km/s (typical tsunami earthquake rupture speeds), no matter what velocity

structure is used. Correspondingly, the nonuniform friction distribution also contributes to long

normalized duration, low corner frequency, high frequency energy depletion and low moment-

scaled radiated energy, consistent with the features observed from historical tsunami earthquakes.

The heterogeneous upper-plate velocity structure is not sufficient to slow down the rupture speed to

be <1.5 km/s even at very shallow depth (<3 km), when the uniform friction distribution is applied

on the main fault plane (Model 2). Furthermore, the normalized duration elongation, corner

frequency reduction, high frequency energy depletion effects and low moment-scaled radiated

energy are all neglectable in this model. The most significant contribution from the heterogeneous

upper-plate velocity structure is the enhancement of slip near trench, as shown in comparison

between Models 1 and 2. Generally, the factors of strong velocity weakening, high normal stress

and compliant upper plate in Model 2 contribute to large moment release and large final slip near

trench, which could generate large seafloor displacement and fatal tsunami waves. On the contrary,

the factors of conditionally stable zone, low normal stress and compliant upper plate in Model 5
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contribute to slow rupture speed, slow moment release rate, depletion of high frequency energy and

enhanced slip near shallow depth. We propose tsunami earthquakes more likely occur in subduction

zones with on-fault property and upper-plate property similar to Models 3-5. With nonuniform

friction, slow rupture speed and small slip occur in a conditionally stable zone, while fast rupture

speed and large slip mainly occur on asperities, forming multiple moment rate release peaks. In

addition, discontinuous supershear rupture may occur near trench updip of asperities, but average

rupture speed along the trench could be much lower, due to rupture slowing down effect from the

conditionally stable zone. Low normal stress further contributes to slow moment release rate and

exceptionally long normalized duration. Compliant hanging wall promotes cascade failure of

multiple asperities to generate larger tsunami earthquakes and enhances shallow slip, thus increasing

the tsunami potential.

In Model 5, the overall normal stress is lower than other models and could generate earthquakes

with lower stress drops, longer normalized duration and low moment-scaled energy, consistent with

observed features of historical tsunami earthquakes. Complex moment rate functions caused by

asperities have been widely observed in tsunami earthquakes and numerous shallow subduction

zone earthquakes (Bilek et al., 2004). An overall low effective normal stress could make the fault

plane more heterogeneous. For example, if the average effective normal stress is 20 MPa in the

conditionally stable zone, then a patch with higher normal stress of 50 MPa (30 MPa higher) will

reduce h* on it to be 40% of that in the surrounding area and thus becomes more unstable, assuming

all other parameters in equation (3) a — b, L, p are the same. On the other hand, if the effective

normal stress is 100MPa in the conditionally stable zone, then a patch with normal stress of 130

MPa (still 30 MPa higher) only reduces h* to be about 77% compared with the surrounding area.
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This may help explain why the source time functions of shallow subduction zone earthquakes,

including tsunami earthquakes, are more complex compared with deeper earthquakes (Bilek et al.,

2004).

In our models, we mainly compare the influence of heterogeneous fault friction and

heterogeneous upper-plate velocity structure on tsunami earthquake generation and characteristics.

Limited by computation needs of dynamic earthquake cycle simulations, we do not explore

parameter spaces in detail by varying friction parameters (e.g., a-b value and L), changing fault

geometry/dimension or varying location of asperities. For example, if we separate two asperities

further away in Models 3, 4 and 5 using a longer fault dimension, the normalized duration for the

simulated events could be longer and become more comparable to the observed range of 9-23 s of

historical tsunami earthquakes, as demonstrated by Meng et al. (2022). The general slow rupture

speed of <1.5 km/s in the conditionally stable zone is a proof of this possibility. In a longer fault

plane with a larger conditionally stable zone as energy sink, the moment-scaled radiated anergy

could be further reduced. A typical tsunami earthquake may form by rupturing a series of critically

stressed asperities embedded over a long conditionally stable zone, for example 100-200 km along

strike. However, there is no key difference in physics for shallow subduction zone earthquakes of

shorter or longer dimensions, as illustrated by Bilek and Lay (2002). In this study, we use weakly

velocity weakening of a-b=-0.0015 in the conditionally stable zone in the non-uniform friction

models. If we set different friction parameters of even less velocity weakening in the conditionally

stable zone, the rupture speed might be further slowed down. In addition, the asperity depths are all

around 10 km for Models 3-5 and the simulated tsunami earthquakes have a centroid depth of 10

km, which generates smaller near-trench fault slip and seafloor displacement, for example 1-2
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meters in amplitude in Model 5. If we set up asperities shallower, for example < 5km depth, we

could expect much larger near-trench fault slip and seafloor displacement. We remark that, in

addition to fault friction and upper-plate elastic properties, other factors such as the potential plastic

yielding in the accretionary prism may also slow down rupture propagation and generate large

seafloor displacement (Ma, 2012; Ma and Kirakawa, 2013). In the future, other potentially important

factors should also be considered and systematically compared when studying specific tsunami

earthquakes or over specific subduction zones.

6. Conclusions

In this study, we systematically compare contributions of heterogeneous fault friction and

heterogeneous upper plate properties to tsunami earthquake generation and characteristics.

Heterogeneous upper-plate properties are not sufficient to slow down ruptures to typical tsunami

earthquake speed of <1.5 km/s over a large depth range (< 10 km). In contrast, heterogeneous fault

friction distributions with asperities embedded in a conditionally stable zone can significantly slow

down rupture speeds to be <1.5 km/s in the conditionally stable zone and generate long duration

moment rate functions involving complex peaks, with spectra of low corner frequency, depleted

high frequency energy and lower moment-scaled radiated energy. In addition, low effective normal

stress on the subduction plane facilitates generating earthquakes with low stress drops, long

normalized durations and small radiated energy, consistent with the observed features of tsunami

earthquakes. The depth dependent velocity structure with low rigidity at shallow depth mainly

enhances large slip near trench and promotes cascading ruptures of multiple asperities in the

conditionally stable zone. Tsunami earthquakes can happen at a centroid depth of 10 km, generating

seafloor displacement with non-neglectable tsunami hazard. Our results show that heterogeneous
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fault friction provides a suitable environment for tsunami earthquake generation over a wide range

of depth, playing a more important role than heterogeneous elastic property in tsunami earthquake

characteristics.
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Tables and Figures

Table 1. Models 1-5 and their simulated dynamic event results

Models
(friction & velocity)

Model 1

(simple velocity model
& uniform friction
model)

Model 2
(heterogeneous velocity
model & uniform
friction model)

Model 3
(simple velocity model
& nonuniform friction
model)

Model 4
(heterogeneous velocity
model & nonuniform
friction )

Model 5
(heterogeneous velocity
model & nonuniform
friction with low normal
stress)

Dynamic
Phases
(Ruptured

asperities)
D1

D2
D3

D1

D2

D3

D1 (Z122)
D2 (22)
D3 (Z1)
D4 (22)
D1 (Z122)
D2 (Z122)
D3 (Z122)
D1 (Z122)
D2 (Z122)

D3 (Z122)

Slip
weighted
Stress Drop
(MPa)

5.1

3.0
4.6
52
3.0
3.0
29
2.6
3.0
24
3.0
3.1
3.0
1.7
1.6
1.6

Normalized
duration (s)

4.7
7.3
5.8
4.5
7.7
6.7
9.8
11.6
8.4
13.3
7.7
7.2
7.2
10.6
14.0
10.6

7.94
7.61
7.89
7.97
7.67
7.78
7.68
7.32
7.58
7.30
7.71
7.74
7.73
7.51
7.51

7.52
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670  Figure 1. (a) Schematic diagram for fault geometry (a 20° dipping subduction plane) and boundary

671  conditions of the models, with dimension of the model along X axis: Xmin (-80km) to Xmax (80km),
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along Y axis: Ymin (-30 km) to Ymax (80 km) and along Z axis: Zmin (-50 km) to Zmax (0 km).
The main fault plane (blue) with a largely velocity-weakening frictional property that can host
earthquake ruptures is surrounded by a velocity-strengthening area (yellow) that creeps. During the
quasi-static phase, one half of the plate convergence rate (0.5%10°m/s) parallel with the fault plane
is applied upward (red arrows at the boundary Y=Ymax) on hanging wall (outlined by red frame)
and downward (black arrows at boundaries Y=Ymax, Y=Ymin and Z=Zmin) on footwall wall
(outlined by black frame). (b) The simple velocity model that both the hanging wall and footwall
use the same two-layer velocity structure, where Vp=5.0 km/s and Vs= 2.5km/s at the top layer
(<2km) and Vp=6.0km/s and Vs=3.5km/s at the bottom layer. (c) Heterogeneous velocity model that
the hanging wall uses a depth varying velocity structure (Sallares and Ranero, 2019) with low
velocity near shallow depth, where Vp=2.7 km/s and Vs=1.6 km/s near the trench, and the footwall

uses a two-layer velocity structure as the simple velocity model, shown in (b).
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Figure 2. The on-fault parameters for the uniform friction model (in Models 1 and 2): distributions

of friction parameters (a) a, (b) b, (c) a-b, (d) effective normal stress and (e) critical distance over

the fault plane; the cross sections of friction parameters (f) a, b, a-b, (g) effective normal stress, and

(h) critical distance along a dip profile (the dashed lines in (a)-(e)). The fault is velocity
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strengthening near the trench (a-b=0.008 at Okm depth) and quickly transitions to velocity

weakening (a-b=-0.004 at depth =4 km) and stay uniform over most of the fault plane, then

transitions to velocity strengthening at bottom of the main fault plane (a-6=0.02), as shown in

(f).The effective normal stress near trench (depth 0 km) is 5SMPa and linearly increases to 50 MPa

at depth of 4km and keeps uniform over most of the fault plane, as shown in (g).
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Figure 3. The on-fault parameters for the nonuniform friction model (in Models 3 and 4):
distributions of friction parameters (a) a, (b) b, (c) a-b, (d) effective normal stress and (e) critical
distance over the fault plane; the cross sections of friction parameters (f) a, b, a-b, (g) effective

normal stress, and (h) critical distance along a dip profile (the dashed lines in (a)-(e)). The two



701

702

703

704

705

706

707

708

709

710

normal stress cross sections pl and p2 in (g) pass through two asperities Z1 and Z2 shown in (d).

The fault is velocity strengthening near the trench (a-5=0.008 at Okm depth) and quickly transitions

to conditionally stable (a-b=-0.0015 at depth =4 km) and stay uniform over most of the fault plane

below 4 km, then transitions to velocity strengthening at bottom of the main fault plane (a-6=0.02),

as shown in (f). On two asperities Z1 and Z2, the a-b equals -0.004 and represents strongly velocity

weakening friction property. The effective normal stress near trench (depth 0 km) is SMPa and

linearly changes to 50 MPa at depth of 4km and keeps uniform over most of the fault plane, as

shown in (g). On asperity Z1 normal stress is 90 MPa and on Z2 is 70 MPa. Critical distance is 15

mm over most of the fault plane, while on Z1 is 20 mm.
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Figure 4. The simulated maximum slip rate on the fault over earthquake cycles, for (a) Model 1,

(b) Model 2, (c) Model 3, (d) Model 4, (¢) Model 5. The high slip rate peaks (~1 m/s or larger)

represent dynamic events and the time (about 100-200 of years) between two dynamic events is

the earthquake recurrence interval, except in (c), where two dynamic events (D2 and D3)

occurring on the two asperities separately with 0.5 hour delay may be considered as one clusterred

event.
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Figure 5. The rupture contour (left column), rupture speed distribution (middle column) and rupture
speed profiles (right column), for (a) D1 in Model 1, (b) D1 in Model 2, (c) D1 in Model 3, (d) D1
in Model 4, and (¢) D1 in Model 5. For the rupture speed profiles (right column), the red velocity
profile shows the average rupture speed of each depth over a narrow zone outlined by two dashed

red lines in the rupture speed panels (middle column); and the black velocity profile corresponds to



724 the average rupture speed within the two black dashed lines in the rupture speed panels (middle
725  column). The blue solid line and dashed line represent the Vs velocity of the hanging wall and

726  footwall for comparison.
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Figure 6. The stress change distribution (left column), final slip distribution (middle column) and
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moment rate function, for (a) D1 in Model 1, (b) D1 in Model 2, (c) D1 in Model 3, (d) D1 in Model
4, and (e) D1 in Model 5. The black and white boxes in stress change and final slip panels in (c) (d)
(e) represent the locations of two asperities in Models 3-5 with nonuniform friction parameters. The
scales of slip and moment rate in (a) (b) are different with those in (c) (d) (e), though the scale of
stress changes is the same. Two red stars (10! Nm) on the moment rate functions (right column)

denote the starting and ending times used to measure source durations 7.
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Figure 7. The normalized moment rate functions for all dynamic events simulated in (a) Model 1,

(b) Model 2, (¢) Model 3, (d) Model 4, (e¢) Model 5.
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Figure 8. The spectra for the normalized moment rate functions of event D1 in Model 1 (black),

Model 2 (blue), Model 3 (green), Model 4 (red) and Model 5 (orange). The normalized moment

rate functions are shown in Fig. 7. The vertical bars demonstrate the corner frequencies.
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Figure 9. Radiated energy for event D1 in Model 1. (a) Distribution of radiated energy density over
fault plane. The radiated energy density is positive over most of the fault plane. (b) Radiated energy
density along three profiles shown by red, blue and green lines in (a). (¢) Dynamic stress-slip history
for point A in (a). The radiated energy is calculated by subtracting the dissipated energy (area below
solid line) from the elastic strain energy (area below dashed line). (d) Dynamic stress-slip history

for point B in (a).
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Figure 10. Radiated energy for event D1 in Model 5. (a) Distribution of radiated energy density over
fault plane. The positive radiated energy mainly distributes over two asperities. (b) Radiated energy
density along three profiles shown by red, blue and green lines in (a). (¢) Dynamic stress-slip history
for point A in (a). The radiated energy is calculated by subtracting the dissipated energy (area below
solid line) from the elastic strain energy (area below dashed line), which obviously results in a
negative radiated energy (energy sink) for point A located in the conditionally stable zone. (d)
Dynamic slip-stress history for point B in (a), which illustrates a positive radiated energy for point

B located on the asperity.
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Figure 11. The moment-scaled radiated energy for event D1 in Models 1-5, colored by stars, with
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4 and 1.72:10° for Model 5. The colored dots represent the moment scaled radiated energy for

historical tsunami, interplate and intraplate earthquakes, from Figure 15¢ in Meng et al. (2015).
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770  Figure 12. The snapshots of (a) horizontal displacement along Y axis (perpendicular to the trench)

771  and (b) vertical displacement along Z axis at 20s, 60s and 100s of event D2 in Model 5, and (c)

772  time histories of vertical displacement at a virtual array of seafloor stations shown by triangles in

773 (b).
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