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The production of radioactive isotopes by interactions of cosmic-ray particles with sodium iodide (NaI)
crystals can produce radioactive backgrounds in detectors used to search for rare events. Through
controlled irradiation of NaI crystals with a neutron beam that matches the cosmic-ray neutron spectrum,
followed by direct counting and fitting the resulting spectrum across a broad range of energies, we
determined the integrated production rate of several long-lived radioisotopes. The measurements were then
extrapolated to determine the sea-level cosmogenic neutron activation rate, including the first experimental
determination of the tritium production rate: ð80� 21Þ atoms=kg=day. These results will help constrain
background estimates and determine the maximum time that NaI-based detectors can remain unshielded
above ground before cosmogenic backgrounds impact the sensitivity of next-generation experiments.
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I. INTRODUCTION

Thallium-doped sodium iodide [NaI(Tl)1] detectors have
been at the forefront of nuclear and particle physics
research for nearly 75 years [1]. Because of their relatively
high light yield, general ease of use, and availability at a
relatively low cost, NaI detectors still enjoy widespread
use, despite the development of newer radiation detection
technologies. One prominent application of NaI detectors is
in the field of dark matter direct detection.
Of particular note, the DAMA/LIBRA dark matter

experiment [2] comprises a 250 kg array of ultra-low-
background NaI detectors. For nearly two decades, the
DAMA Collaboration has claimed a detection of dark
matter in the form of an annual modulation of the event
rate in their NaI crystals [2]. This observed modulation has
a period and phase that are consistent with a dark matter–
induced modulation signal as predicted by the standard

halo model [3]. In addition, DAMA’s observed modulation
signal has persisted for over 20 years and is now observed
at a significance of 13.7σ compared with the no-modulation
hypothesis [4].
Despite the high confidence at which DAMA observes

this modulation, non-NaI-based direct detection experi-
ments have obtained null results in their searches for dark
matter, casting doubt on DAMA’s claim of dark matter
discovery. This tension in the field has given rise to
several NaI-based direct detection experiments that aim to
perform a model-independent test of DAMA’s claim of
dark matter discovery by using the same target material.
Three of these experiments, DM-Ice [5], COSINE-100
[6,7], and ANAIS-112 [8], are currently running and have
performed initial tests of the DAMA claim, while others,
SABRE [9,10] and COSINUS [11], are currently under
construction.
A significant challenge for these NaI-based experiments

is the design and manufacture of NaI detectors with
background activity levels comparable to that of DAMA/
LIBRA, which utilizes some of the lowest-background NaI
crystals ever produced. This has led to significant research
and development efforts by the COSINE [12], SABRE
[13], and PICOLON [14] collaborations to develop ultra-
low-background detectors. Much of this research and
development (R&D) work has focused on reducing con-
tamination of radioactive impurities, primarily 210Pb and
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1Hereafter referred to simply as NaI.
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40K, that are introduced into the crystal during the growth
and encapsulation stages.
Given the recent successes of these background reduction

efforts, it is likely that in next-generation NaI dark matter
experiments cosmogenic radioisotopeswill form the primary
background component below 10 keV, the region of interest
for dark matter searches. Tritium, a pure β-emitter with an
end point at 18.6 keV, is of particular interest because of its
apparent high cosmogenic activity inNaI detectors, as seen in
ANAIS-112 [15] and COSINE-100 [16] and as explored in
Ref. [17]. Additionally, 22Na, with an energy emission at
0.87 keV from atomic de-excitation, is expected to be a
significant background source, as future NaI experiments
aim to push to energy thresholds below ∼1 keV.

In order to meet the ultra-low-background goals of these
future experiments, it will be necessary to limit the amount
of time that individual NaI detectors remain unshielded
from cosmic rays, particularly neutrons, which can produce
radioactive isotopes within the crystal. The level of cosmo-
genic activation of a particular isotope is effectively deter-
mined by the above-ground exposure time, the cosmic-ray
flux, and the production cross section of the isotope. For
many isotopes of interest, there are few direct measurements
of the production cross sections. While several estimates of
the cross sections based on semiempirical calculations and
nuclear models exist, these estimates can vary significantly,
as seen in Fig. 1, leading to a large uncertainty in the
acceptable above-ground residency time. This has led
sodium iodide–based dark matter experiments, including
ANAIS [15,18,19], DM-Ice [20], and COSINE-100 [16], to
calculate production rates for isotopes using the measured
isotopic activities and the estimated above-ground exposure
history of a given NaI detector.
In this paper, we present results from a dedicated

measurement of cosmogenic isotope production rates that
utilizes NaI crystals activated in a neutron beam with a
spectrum that approximates the cosmic-ray spectrum. Our

approach allows a precise knowledge of the exposure
history of the crystal. This mitigates the main source of
systematic uncertainty present in previous studies, at the
cost of a new source of systematic uncertainty associated
with the difference between the beam conditions and true
cosmic-ray exposure. Our irradiations were performed at
the Los Alamos Neutron Science Center (LANSCE) ICE-
HOUSE II facility [22,23]. The ICE-HOUSE II neutron
beam has an energy spectrum similar to that of cosmic-ray
neutrons, but with a flux ∼ 5 × 108 times larger than the
natural sea-level flux. This facility is well suited for
cosmogenic activation studies and has previously been
used to measure cosmogenic activation cross sections for
argon [24] and silicon [25] targets. The high beam flux
allows for the detection of measurable amounts of cosmo-
genic radioisotopes in NaI detectors in an above-ground
facility with an exposure of just a few hours. After
irradiation at the ICE-HOUSE II facility, we measured
the isotope decay rates in the activated detectors and
extrapolated this measurement to determine the integrated
production rate by cosmic rays of several isotopes of
interest for dark matter searches, including the first meas-
urement of the production rate of 3H. This measurement
will enable an accurate determination of acceptable above-
ground residency times for sodium iodide detectors and
help constrain the contributions of activation products to
the overall background rates, helping future NaI-based dark
matter experiments to meet their background goals.

II. COSMOGENIC RADIOISOTOPES

Interactions of high-energy cosmogenic particles with
NaI crystals can produce a large number of radioisotopes,
in principle any isotope lighter than the target isotopes. The
production rates are largest for isotopes close to the target
isotopes (23Na and 127I) and for light isotopes such as 3H
which can be ejected from the impacted nucleus. For dark
matter experiments, the most dangerous isotopes are those
that are relatively long lived and whose decay chain
produces interactions in the NaI crystal that overlap in
energy with the expected dark matter signal. In Table I, we
have listed the radioisotopes with half-lives longer than a
month (and any radioactive progeny) that were considered.
At sea level, the production rate of isotopes is dominated

by interactions induced by high-energy neutrons, with
interactions of protons typically contributing ≲10% and
even smaller contributions from muons and gammas [15].
The neutron-induced production cross sections for nearly
all of these isotopes have not been directly measured, with
the exception of 3H, 22Na, and 125I, which we discuss in
detail below.

A. 3H

Tritium is a particularly dangerous background for dark
matter searches because it decays by pure beta emission,

FIG. 1. Experimental measurement [21] and GEANT4 model
estimates (see text for details) of neutron-induced tritium pro-
duction in sodium (solid curves) and iodine (dotted curves).
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and its low Q-value (18.6 keV) results in a large fraction of
decays that produce low-energy events in the expected dark
matter signal region. There is only a single measurement of
the production cross section of tritium from 23Na at
relatively low energies [21], and to the best of our knowl-
edge, there are no integrated production rate measurements
from dark matter experiments. Figure 1 shows the single
experimental measurement and predictions for the cross
section on both 23Na and 127I based on the models built into
GEANT4

2 [34,35]. The GEANT4 cross sections, shown in
Fig. 1 and subsequent figures, were extracted by targeting
neutrons at various energies toward a 1 mm thick NaI target
and calculating the fraction of primary neutron events in
which the relevant activation products were created..

B. 22Na
22Na decays primarily by positron emission (90.3%) or

electron capture (9.6%) to the 1275 keV level of 22Ne. 22Na
can be an important background as it is possible that both
the 1275 keV γ ray and the 511 keV positron-annihilation
photons will escape undetected, with only the emitted
positron (end point 547 keV) or atomic de-excitation
following electron capture (∼ 0.87 keV) depositing energy
in the crystal. Due to the relatively high production rate and
characteristic gamma rays emitted during the decay of 22Na,
there are several measurements of the neutron-induced
production cross section below 100 MeV, as shown in
Fig. 2. It can be seen that near the expected peak in cross

section there is disagreement between the two most
extensive sets of measurements from Liskien and
Paulsen [36] and Uwamino et al. [37]. For reference, we
also show measurements of the proton-induced cross
section [38], which should be similar to the neutron-
induced cross section at high energies (> 100 MeV).

C. 125I
125I decays by electron capture to the 35.5 keV level of

125Te. 125I has a half-life of 59.4 days and so is not typically
a problematic background for dark matter searches that
keep the NaI crystals deep underground for much longer
periods. Nevertheless, its large production rate and distinc-
tive peaks make it easy to measure and a good calibration of
the neutron exposure. Figure 3 shows the existing cross

FIG. 2. Experimental measurements [36–38] and GEANT4
model estimates of neutron-induced 22Na production in sodium
(continuous curves) and iodine (dotted curves). Measurements of
the proton-induced cross section (gray markers) [38] are also
shown for reference.

TABLE I. List of all radioisotopes with half-lives >30 days, as
well as their progeny, which can be produced by cosmogenic
interactions with NaI(Tl) and were considered in this work. For
reference, we also list the half-life, primary decay mode, and Q-
value. EC and IT refer to electron capture and isomeric transition
respectively. All data are taken from NNDC databases [26].

Isotope Half-life Decay Q-value

(d) mode (keV)
3H 4500� 7 β− 18.591� 0.003
22Na 950.4� 0.7 βþ 2842.2� 0.2
109Cd 461.9� 0.4 EC 215.1� 2.0
109mAg ð4.60� 0.02Þ × 10−4 IT 88.034� 0.001
113Sn 115.09� 0.03 EC 1039� 2
113mIn ð6.908� 0.020Þ × 10−2 IT 391.699� 0.003
121mTe 164.4� 0.7 IT 293.974� 0.022
121Te 19.17� 0.04 EC 1056� 26
123mTe 119.2� 0.1 IT 247� 0.04
125mTe 57.4� 0.1 IT 247.� 0.008
127mTe 105.9� 0.7 IT 88.23� 0.07
127Te 0.390� 0.003 β- 703� 4
125I 59.41� 0.01 EC 185.77� 0.06

FIG. 3. Experimental measurements [39,40] and GEANT4 model
estimates (continuous curves) of neutron-induced 125I production
in iodine. Measurements of the proton-induced cross section
(gray markers) [38] are also shown for reference.

2We used GEANT4.10.3.P02 with physics lists QGSP_INCLXX
1.0 (INCL++ v5.3) [27,28], QGSP_BERT 4.0 [29–32], and
QGSP_BIC 4.0 [33].
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section measurements for neutrons [39,40] and protons [38]
along with the GEANT4 cross section models.

III. BEAM EXPOSURE

To evaluate the production rate of cosmogenic isotopes
through the interaction of high-energy neutrons, we irra-
diated NaI crystals at the LANSCE neutron beam facility.
Following the irradiation, scintillation signals from the NaI
crystals were read out to measure the beam-induced activity
within the crystal. In this section, we describe the details of
the targets and beam exposure, while in Sec. IV, we present
the measurement results.

A. NaI crystals

The NaI crystals were manufactured by Alpha Spectra,
Inc. [41], and were custom designed for this measurement.
The 0.2% thallium-doped NaI crystals are cylinders with a
3.000 3.000� 0.020 in. [ð7.620� 0.051Þ cm] diameter
and (1.000� 0.031 in. [ð2.540� 0.079Þ cm] thickness.
One of the flat faces of the cylinder is optically coupled
to a 0.1 in. (0.25 cm) thick quartz window, while the other
faces are wrapped in a reflector and encapsulated in an
aluminum body with 0.020 in. (0.051 cm) wall thickness.
A 4 in. Outer diameter (OD) flange surrounds the quartz
window for coupling to a photosensor after the irradiation.
The crystal encapsulation was designed for the neutron
beam to pass through the crystal along the central axis
of the cylinder, and the thickness of all materials surround-
ing the crystal within the 2 in. (5.1 cm) beam diameter,
namely the aluminum casing and optical window, was
minimized. The composition and thickness of the reflector
wrap and optical coupling are proprietary but were con-
fidentially obtained from the company for use in the
simulation of the beam exposure and the decay of radio-
isotopes. The crystals were specified to have better than
3.4% (σ=E) energy resolution at 662 keV.
Radiation damage from the beam exposure can affect the

scintillation light yield with a sufficiently high neutron
dose. While we are not aware of any reports of radiation
damage to NaI due to neutrons at energies relevant to the
LANSCE beam, damage has been observed with fluences
of > 1014 fast reactor neutrons [42]. Meanwhile, no
damage was observed in NaI from 14 MeV neutrons after
receiving a 4.7 × 1011 neutron fluence [43]. Therefore, we
decided to irradiate three crystals with varying fluences in
order to obtain the best compromise between possible
radiation damage and activation. We targeted neutron
fluences of roughly 0.5 × 1012, 1 × 1012, and 3 × 1012

neutrons for the three crystals, which was expected to give
readily measurable activation while ensuring the dose fell
far below that at which damage was reported. A fourth
identical crystal was purchased but not activated in the
LANSCE beam. It was used to measure the environmental
background in the counting setup.

B. LANSCE beam

The samples were irradiated at the LANSCE WNR
ICE-HOUSE II facility [23] on Target 4 Flight Path 30
Right (4FP30R). A broad-spectrum (0.2–800 MeV) neu-
tron beam was produced via spallation of 800 MeV protons
on a tungsten target. A 2 in. diameter beam collimator was
used to restrict the majority of the neutrons to within the
active region of the crystal. The neutron fluence was
measured with 238U foils by an in-beam fission chamber
[44] placed downstream of the collimator. The beam has a
pulsed time structure, which allows the incident neutron
energies to be determined using the time-of-flight tech-
nique (TOF)—via a measurement between the proton beam
pulse and the fission chamber signals [22,44].
The beam exposure took place over two days between

November 1 and 3, 2019. The crystals were mounted
onto an acrylic holder and placed with the optical window
facing away from the beam and the front face of the Al
enclosure 470 mm from the face of the fission chamber.
The center of the crystal face was aligned with the center of
the beam profile using an alignment laser, as shown in
Fig. 4. Crystal Awas placed in the beam line on November
1, at 19∶16 local time. The crystal was periodically
monitored for yellowing due to radiation damage, but no
effect was visible. On November 2, at 20∶17, we placed
crystal C on the beam line, replacing crystal A. Finally, on
November 3, at 04∶09, we replaced crystal C with crystal
B. The exposure was stopped at 06∶30 on November 3.
Following its irradiation, we measured crystal A for 3 days
using a high purity germanium (HPGe) detector starting
from 20∶18, November 2, to observe gamma rays emitted
by the short-lived radioisotopes. The analysis of these
measurements is ongoing and will be presented in a future
publication. All crystals exposed to the beam were kept in
storage for roughly 11 weeks to allow the radioactivity to
decay down to below hazardous levels prior to shipment for
the counting measurements described in Sec. IV.

FIG. 4. Picture of the three NaI crystals mounted on sliding
acrylic holders being aligned with the neutron beam at the
LANSCE ICE-HOUSE II facility. The beam direction is angled
out of the page and passes through the cylindrical fission
chamber, seen on the right, before passing through a crystal.
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C. Target fluence

The fluence of neutrons during eachNaI crystal exposure,
as measured by the fission chamber, is shown in Fig. 5, with
total fluence of ð2.89� 0.23Þ × 1012 neutrons > 10 MeV
during the crystal A beam exposure. The uncertainty in
fluence is dominated by the systematic uncertainty in the
238Uðn; fÞ cross section used to monitor the fluence, shown
in Fig. 6. Below 200 MeV, the assumed LANSCE cross
section and various other experimental measurements and
evaluations [45–48] agree to better than 5%. Between 200

and 300 MeV, there are only two measurements of the cross
section [45,49] which differ by 5–10%. Above 300 MeV,
there are no experimental measurements. The cross section
used by the LANSCE facility assumes a constant cross
section above 380 MeV at roughly the same value as that
measured at 300 MeV [49]. This is in tension with
evaluations based on extrapolations from the 238Uðp; fÞ
cross section that recommend an increasing cross section
to a constant value of roughly 1.5 b at 1 GeV [50,51]. We
have used the LANSCE cross section and assumed a 5%
systematic uncertainty below 200 MeV, a 10% uncertainty
between 200 and 300 MeV, a 15% uncertainty between
300 and 400 MeV, and a constant 30% uncertainty between
400 and 750 MeV. Statistical uncertainties (∼0.3% at the
lowest energies and 3% at the highest energies) and the
uncertainty in the neutron energy spectrum due to the timing
uncertainty in the TOF measurement (FWHM ∼ 1.2 ns) are
included but are subdominant for this measurement.
While the nominal beam diameter was set by the 2 in.

collimator, the cross sectional beam profile has significant
tails at larger radii. At the fission chamber, approximately
13% of neutrons falls outside a 3 in. diameter, as calculated
with the beam profile provided by LANSCE. Additionally,
the beam is slightly diverging, with an estimated cone
opening angle of 0.233°. A GEANT4 [34,35] simulation that
included the measured beam profile and beam divergence,
the measured neutron spectrum, and the full geometry
(location and materials of the targets, mounting apparatus,
and fission chamber [44]) was used to calculate the neutron
fluence through the NaI crystals, as illustrated in Fig. 7.

FIG. 7. A GEANT4 rendering showing the NaI crystal and the
fission chamber on the LANSCE beam. The horizontal distance
between the crystal and the fission chamber is not shown to scale
due to space limitations.

FIG. 5. Comparison of the LANSCE 4FP30R/ICE II neutron
beam with sea-level cosmic-ray neutrons. The data points and left
vertical axis show the number of neutrons measured by the fission
chamber during the beam exposure for each crystal. Vertical error
bars shown are statistical only, while the shaded region indicates
the systematic uncertainty from the fission cross section (see the
main text for discussion of systematic uncertainties). For com-
parison, the red continuous line and the right vertical axis show
the reference cosmic-ray neutron flux at sea level for New York
City during the midpoint of solar modulation [52].

FIG. 6. Experimental measurements (circles) [45,47,49] and
evaluations (squares) [46,48,50,51] of the 238Uðn; fÞ cross sec-
tion. The cross section assumed by the LANSCE facility to
convert the fission chamber counts to a total neutron fluence is
shown by the black line, with the shaded gray band indicating the
assumed uncertainty (see Sec. III C for details).
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Neutrons were generated uniformly in a 16 × 16 cm2

square behind the fission chamber. This is sufficiently large
to cover the 4 in. OD NaI crystal flange, the beam target
component with the largest diameter. Every neutron was
assigned a weight which is proportional to the intensity of
the beam at the simulated neutron location, as obtained from
the two-dimensional beam profile supplied by LANSCE.
This allowed reuse of the same simulation results for
different beam profiles and alignment offsets. A total of
2.4 × 108 neutrons above 10 MeV were simulated for each
physics list such that the statistical uncertainties in the
simulation are subdominant to the total neutron fluence
uncertainty. To assess the uncertainty in the fluence due to
misalignment of the beam with the crystal center, simu-
lations were run with the beam shifted by the width of the
alignment laser, leading to a systematic uncertainty of 0.2%.
Including all geometrical effects and systematic uncertain-
ties, a total of ð2.51� 0.20Þ × 1012 neutrons above 10MeV
passed through crystal A during the beam exposure.
The same GEANT4 simulation was also used to record all

radioisotopes produced in the NaI crystal and crystal
holder, as predicted by the different GEANT4 physics lists.
The use of a full particle tracking software allowed us to
include effects such as neutron attenuation and production
from secondary particles in the relatively thick NaI target.
The list of activation products was used to inform the
species included in the decay simulations and spectral fit
(described in Sec. V), while the specific predicted activities
from each of the physics lists were used to extrapolate from
the beam measurement to the cosmogenic production rate
(described in Sec. VI).

IV. COUNTING

Following the irradiation and cooling periods at
LANSCE, we shipped the activated detectors offsite for
measurement. Measurements of crystal A and crystal B
were performed at Wright Laboratory, Yale University.
Though we intended to measure crystal C at the Australian
National University, it was lost in transit by the courier
company, precluding its inclusion in this analysis. In
order to quantify the activities of the neutron-activated
isotopes within a detector, we measured the detector’s
energy spectrum through observation of the scintillation
light generated by the NaI crystal. Hence, the NaI crystal
functioned as both the source and detector in the
measurement. As we did not observe any evidence of
beam-induced radiation damage, we exclusively report
measurements of crystal A due to its longer irradiation
time and hence larger activation signal relative to environ-
mental backgrounds.

A. Experimental setup

A photomultiplier tube (PMT) contained within a light-
tight housing was used to measure the energy spectrum of

the irradiated NaI crystal. We optically coupled the fused
silica face of the detector to a Hamamatsu R12669 photo-
multiplier tube using EJ-550 optical gel from Eljen
Technology. The PMT was outfitted with a custom-
designed negative-bias base of the same design used in
the COSINE-100 experiment [12]. The entire PMT-sodium
iodide detector setup was contained within a small alumi-
num capsule in order to stabilize the coupling and shield the
PMT from external light. All measurements took place
within a lead shielding structure that provided at least
10 cm of shielding on all sides of the detector. Figure 8
provides a schematic view of the assembled aluminum
capsule and its position within the lead castle. The detector
was further contained within a 0.25 in. (0.64 cm) thick
aluminum box that was placed inside of the lead castle.
A voltage bias was provided to the PMT with a CAEN

V6533M high voltage module. Due to the limited dynamic
range of the PMT-voltage divider combination used, we
performed measurements at three different bias voltages:
−1500, −1000, and −800 V. Operation of the PMT at
−1500 V results in the best resolution of the energy
spectrum in the low-energy region, whereas operation at
−800 V allowed access to energies above 1MeV. The PMT
signal was recorded by a CAENV1730 digitizer, featuring a
500 MegaSamples/second sampling rate and 14 bit reso-
lution over a 2V dynamic range. Triggers were generated by
the digitizer when awaveform voltage that exceeded a preset
threshold was detected. Due to baseline shifts, this trigger
threshold varied between different data runs but was chosen
such that ∼100% trigger efficiency was maintained within
our energy regions of interest. Upon generating a trigger, an
8 μs long waveform trace was recorded by the digitizer. The
recorded waveforms comprise pretrigger and post-trigger
regions, and the digitizer was configured so that the trigger
occurred at the 1.6 μs mark of the recorded waveforms.
After completion of a data run, the recorded waveforms

were analyzed offline to extract higher-level physics

FIG. 8. Diagram of the experimental setup at Wright Labo-
ratory. The irradiated NaI crystal’s fused silica window was
optically coupled to a PMT, which was contained in a light-tight
aluminum capsule. Measurements were performed within an
outer lead castle (4 in. thick bricks) and an inner aluminum
box (0.25 in. thick) to shield the detector from environmental
backgrounds.
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quantities of interest, primarily the detector’s energy
spectrum. As an initial step, we computed baseline-
subtracted waveforms, which corrected for baseline fluc-
tuations between events. For each event, the baseline was
calculated as the average charge of the first 1 μs within the
pretrigger region of the event waveform. The calculated
baseline value was then subtracted from every sample in the
recorded waveform. Once the baseline subtraction was
performed, we computed the integrated charge of the
waveform within a 5 μs long integration window beginning
1.4 μs after the start of the event. In addition, we also
extracted the maximum charge of the waveform, which was
defined as the maximum charge recorded by the digitizer
within the full 8 μs window of the event. After computing
these higher-level quantities, we generated the energy
spectrum for the processed run.
To convert the integrated charge spectrum to an energy

spectrum in units of kilo-electron-volts, removing variations
due to the PMT gain, we adopted a calibration function that
assumed a proportional response between the integrated
charge of the signal produced by the PMTand the amount of
energy deposited within the NaI detector. Though this
calibration method neglected the known nonlinear nature
of the light response of NaI detectors [1,53,54], this effect
was accounted for in the simulated energy spectra, as
detailed in Sec. V. The calibration factor was independently
determined for each data run and was defined as the ratio of
the mean value of a fitted decay line in the charge integral
spectrum to the known energy of the decay. The specific
decay line used for calibration depended on the PMT bias
voltage of the run. The −1500 V gain setting used the 125I
feature at 40 keV, except for the final three measurements
due to the decay of this isotope, whereupon the calibration
was performed using K x rays from a 133Ba source. The
−1000 V gain setting was calibrated using the 145 keV
internal line from 125mTe, while the−800 Vgain settingwas
calibrated using an external 137Cs source.

B. Run summary

We began measurements of the energy spectra of the
irradiated NaI detector in December 2020 and performed
subsequent measurements roughly every month until
December 2021. Knowledge of the time evolution of the
detector’s energy spectrum allowed us to distinguish
isotopes with decay lines at similar energies but different
half-lives. In December 2020 and January 2021, the
recorded data runs were two hours in duration and were
performed at PMT bias voltages of−1500 and−1000 V. In
February 2021, an eight hour run at a bias voltage of
−800 V was added to the data runs collected each month.
Each measurement of the spectrum of the irradiated
detector at the −800 V setting was accompanied by a
5 min calibration run using a 137Cs source placed 21 in.
(53 cm) from the front face of the detector encapsulation, as
seen in Fig. 8. This calibration run was necessitated by the

lack of suitable calibration peaks within the energy region
of interest for the data collected at the −800 V setting.
Calibration runs for the final three −1500 V runs were
performed with a 133Ba source at this same position.
Beginning with the April 2021 run, runs at the −1500 V
and −1000 V settings were extended to eight hours in
length, due in part to the decreasing activity of the detector
over time. This data-taking configuration continued for all
subsequent datasets.
We also measured the energy spectrum of the environ-

mental background radiation using the fourth, unirradiated
NaI detector in January 2022. In this measurement, the
unirradiated detector was placed in the same position
within the lead shield as crystal A.

V. ANALYSIS

A. Decay simulation

We used a GEANT4 (version 10.05.p01) simulation of the
crystal measurement setup to model the expected spectral
contributions from neutron-activated isotopes in the irra-
diated NaI crystal.
We simulated the decays of the 75 highest-activity

isotopes predicted to have been produced in the crystal
(by the beam activation simulation described in Sec. III C)
with half-lives> 9 days. The spatial distribution of isotopes
was assumed to follow the LANSCE beam profile inside the
NaI crystal. Radioisotopes activated in the crystal housing
components were also simulated under the simplifying
assumption that they were distributed uniformly within
the housing materials. The decay and energy deposition
processes were modeled using G4EMSTANDARDPHYSICS_

OPTION4, G4RADIOACTIVEDECAYPHYSICS, and
G4HADRONELASTICPHYSICS [34].
While GEANT4 can accurately model the energy deposits

from radioactive isotopes in the NaI crystal, the measured
scintillation light output in the crystal is known to be a
nonlinear function of the energy deposit [53]. Moreover,
because a single energy deposit can be partitioned in
multiple ways, a microscopic model of the light yield
nonlinearity is required, rather than a simple correction to
the total energy deposited per event [55]. In this work, we
use the semiempirical model of light yield nonlinearity
developed by Payne et al. [56], expressed as a differential
light yield (LY) correction factor η to the simulated
deposited energy (E) per step,

dðLYÞ ¼ dE × ηðdE=dxÞ; ð1Þ

where η depends on the stopping power dE=dx of the
particle in the NaI crystal

ηðdE=dxÞ ¼ η0
1 − ηe=h exp½ −ðdE=dxÞðdE=dxÞONS�

1þ ½ ðdE=dxÞ
ðdE=dxÞBIRKS�

; ð2Þ
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η0 is a calibration scaling factor, ðdE=dxÞONS ¼
36.4 MeV=cm is a fixed parameter in the light yield
model from Ref. [56], and we have taken ηe=h ¼ 0.33
and ðdE=dxÞBIRKS ¼ 366 MeV=cm to describe the exper-
imental data.
At each simulated interaction step of the radioactive

decay products, the scintillation light produced is calcu-
lated according to Eq. (1) using the stopping power from
Ref. [56]. The total scintillation light output of the decay
event is then taken to be the sum of the light output at
each step.
Since the stopping power is averaged along each

simulation step, large changes in particle energy during
a single step can cause numerical errors in the estimate of
the light yield. As a cross-check on our methodology, we
successfully replicated the light yield nonlinearity predicted
by an integration of the semiempirical model with a series
of simulated monoenergetic electrons, in GEANT4. The
particle production cut and maximum step size were critical
parameters to tune, to ensure the model reproduced the
analytical expectation; however, smaller values required
longer simulation times. The maximum values that gave
results which were consistent with the model were 5 μs and
200 nm and 200 nm, respectively.
Figure 9 compares the spectra obtained from the simu-

lated light yield to that obtained from the energy deposited,
for 125mTe and 113mIn—both are metastable isotopes which
emit fixed amounts of energy per decay. There is an
obvious difference between the photopeak locations given
by the light yield model versus the energy deposits, which
illustrates the effect of accounting for the scintillation
nonlinearity. The differences are in the opposite sense
for 125mTe compared to 113mIn. We attribute this to the fact
that 125mTe involves a cascaded transition of two lower-
energy gamma rays, whereas the 113mIn decay involves a

single gamma-ray emission. The NaI light yield non-
linearity increases with decreasing energy [56], 125mTe
leading to a positive shift for that isotope. All simulated
spectra used in our fits were corrected for scintillation
nonlinearity with the exception of 3H, as discussed in the
next section.

B. Fitting

Our fit model added the binned contributions of the
simulated isotope spectra and background components as
summarized in Table II. The isotopes included in the fit do
not include all simulated isotopes. Since the measurement
campaign described in this paper started 411.12 days after
the irradiation, isotopes with < 20 day half-lives were
excluded from the analysis. The exceptions are those
isotopes that are fed by longer-lived parents. In those
cases, isotopes with < 20 day half-lives were fixed to the
decay rates of their parents. A preliminary analysis of all
remaining isotopes indicated that some did not significantly
contribute to the observed energy spectrum. A likelihood
ratio test was used to remove isotopes from the fit that did
not contribute in a statistically significant way. We also
included the environmental background in our model, as
measured by the unirradiated NaI crystal in the same
geometry. An external 22Na background component from
activation of the crystal housing by the neutron beam was
also included, taken as the total contribution from 22Na. All
other contributions from the crystal housing were simulated
but found to be negligible.
In order to convert from the simulated scintillation

light output to a nominal energy scale, we normalized
the simulated spectra to the internal 40.12 keV 125I,
144.755 keV 125mTe, and 1275.5 keV 22Na peaks at high,
medium, and low gain settings, respectively. The simulated
scintillation spectra were also smeared with a Gaussian
function so as to reproduce the measured resolution of the

TABLE II. A summary of the spectral components included in
the fit models (see text for details).

Component Notes
3H
22Na
109Cd 109mAg assigned equal activity
113Sn 113mIn assigned equal activity
121mTe 121Te assigned equal activity
123mTe
125I
125mTe
127mTe
123Sn Nuisance parameter
101Rh Nuisance parameter
22Na in housing Nuisance parameter
Room background Nuisance parameter

FIG. 9. The simulated spectra of uncorrected energy deposits
(red) and after applying the light yield nonlinearity model (black)
in the crystal for 125mTe (solid lines) and 113mIn (dashed lines).
Note that the inclusion of the light yield nonlinearity shifts the
peaks in opposite directions as described further in the text.

R. SALDANHA et al. PHYS. REV. D 107, 022006 (2023)

022006-8



NaI crystals. The width of the Gaussian smearing was
energy dependent, with a functional form of

σ

E
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
0 þ

p2
1

E
þ p2

2

E2

r
; ð3Þ

where the parameters p0, p1, and p2 were determined
by a fit to the experimental data at each gain setting.
As reference, the resolution at 25, 250, and 1250 keV
(corresponding to values within the three measured
gain settings) were found to be 5.9%, 3.5%, and 3.2%,
respectively.
We used these smeared simulated spectra generated

by the light yield model described in Sec. VA without
modification for all isotopes except 3H, 123mTe, and 121mTe.
The modifications to the metastable tellurium spectra were
limited to their peaks at 247.4 and 294.0 keV. These peaks
consist of summed contributions of two nuclear transitions
where the relative NaI light yield is quite different between
the two transitions. Although the light yield model
improved the performance of the fit relative to simply
using the energy deposited in the crystal, the residual
modeling error of these features was large enough to
warrant manually scaling the simulated photopeaks by
approximately 1% to the measured values, in order to
prevent systematic uncertainties in the model. Using the
light yield model for the 3H spectrum gave a measurably
worse fit to the low-energy part of the spectrum, both by
eye and in terms of the fit likelihood. We do not know why
the 3H performed poorly, while all other spectral compo-
nents were improved by the light yield model. We speculate
that our calibration of the Payne model [56] with gamma
rays may be partially to blame, since 3H is a pure beta
emitter. Determining the cause of this modeling deficiency
is beyond the scope of this work. We have used the 3H
energy deposit in our analysis, since that best reproduces
the measured spectrum. We have also taken this difference
in modeling approach for 3H as a systematic uncertainty.
The fits maximized the joint likelihood of the model,

given the measured low, medium, and high gain data. The
fit ranges at these gain settings were (2.55–50), (50–450),
and (450–1600) keV, respectively. The upper limits to the
fit ranges were set conservatively to ensure that there was
negligible influence of photomultiplier nonlinearity in the
data. The regions of nonlinearity were determined by
examining both the distribution of the waveform height
to charge integral ratio and comparisons of the calibrated
energy spectra with simulated energy spectra. The 2.55 keV
minimum energy was driven by a trigger threshold analysis
of the experimental measurements to ensure our measure-
ments had ∼100% trigger efficiency. The fit was achieved
using a Markov chain Monte Carlo (MCMC) sampling of
the fit parameters, which made use of the Metropolis-
Hastings algorithm [57]. The MCMC sampling typically
achieved a better maximum likelihood than a gradient

descent optimizer, presumably due to the presence of local
minima. The MCMC sampling was continued for long
enough to sample the posterior distributions of the fit
parameters, allowing a reasonable estimate of the fitting
uncertainty.
The fitting methodology proceeded in two steps. First, a

month-by-month analysis treated each set of measurements
at a given time independently of measurements at other
times. The monthly fits allowed a comparison of the time
dependence of the fitted spectral components with the
expected behavior given by the decay rate of the isotopes.
This analysis was used as a cross-check to ensure that we
correctly identified the features of the spectrum with the
corresponding isotopes. Second, a simultaneous fitting
analysis was performed to extract the final isotopic activ-
ities. The simultaneous fit considered all spectrum mea-
surements as part of a single combined likelihood fit, where
the time dependence of the isotopic spectral components
was fixed by the known nuclear decay half-lives for the
relevant isotopes. The details and results of the two fitting
steps are described in detail below.

1. Month-by-month fitting

An example of a measurement at the three gain settings
and the maximum likelihood fit estimate is shown in
Fig. 10. The spectrum exhibits a number of readily
identifiable components, including the 3H beta distribution
at low-energy, multiple x-ray and gamma-ray peaks, and a
continuum contribution from 22Na that dominates at high
energy. Indeed, most isotopic components create at least
one feature in the spectrum where they are the sole or
dominant contributor, and this has allowed the fit to
constrain their activity at each measurement in what is a
relatively complicated spectrum. Exceptions to this are the
127mTe=127Te chain, which has its largest contribution as a
minority component of the unresolved peak at approxi-
mately 90 keV, as well as the components designated as
nuisance parameters that are discussed below.
The time dependence of activities for selected isotopes,

as determined by the month-by-month fits, are plotted in
Fig. 11. Most isotopic components appear to follow an
exponential decay. Over the first two months, the 22Na and
123Sn do not follow an exponential decay, with the
activities anticorrelated. This anomalous behavior
appears to be due to the lack of data in the high-energy
range for the first two months, which would otherwise
constrain the 22Na component. At lower energies, both
isotopes contribute a subdominant broad continuous
spectrum, suggesting the fit finds it difficult to discrimi-
nate between the relative contributions. Other isotopic
contributions appear to be less affected, although there are
similar anomalies for the external 22Na and room back-
ground components.
We have fitted the time-dependent behavior of the

isotopes with an exponential function for all but the first
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two months (see Fig. 12), as a check of the fit model’s
robustness and a cross-check that the spectral features are
being associated with the correct isotope. We note that,
even after excluding the first two months, 123Sn and 101Rh
do not appear to follow an exponential decay. These
isotopes are only present in the fit at subdominant levels,

(a)

(b)

(c)

FIG. 10. The experimental measurement of the induced activity
at February 2021 (blue) and the result of the month-by-month
fitting (black) at PMT voltages of (a) −1500, (b) −1000, and
(c) −800 V. The most important isotopes contributing to the fit in
each energy range are also shown (dashed lines).

FIG. 11. The time dependent activity returned by the month-by-
month fitting. The dashed lines indicate the best fits to an
exponential decay. The deduced half-lives are compared with
literature values in Fig. 12.
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and we have taken these, along with the room background
and external 22Na component, as nuisance parameters in
our model. The fitted half-lives for the remaining isotopes
agree fairly well with the nuclear data, with the ratio of the
fitted value to the accepted nuclear data half-life deviating
most from unity for 127mTe (1.80� 0.32), followed by
125mTe (1.32� 0.10). Overall, the results in Fig. 12 are
sufficiently close to the expected nuclear data half-lives to
confirm that our model is correctly identifying the isotopes
associated with the measured spectral components.

2. Simultaneous fitting

Once we confirmed that we had correctly identified the
spectral components, for our final results, we analyzed the
data by considering all measurements, both over time and at

different voltages, as part of a single combined likelihood
fit. The external background was taken to be constant in
time, while the time dependence of the activated isotopic
spectral components was fixed by the relevant decay rate
given by the nuclear data. For all activation components
except 125mTe, the time profile of the activity over the span
of the measurements is expected to be a single exponential,
dominated by the half-life of a single isotope (see details in
Sec. VI). 125mTe (57.4 day half-life) can either be directly
produced by the beam or be produced through the decay of
125Sb (2.76 year half-life). Both half-lives are long enough
that both direct production and radioactive decay could
contribute significantly to the 125mTe decays seen in the
data. Furthermore, since 125Sb did not contribute in a
statistically meaningful way to the fit, its contribution is
only visible to our model via the decay behavior of 125mTe.
It is impossible to determine the time dependence of 125mTe
without imposing a production model predicting the ratio
of direct activation to feeding, so we have allowed its
monthly contributions to float in the fit and have recovered
an estimate of the 125Sb activity using a fit to that time
dependence.
The maximum likelihood fit to the data at four different

times, separated by approximately 3 months each, is shown
in Fig. 13. These measurements illustrate the decay of the
various spectral components and their reproduction by the
fit model. The overall likelihood for the simultaneous
fitting model was less than the combined likelihood for
the monthly fitting models, and a likelihood ratio test
suggested that there was a nonstatistical component to this
decrease. We attribute the difference to deficiencies in our
energy scale and energy resolution model, which are
accounted for in the systematic uncertainty estimation
detailed below.

FIG. 13. The data across the entire energy range for the December 2020 (blue), March 2021 (green), Jun 2021 (red), September 2021
(orange), and December 2021 (purple) measurements, and the simultaneous fit at those times with a corresponding color and a lighter
shade. The spectral features are labeled with the identity of the isotope primarily responsible for each feature.

FIG. 12. The half-lives for the isotopes produced in the NaI, as
determined by an exponential fit to their monthly activities
returned by the fit (black), along with the fit uncertainties.
The nuclear data values are also shown (red).
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Excluding the nuisance parameters, the statistical uncer-
tainties in the isotopic activities estimated using the MCMC
sampling was less than 1%, with the lowest uncertainty of
0.07% coming from 22Na, which is well constrained over a
large swathe of the high-energy spectrum. Of the isotopes
that were fit with a known exponential decay (all except
125mTe), the 127mTe=127Te activity had the highest statistical
uncertainty at 0.73%, due to its subdominant contribution
to the spectrum.
The time-dependent activity of 125mTe is less well con-

strained because no a priori time dependence was assumed
by the simultaneous fit. Its activity over time is shown in
Fig. 14 where it can be seen that a single exponential fit is
inadequate to describe the data. Instead, we have used a
double exponential fit, with decay rates constrained to
those known for 125mTe and 125Sb, to extract the activities of
the two components: direct beam-produced 125mTe and
125mTe produced through the decay of the longer-lived
125Sb. We use the fitted exponential components to extract
the rate of direct beam-produced 125mTe [ð8.68� 0.95Þ Bq
(becquerel)] and decay-produced 125mTe [ð0.28� 0.03Þ Bq]
at the reference time. The decay-produced 125mTe rate is
then used to calculate the 125Sb rate using the known decay
branching ratio.
The activity values and their uncertainties are reported in

Table III. The 125mTe activity was fitted using the double
exponential described above, and the value reported in the
table is the fitted value at the reference time. We considered
systematic uncertainties associated with an imperfect
knowledge of the energy calibration and energy resolution,
as well as due to the treatment of the 3H energy scale. To
estimate the energy calibration uncertainty, we have evalu-
ated the variation of the ratio of the calibration peak used to
set the energy scale to a nearby calibration peak at each

gain setting, for every measurement. A ratio was preferred
to the absolute value to normalize monthly gain variations,
which were already accounted for in the calibration
process. For the resolution, the variation of the absolute
value of the resolution was used. For both the resolution
and the energy scale, we have taken the maximum observed
variation, independently applied increases and decreases to
the energy scale or resolution of the simulated data by this
amount, and used these modified simulations to repeat the
fitting analysis, returning activity values subject to these
variations. We have then taken the magnitude of the largest
of these activity variations as an estimate of the standard
deviation associated with this systematic. This is a
conservative approach to this systematic, as it assumes
any variation is both extreme and occurs in the same sense
for all gain settings and every measurement time. For the 3H
energy scale modeling, we have taken the difference in
activity returned by the fit between the light yield model
and energy deposit model for 3H as an estimate of the
standard deviation of this systematic. 3H was the only
isotope appreciably affected by this systematic. The energy
calibration, energy resolution, and 3H modeling systematic
uncertainties were combined assuming that they are inde-
pendent and normally distributed. The systematic uncer-
tainty in the energy scale dominates the overall uncertainty
for most isotopes.

VI. PREDICTED BEAM PRODUCED ACTIVITIES

If the neutron beam had an energy spectrum identical to
that of cosmic-ray neutrons, we could simply estimate the
cosmogenic production rate by scaling the measured
activity by the ratio of the cosmic-ray neutron flux to that
of the neutron beam flux. However, the beam spectrum falls
off faster at higher energies than that of cosmic rays (see
Fig. 5), and a simple scaling by flux would not account for
production at the highest energies (> 600 MeV). Thus, we

TABLE III. The measured activities at the reference time of
411.12 days after the irradiation, for isotopes included in the
simultaneous fitting model. The 125mTe and 125Sb activities
were inferred from the time-dependence of the 125mTe peak
(see text for details).

Isotope Activity (Bq)
3H 7.797� 0.207ðsysÞ � 0.007ðstatÞ
22Na 22.987� 0.971ðsysÞ � 0.016ðstatÞ
109Cd 3.534� 0.409ðsysÞ � 0.005ðstatÞ
113Sn 3.231� 0.235ðsysÞ � 0.010ðstatÞ
121mTe 15.834� 0.574ðsysÞ � 0.012ðstatÞ
123mTe 13.791� 0.693ðsysÞ � 0.015ðstatÞ
125I 22.361� 1.359ðsysÞ � 0.027ðstatÞ
125Sb 1.206� 0.132ðsysÞ � 0.069ðstatÞ
125mTe 8.683� 0.948ðsysÞ � 0.077ðstatÞ
127mTe 2.321� 1.763ðsysÞ � 0.017ðstatÞ

FIG. 14. The time dependence of the 125mTe activity. The data
(red) are well described using a model (blue) with decays from
initial 125mTe production as well as feeding from 125Sb. The
individual exponential components due to 125mTe (solid black)
and 125Sb (dashed black) are shown for comparison.
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must rely on a model for the energy dependence of the
production cross sections to extrapolate from the beam
measurement to the cosmogenic production rate across the
entire energy spectrum. In this section, we compare the
prediction of different cross section models to our exper-
imentally measured activities in order to evaluate the scale
factor needed to make the model agree with our beam
measurement. That scale factor is then used in Sec. VII to
calculate the final cosmogenic production rates.

A. Beam production predictions

We evaluated the production of isotopes in the NaI
crystal using the GEANT4 beam simulation described in
Sec. III with three different built-in high-energy physics
libraries, INCLXX [27,28], BERTINI [29–32], and Binary
Cascades (BIC) [33]. To evaluate the systematic uncertain-
ties in these predictions, we propagated the uncertainties in
the beam fluence and target thickness using the thin target

formula for the predicted number of atoms of isotope Nm;i
(atoms), produced by the beam

Nm;i ¼
X

x¼Na;I

ρa;x

Z
SðEÞ σm;i;xðEÞdE; ð4Þ

where x is either 23Na or 127I, ρa is the areal number density
of the target atoms (atoms=cm2), SðEÞ is the energy
spectrum of neutrons (neutrons=MeV), and σm;iðEÞ (cm2)
is the isotope production cross section for a given physics
list model m and isotope i. In addition to being produced
directly by neutron interactions from the beam, some
isotopes can also be produced through the radioactive
decay of other radioisotopes produced by the beam (e.g.
125Sn → 125Sb → 125mTe). For each isotope that contributes
to the fit of the experimentally measured spectrum, we
reviewed the corresponding nuclear data sheets and made
sure to track the production of all possible parent isotopes

TABLE IV. Predicted production and activity of isotopes from beam activation of NaI crystal C according to GEANT4 cross section
models INCLXX, BERTINI, and BIC. The first column indicates the primary isotope(s) that contribute to the visible energy spectrum.
The second column lists all the isotopes directly produced by the beam that feed the production of the primary isotope. Under each cross
section model, we list the predicted number of feed isotope atoms produced by the beam exposure and the predicted activity of the
primary isotope(s) due only to that specific feed isotope at the reference measurement time. The total activity of the primary isotope at
the reference time is then given by the sum of the predicted activities across all feed isotopes.

Primary
isotope

Feed
isotope

INCLXX BERTINI BIC

Beam production
(atoms)

Activity
(Bq)

Beam production
(atoms)

Activity
(Bq)

Beam production
(atoms)

Activity
(Bq)

3H 3H ð6.05� 0.87Þ × 109 10.1� 1.4 ð1.56� 0.23Þ × 109 2.62� 0.39 ð3.89� 0.50Þ × 109 6.50� 0.84
22Na 22Na ð9.05� 0.66Þ × 109 56.6� 4.1 ð3.54� 0.33Þ × 109 22.1� 2.1 ð9.59� 0.71Þ × 109 60.0� 4.4
109Cd, 109mAg 109Sb ð1.3� 1.2Þ × 105 < 0.005 ð1.58� 0.57Þ × 106 0.01� 0.01 ð2.2� 1.7Þ × 105 < 0.005

109Sn ð3.74� 0.91Þ × 107 0.35� 0.09 ð1.90� 0.46Þ × 108 1.80� 0.44 ð3.33� 0.85Þ × 107 0.31� 0.08
109In ð1.57� 0.35Þ × 108 1.48� 0.33 ð1.10� 0.28Þ × 108 1.04� 0.26 ð1.30� 0.31Þ × 108 1.23� 0.29
109Cd ð2.56� 0.54Þ × 108 2.44� 0.52 ð6.2� 1.6Þ × 107 0.59� 0.15 ð2.11� 0.46Þ × 108 2.01� 0.44
Sum 4.28� 0.93 3.44� 0.85 3.56� 0.80

113Sn, 113mIn 113Te ð1.8� 1.1Þ × 105 < 0.005 ð1.28� 0.25Þ × 108 0.75� 0.15 ð1.00� 0.38Þ × 106 < 0.01
113Sb ð9.8� 1.8Þ × 107 0.56� 0.10 ð2.05� 0.39Þ × 108 1.18� 0.23 ð1.21� 0.25Þ × 108 0.70� 0.14
113mSn ð6.1� 1.0Þ × 108 3.22� 0.56 ð0.1� 1.0Þ × 105 < 0.005 ð7.4� 1.3Þ × 108 3.91� 0.69
113Sn ð1.17� 0.20Þ × 108 0.69� 0.12 ð4.83� 0.91Þ × 108 2.84� 0.54 ð1.39� 0.24Þ × 108 0.82� 0.14
Sum 4.47� 0.78 4.77� 0.91 5.43� 0.96

121mTe, 121Te 121Xe ð8.9� 2.5Þ × 106 < 0.005 ð2.09� 0.57Þ × 107 < 0.005 ð1.61� 0.47Þ × 107 < 0.005
121I ð1.24� 0.11Þ × 109 0.02� 0.01 ð5.10� 0.42Þ × 109 0.06� 0.05 ð2.00� 0.18Þ × 109 0.03� 0.02

121mTe ð1.87� 0.18Þ × 109 16.5� 1.6 ð7.2� 3.0Þ × 105 < 0.01 ð2.71� 0.25Þ × 109 23.98� 2.28
121Te ð3.95� 0.37Þ × 108 < 0.005 ð2.72� 0.25Þ × 109 < 0.005 ð5.45� 0.49Þ × 108 < 0.005
Sum 16.6� 1.6 0.07� 0.05 24.0� 2.3

123mTe 123mTe ð2.17� 0.18Þ × 109 13.4� 1.1 ð6.4� 2.6Þ × 105 < 0.005 ð2.47� 0.20Þ × 109 15.2� 1.2
125I 125I ð1.18� 0.08Þ × 1010 13.10� 0.90 ð218� 0.15Þ × 1010 24.4� 1.6 ð1.61� 0.11Þ × 1010 18.0� 1.2
125Sb 125Sn ð3.06� 0.42Þ × 107 0.18� 0.02 ð9.0� 1.9Þ × 106 0.05� 0.01 ð7.9� 2.0Þ × 106 0.05� 0.01

125Sb ð5.80� 0.54Þ × 108 3.62� 0.36 ð1.46� 0.17Þ × 108 0.91� 0.11 ð2.04� 0.22Þ × 108 1.27� 0.15
Sum 3.80� 0.38 0.96� 0.12 1.32� 0.16

125mTe 125mTe ð1.27� 0.10Þ × 109 1.23� 0.14 - - ð9.59� 0.74Þ × 108 0.93� 0.10
127mTe, 127Te 127mTe ð1.10� 0.07Þ × 109 5.68� 0.36 ð1.1� 1.1Þ × 105 < 0.005 ð3.46� 0.23Þ × 108 1.79� 0.12
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in the decay chain that “feed” the “primary” isotope of
interest for the spectral fit. The predicted beam production
and uncertainties for all feed isotopes relevant to primary
isotopes in the spectral fit of the data are shown in Table IV.

B. Decay corrections

In order to compare with the experimental measure-
ments, one has to account for the radioactive decay of each
of the isotopes. Since the beam-induced activity is many
orders of magnitude larger than the natural cosmogenic-
induced activity (the sea-level exposure required to have
the same number of neutrons above 10 MeV pass through
the crystal is roughly 5 × 105 years), any preexisting or
postbeam cosmogenic activation can be ignored. The
number of isotope atoms at any given time t since the
beam exposure (t ¼ 0) is given by the Bateman equation
without source terms

Nm;nðtÞ¼
Xn
i¼1

Nm;ið0Þ
�Yn−1
j¼i

λjbj;jþ1×
Xn
j¼i

�
e−λjtQ

n
k≠j
k¼i
ðλk−λjÞ

��
;

ð5Þ

where Nm;iðtÞ is the number of atoms of the ith isotope in
the decay chain at time t according to the cross section
model m, λj is the decay constant of the jth isotope, and
bj;jþ1 is the branching ratio between the j and jþ 1

isotopes. For primary isotopes that are only directly
produced by the beam, the above equation simplifies to
a single exponential decay, which was calculated analyti-
cally based on the known half-lives. For primary isotopes
that are part of a decay chain, we used GEANT4 to simulate
the decay time profiles, in order to automatically incorpo-
rate the correct branching ratios and half-lives for each of
the isotopes. From the simulation, it was found that, while
several beam-produced isotopes contribute to the observed
decay rate at the time of the measurement, the long time
between beam exposure and measurement time meant that
the decay time profile of all fit isotopes, except for 125mTe
(discussed in Sec. V), followed a single exponential decay
with a half-life corresponding to a single long-lived
isotope. For these decay chain estimates, the additional
statistical uncertainty in determining the activity from the
simulation was included in the overall uncertainty. The
activity of the primary isotope due to the contribution of
each individual feed isotope, calculated at the reference
time of the first measurement, i.e. December 18, 2020
(t ¼ 411.12 days≡ T), is shown in Table IV, along with
the sum of all the contributions. As can be seen in the
Table IV, there are some isotopes (e.g. 109Sb and 121Xe) that
have significant beam production but, according to all cross
section models, contribute less than 1% to the primary fit
isotope at the time of the measurement. Since our exper-
imental data do not have sensitivity to these isotopes, they
are not considered for further analysis. We note that our

early HPGe measurement identified several primary iso-
topes (e.g. 109In and 121I) that can feed the observed long-
lived isotopes. Those measurements (not reported here) will
be used in the future to further constrain the activation
models.

C. Comparison to measurement

To quantitatively compare our measured activities of
isotopes in the fit to the predictions of each cross section
model m, we calculate a scale factor Sm;i,

Sm;i ¼
FiðTÞ

λiNm;iðTÞ
; ð6Þ

where Fi is the fit results for the activity of isotope i at
reference time T (see Table III). Sm;i is the multiplicative
factor needed for the cross section model m to agree with
the measurements of the activity of isotope i. We note that
this scale factor incorporates all the values and uncertainties
associated with the experimental measurement, with the
numerator including the counting and fit results and the
denominator including the beam exposure and target
crystals. The scale factor for each primary isotope is shown
in Table V. Since the time profile of the fit results for 125mTe
tells us the activity of 125mTe produced directly by the beam
separately from that produced by the decays of 125Sb and
other parent isotopes (see Sec. V), we have separated out
the predictions for 125mTe and 125Sb.
It can be seen that the BERTINI model has the most

accurate predictions (scale factor close to 1) for 22Na, and
125I, favoring the more recent experimental measurements
of 22Na production by Uwamino et al. [37] and consistent
with the comparison to the 125I experimental cross sections
discussed in Sec. II. However, it severely underestimates
the production rates for all metastable states (e.g. 123mTe
and 127mTe). This behavior appears to be a known issue for
our version of GEANT4 [58], and we therefore exclude the

TABLE V. Scale factor of the measured activity compared to
the total predicted activity from each model [see Eq. (6)].

Primary isotope

Scale factor

INCLXX BERTINI BIC
3H 0.77� 0.11 2.98� 0.45 1.20� 0.16
22Na 0.41� 0.03 1.04� 0.11 0.38� 0.03
109Cd, 109mAg 0.83� 0.20 1.03� 0.28 0.99� 0.25
113Sn, 113mIn 0.72� 0.14 0.68� 0.14 0.60� 0.11
121mTe, 121Te 0.96� 0.10 � � � 0.66� 0.07
123mTe 1.03� 0.10 � � � 0.91� 0.09
125I 1.71� 0.16 0.92� 0.08 1.24� 0.11
125Sb 0.32� 0.05 1.26� 0.22 0.92� 0.16
125mTe 7.1� 1.1 � � � 9.3� 1.5
127mTe 0.41� 0.31 � � � 1.30� 0.99
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BERTINI predictions for all primary metastable isotopes in
the remainder of this work.

VII. COSMOGENIC NEUTRON ACTIVATION

Having evaluated the scale factor for each isotope and
cross section model, we may now compute their rates of
cosmogenic neutron activation at sea level. The production
rate of a given isotope in a sodium iodide crystal, Pm;i, in
units of atomsðkg sÞ is given by

Pm;i ¼
X

x¼Na;I

nx

Z
ΦðEÞ σm;i;xðEÞdE; ð7Þ

where m is again the assumed cross section model and x is
either 23Na or 127I. Here, n is the number of target atoms per
unit mass of NaI (atoms/kg), ΦðEÞ is the cosmic-ray
neutron flux [neutrons=ðcm2 sMeVÞ], and σ is the pro-
duction cross section (cm2). The integral is evaluated from
1 MeV to 10 GeV, with the lower bound set by the typical
nuclear reaction threshold and the upper bound determined
by the negligible flux of cosmic-ray neutrons above this
energy.
There have been several measurements and calculations

of the cosmic-ray neutron flux (see, e.g., Refs. [59–61]).
The intensity of the neutron flux varies with altitude,
location in the geomagnetic field, and solar magnetic
activity—though the spectral shape does not vary as
significantly—and correction factors must be applied to
calculate the appropriate flux [62]. The most commonly

used reference spectrum for sea-level cosmic-ray neutrons
is the so-called Gordon spectrum [52] (shown in Fig. 5),
which is based on measurements at five different sites in the
United States, scaled to sea level at the location of New
York City during the midpoint of solar modulation. We
used the parametrization given in Ref. [52], which agrees
with the data to within a few percent. The spectrum
uncertainties at high energies are dominated by uncertain-
ties in the spectrometer detector response function (< 4%
below 10 MeV and 10–15% above 150 MeV). We have
assigned an average uncertainty of 12.5% across the entire
energy range.
The predicted production rates for the cross section

models considered are shown in the unscaled columns of
Table VI. While the cross section is not experimentally
known across the entire energy range and each of themodels
predicts a different energy dependence, the similar shapes of
the LANSCE beam and the cosmic-ray neutron spectrum
allow us to greatly reduce the systematic uncertainty arising
from the cross sections. We obtain our best estimates for the
neutron-induced cosmogenic production rate for a given
isotope and cross section model by multiplying the pro-
duction rate given in Eq. (7) by its corresponding scale factor
(obtained by requiring the model predictions match the
measurements on the LANSCE beam)

P0
m;i ¼

X
x¼Na;I

nx

Z
ΦðEÞ ½Sm;iσm;i;xðEÞ�dE

¼ Pm;i Sm;i: ð8Þ

TABLE VI. Predictions of activation rates for NaI crystals exposed to the Gordon cosmogenic neutron flux [52] for each of the cross
section models considered. The first column for each model shows the rates directly calculated from the model, while the second column
shows the rates multiplied by the scale factor derived from comparing the model to the measurement made with the LANSCE beam.

Isotope

INCLXX BERTINI BIC

Unscaled production Scaled production Unscaled production Scaled production Unscaled production Scaled production

(atoms/kg/day) (atoms/kg/day) (atoms/kg/day) (atoms/kg/day) (atoms/kg/day) (atoms/kg/day)
3H 99� 12 76� 15 32.1� 4.0 96� 19 57.4� 7.2 69� 12
22Na 117� 15 47.7� 7.2 46.9� 5.9 48.8� 7.9 123� 15 47.0� 7.1
109Cd 3.54� 0.44 2.92� 0.81 1.14� 0.14 1.17� 0.35 3.07� 0.38 3.05� 0.86
109In 2.34� 0.29 1.93� 0.53 1.76� 0.22 1.81� 0.54 2.08� 0.26 2.07� 0.59
109Sn 0.57� 0.07 0.47� 0.13 3.02� 0.38 3.10� 0.93 0.66� 0.08 0.65� 0.18
113Sb 1.24� 0.16 0.90� 0.20 2.70� 0.34 1.83� 0.44 1.77� 0.22 1.05� 0.24
113Sn 1.40� 0.17 1.01� 0.23 6.37� 0.80 4.3� 1.0 1.76� 0.22 1.04� 0.24
113Te < 0.01 < 0.01 1.56� 0.20 1.06� 0.25 0.015� 0.002 0.009� 0.002
113mSn 7.72� 0.96 5.6� 1.3 < 0.01 � � � 9.5� 1.2 5.6� 1.3
121mTe 25.0� 3.1 23.8� 3.9 < 0.01 � � � 36.7� 4.6 24.1� 3.9
123mTe 28.7� 3.6 29.6� 4.7 < 0.01 � � � 34.8� 4.3 31.5� 5.0
125I 160� 20 272� 42 291� 36 267� 41 219� 27 273� 42
125Sb 7.76� 0.97 2.47� 0.50 1.92� 0.24 2.42� 0.52 2.75� 0.34 2.52� 0.54
125Sn 0.29� 0.04 0.09� 0.02 0.028� 0.004 0.04� 0.01 0.05� 0.01 0.04� 0.01
125mTe 17.5� 2.2 124� 25 < 0.01 � � � 13.6� 1.7 127� 25
127mTe 13.3� 1.7 5.4� 4.2 < 0.01 � � � 4.45� 0.56 5.8� 4.5
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The resultant values are shown in the second column under
each cross section model heading in Table VI.
The spread in the values for the different cross section

models is an indication of the systematic uncertainty in the
extrapolation from the LANSCE beam measurement to the
cosmic-ray neutron spectrum. If the LANSCE neutron-
beam spectral shape was the same as that of the cosmic-ray
neutrons, or if the cross section models all agreed in shape,
the central values of the scaled production rates would be
identical. We therefore use the average of the central values
across all cross section models as our combined central
value and the standard deviation of the central values as our
estimate of the uncertainty due to the cross section shape,
which is then combined with the other uncertainties that
arise from our experimental measurements and the cosmic-
ray neutron flux. Table VII shows the final central values
and uncertainties for the cosmic neutron activation rates,
along with the individual contributions to the total uncer-
tainties. For ease of comparison with previous measure-
ments and use by future experiments, we have combined
the contributions of short-lived (T1=2 < 10 days) isotopes
(including the relevant branching ratios) that feed the
primary long-lived isotope of relevance for dark matter
searches.

VIII. DISCUSSION AND SUMMARY

The cosmogenic production rates for several of the
isotopes reported in Table VII have been reported pre-
viously using estimates of the ambient cosmic-ray exposure
of NaI crystals above ground, before measurement under-
ground in a low-background environment [15,16,19,20]. A
comparison between these measurements and our results
are given in Fig. 15. Values reported for the ANAIS-112
experiment use the weighted average of their results across
all crystals, and the COSINE-100 values shown use the

weighted sum of all crystals reported except for crystals 3
and 4, which have complicated exposure histories. No
uncertainties are reported for the measurements from the
DM-Ice17 experiment.
Overall, we obtain good agreement with the previously

reported values for most isotopes. This is noteworthy
because our methodology differs significantly from the
previous approaches and is therefore subject to quite
different experimental systematics. Our cosmogenic pro-
duction rates only account for the production from neutron
interactions, while ambient cosmic-ray exposure will con-
tain small contributions from other high-energy particles,

TABLE VII. Final cosmogenic neutron activation rates for isotopes in NaI crystals. Isotopes in parentheses are short-lived isotopes
whose decays feed the primary isotope and whose contributions, with the appropriate branching ratio, are included in the calculated
activation rate. The third, fourth, and fifth columns show the contributions of the different components to the overall uncertainty shown
in the sixth column.

Isotope

Cosmic neutron
activation rate

Experimental
uncertainty

Cross section
uncertainty

Cosmic neutron
uncertainty

Total
uncertainty

(atoms/kg/day) (%) (%) (%) (%)
3H 80� 21 15 17 13 26
22Na 47.8� 7.8 10 2.0 13 16
109Cdðþ109Inþ 109SnÞ 5.7� 1.8 27 6.6 13 31
113Snðþ113mSnþ 113Sbþ 113TeÞ 7.1� 1.7 20 1.9 13 24
121mTe 24.0� 3.9 10 0.95 13 16
123mTe 30.5� 5.0 9.8 4.4 13 16
125I 271� 42 9.2 1.2 13 16
125Sbðþ125SnÞ 2.53� 0.55 18 2.6 13 22
125mTe 125� 25 16 1.7 13 20
127mTe 5.6� 4.4 76 4.6 13 77

FIG. 15. Comparison of the results from this work (black
circles) to previously measured comsogenic production rates
(colored circles) in ANAIS-112 [15,19], DM-Ice17 [20], and
COSINE-100 [16]. Also shown (colored triangles) are averaged
calculations of tritium production from ANAIS [15] and esti-
mates from the ACTIVIA [15,63,64] semiempirical model. See
Sec. VIII for details.
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notably protons and muons. The contribution from
protons is expected to be ≲10% relative to that from
neutrons [15], and the contribution from muons is expected
to be even smaller.
As seen in Fig. 15, our measurements agree, within

uncertainties, with all the isotopes previously measured by
ANAIS-112 [15,19] except for 125mTe. They report a 125mTe
production rate of 28.2� 1.3 atoms=kg=day compared to
our measurement of 125� 25 atoms=kg=day. For both
measurements, the estimate is driven by the time evolution
of the peak at 145 keV (see Figs. 13 and 14), which is found
to be consistent with the known 125mTe half-life (in our case
after subtracting the contribution of 125Sb). The origin of
the discrepancy is not understood.
Our measured 22Na production rate is in good agree-

ment with that reported by ANAIS-112, but both mea-
surements differ from the value reported by COSINE-100.
We note that isotopes of elements other than sodium and
iodine present in the starting NaI powder are typically
removed during the crystal growth process. However, 22Na
is chemically identical to the stable Na isotope, and thus
the amount present in the crystal will also depend upon the
history of the NaI powder, not just the postgrowth crystal
exposure. We speculate that the discrepancy in the
COSINE-100 results may be due to the exposure of the
NaI powder prior to crystal manufacture that was not
accounted for. One would expect similar differences in the
estimated production rates of 125I, though the shorter half-
life mitigates the effect.
Figure 15 also shows predictions from the semiempirical

cosmogenic activation code ACTIVIA [63], as reported in
Refs. [15,64], which is often used to predict the cosmo-
genic activation of low-background experiments. The
ACTIVIA results in general disagree with our measure-
ments, and given the consistency amongst experimental
results, we recommend that the experimental values be used
to estimate the activation rate of isotopes that may be
critical backgrounds.
Our results include the first experimental determination

of the cosmogenic neutron activation rate for 3H. It agrees
remarkably well with the analytical calculations of 3H
production from cosmogenic neutrons in Ref. [15], where
several different cross section models were considered in
different energy regimes and integrated with the same
Gordon cosmogenic neutron spectrum used in this work
(though they did not include the corresponding systematic
uncertainty in the neutron spectrum). The overall range of
all such calculations was used to estimate a value of
83� 27 atoms=kg=day. Our measured tritium production
rate yields activities that are in agreement with the observed
tritium activities seen in the COSINE and ANAIS experi-
ments, given their best estimates for their NaI crystal
exposure history.
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