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Abstract A group is said to have rational growth with respect to a generating set if the growth series
is a rational function. It was shown by Parry that certain torus bundle groups of even trace exhibits
rational growth. We generalize this result to a class of torus bundle groups with odd trace.
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1. Introduction

The Cayley graph I'(G; S) of a finitely generated group G equipped with a finite gener-
ating subset S allows us to study the group G using both combinatorial and geometric
methods. One invariant of the group that arises in this viewpoint is the growth func-
tion V(n;S) which was introduced by Schwarz and Milnor independently and is given
by the size of a ball of radius n in I'(G; S). The motivation for this invariant is geometric
as seen in case when G is the fundamental group of a Riemannian manifold where the
growth function of G gives a discrete approximation of the volume growth of the universal
cover of the manifold [19]. Moreover, it has been shown that the growth function has an
exponential growth when the manifold is negatively curved and has polynomial growth
when G is virtually nilpotent [11, 21].

Milnor asked whether the growth function is always either an exponential function or
a polynomial function. Moreover, he asked whether one can classify every group whose
growth exponent limlog V(n)/logn exists [12]. It was shown by Tits [20] that there is no
linear group of intermediate growth whereas it is known to be not true in general by work
of Grigorchuk [8]. For the second problem, Bass showed that virtually nilpotent groups
always have an integer degree of polynomial growth [1]. Finally, Gromov showed that a
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Rational growth in Torus bundle groups of odd trace 1081

group has polynomial growth if and only if it is virtually nilpotent [9] giving a complete
answer to Milnor’s question.

For nilpotent groups, one can ask how precisely the growth function V(n;.S) behaves
like a polynomial over Q. Towards this end, Pansu showed that the limit o =
lim,, o0 V(n; 9)/n? exists for nilpotent groups [14]. Thus, one may study whether o
is a rational number. One approach to this question is to study the growth series
>V (n; S)t™ associated with the growth function and use its analytic properties. If the
growth series is a rational function, for instance, one can then show that the limit « is
an algebraic integer which is a consequence of the coefficients being linearly recursive.

It turns out the rationality of the growth series has stronger implications to the com-
putability of the group with respect to a finite generating set. As a corollary to the fact
that V(n) is linearly recursive when the growth series is rational, one can then see the
group G always has a solvable word problem. Cannon showed the growth series for any
hyperbolic group is rational by essentially showing that all hyperbolic groups are strongly
geodesically automatic [5]. In fact, Neumann and Shapiro showed that the growth series
with respect to S is rational when the full language of geodesics in G is regular [13].

Little is known about what groups have rational growth with respect to some finite
generating subset. In fact, there are only a handful of classes of finitely generated groups
that are known to have rational growth with respect to any finite generating subset.
Virtually abelian groups were shown to have rational growth by Benson [2]. For Coxeter
groups, it was shown by Paris [15], and for solvable Baumslag—Solitar groups, it was
shown by Brazil, and independently by Collins, Edjvet, and Gill [3, 6]. Among these
classes of finitely generated groups, hyperbolic groups and virtually abelian groups are
also shown to have rational growth with respect to not only some fixed finite generating
set, but for all finite generating sets [2, 5]. This property is known as panrationality
and the only known example of a panrational group outside of virtually abelian groups
and hyperbolic groups is the integral Heisenberg group of dimension 3 [7]. In general,
the rationality of the growth of a group depends on the choice of generating subset. In
particular, this was demonstrated by Stoll [18] in the case of the integral Heisenberg group
of dimension 5. Stoll constructed two generating subsets for this group, one for which
the generating function associated with the growth function is rational and the other
where the generating function is not rational. Thus, a natural direction of research is to
investigate when a finitely generated group of interest admits finite generating subsets
that are rational, and we may consider the finite generating sets for which the group has
rational growth as algorithmically nicer than other generating sets.

Our interests are in the study of rationality of finitely presented solvable groups. Since
Kharlampovich [10] constructed examples of finitely presented solvable groups of derived
length 3 that have unsolvable word problem, we will focus on metabelian, i.e. solvable of
derived length 2, groups in this paper. In particular, we will focus on a family of torus
bundle groups given by G = Z? x Z. Parry showed that when the trace of the action is
even and at least 4, these groups have rational growth with respect to some generating
set [16]. We extend Parry’s result to the traces that are odd and at least 5.

Main Theorem. Let A = [(1) 21?—&1] € SL(2, Z) where 2k + 1 > 5. Then Z? x 5 Z has
rational growth with respect to the standard generating subset.
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It was shown that certain groups of the form Z™ x Z have a finite-index subgroup
which have rational growth in some finite generating set [4, 17]. Our work improves on
this result for m = 2 as we do not require passing to a finite-index subgroup. Moreover,
we are able to generalize and to streamline the proof given by Parry. In particular, we
define an invariant called the potential which makes the proof cleaner. We conjecture
that our argument can be applied to all torus bundle groups to get the following:

Conjecture 1. Any torus bundle group G = Z? x4 Z where A € SL(2, Z) has rational
growth with respect to some finite generating set.

1.1. Outline of the paper

The general structure of this work is as follows:

Section 2. In this section, we first recall the definition of a torus bundle group and its
structure and give a description of the word length with a specific choice of
generators.

Section 3. Following [16], we reduce the problem of finding the word with the shortest
length representing a group element into an optimization problem in the Lau-
rent polynomial ring over the integers. Such minimizing polynomial is called
the n-minimal polynomial. We also define a related notion called the n-reduced
polynomial given by a list of rules on coefficients.

Section 4. In this section, we give an explicit algorithm for rewriting any polynomial
into the n-reduced polynomial. We show that any n-minimal polynomial can
be rewritten so that it splits into n-reduced polynomial part and principal part
without increasing the length.

Section 5. With rewriting rules established in the previous section, we classify all cases
of n-reduced polynomials that require rewriting when you add 1. This will be
used to subdivide n-reduced polynomials into n-types and n-classes.

Section 6. Precise definition for the n-types and n-classes are given in this section. The
n-types and n-classes are defined recursively over the degree of the polynomial.
This recursive definition allows us to inductively compute the growth series
for n-reduced polynomials.

Section 7. In this section, we define the successor. We show that any n-reduced poly-
nomial with non-negative leading coefficient can be obtained by applying
successor repeatedly on 1 and that it is injective. When counting certain
n-classes and n-types is difficult, we will use the successor to count the
corresponding n-classes and n-types.

Section 8. Combining the results from § 6, we will find the growth series for the
n-reduced polynomial whose leading coefficient is non-negative. We then use
this to establish the rationality of the growth of the whole group.
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2. Torus bundle groups

In this section, we briefly give the definition of the class of torus bundle groups that we
are interested in and a description of their word metrics with respect to a specific choice of
finite generating subset. When given a finitely generated group G equipped with a finite
generating subset S, we write ||g||s to be the minimal length over all representatives of g
in the alphabet in S. When the generating subset is clear from context, we will suppress
the subscript.

Let T be the automorphism of Z? given by the matrix

0o -1
r= L 2k + 1}
with respect to the standard basis a = [}], b= [9] of Z2. Let (t) be the infinite cyclic
group generated by ¢. We define the action of ¢t on Z? by tx¢t~! =T - x for any z € Z?
and form the semidirect product G = Z? x (t). We will view elements of G as ordered
pairs (z, t") where z € Z? and n € Z. Thus, we may write G as

G ={a,b,t|[a,b] = 1,a’ = b,b" = a1p** 1)

where ¢g' =t gt~'. In particular, we will investigate the word growth of G' with respect
to the generating subset S = {a, b, t}.

2.1. Length of elements in G

Let g = (z, t™) € G. We may rewrite g where we collect consecutive factors which are
either a’s or b’s but not collecting consecutive factors which are either t’s or their inverses.
This allows us to write

g =t t" 2o t"? . xe_ " pp tT

where e € N, ng, ne € {—1,0, 1}, ny, ..., ne_1 € {—1, 1}, and a1, ..., z. € Z% We may
obtain the word length of ¢ by minimizing the sum

§:|ni|+§:\$i\» (1)
=0 i=1

where |z;| is the length of x; in Z? with respect to the generating subset {a, b}. We
rewrite the given expression for g as

g=(t"0 wy t70) - (T gy O L (tZ?:‘ol gt i ") i (2)

We then note that
i mi gy = Tiso ™ ¢ 72
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for each 0 < ¢ < e —1 and that t™ at~™ =T™ -z for all m € Z and x € Z2. Therefore,
we have that

(70 @y £70) « (E10 M gy g0y (120 M g, ¢ N0 ™) € 72,

By the above construction, we have that n = >;_ n;.
For notational simplicity, we let

q = max{0,ng,ng + ni,ng +n1 + na2,...,n}
and
p = max{0, —ng, —ng — Ny, —Ng — N1 — N2, ..., —n}.

Assume that n > 0. By combining terms according to the partial sums ng + ...+ n;, we
see that we will not increase the length of the expression in Equation (1). Thus, we may
rewrite Equation (2) as

9=ty pt?) - (P Yy ) L (1 ygt T 1"
q .
i=—p

for elements y_,, ..., y, € Z*. We furthermore obtain ||g|| by minimizing

q
2p+2q —n + Z lyil.

i=—p
We may suppose that y; = r; a + s; b with r;, s; € Z. Given that T'(a) = b, we may write
T'(y;) as
T'(yi) =i T*(a) + 5T (b) =7 T (b) + 5 T'(b)
where i > 0. If i < 0, then we may write T%(y;) as
T (y;) = T'(a) + s, T (b) = r;T"(a) + 5, T (a).

We have a similar situation for n < 0. Thus, if g = (x, t") € G, then ||g|| is the minimal
value of

P q
2p+2q — [n| + Y Iril + Y s
i=0 j=0

over all representatives of x given by

p q
x = Z T~ (a) + Z s5T7(b)
i=0 §=0
where g, ..., 1, 50, ..., s, are integers, p > max{0, —n}, and ¢ > max{0, n}. Lastly, we

observe that a = T~1(b). Therefore, we have the following proposition which expresses
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the value of ||g|| for g = (x, t") in terms of representatives for = constructed in the above
discussion.

Proposition 2. Let g = (z, t") € G. We may express ||g|| as the minimal value of

q
2p+2q — |n| + Z |e;]

Jj=-p
over all representations of x given by

q

x = Z ¢;T7(b),

j=-p—1

where p > max{0, —n}, ¢ > max{0, n}, and c_p,_1, ..., ¢, are integers.

3. Polynomial representatives

Following [16, Section 4], we establish a correspondence between Laurent polynomials
and elements in the Torus bundle group.

Definition 3. Given a Laurent polynomial F(X) = 23171%1 chj, we define the
polynomial part of F(X) to be Z?:o ¢;X7 and the principal part to be

—1 .

j=—p—1 Cij.

For (z,t") e G, if ©=F(T)(b), we say F(X) is a representative of z or
represents x.

Following the notation, we define p = max({0, —n}U{p’|c_p_1 #0}) and ¢ =
max({0, n} U{¢ | ¢y # 0}). It follows that if p > max(0, —n) then c_,_; # 0, and if
g > max(0, n) then ¢, # 0. We then define the n-length of F'(X) to be

Lo(F(X))=2p+2¢—|n|+ Y lel.

j=-p—1

Note that L, (F (X)) is always a non-negative integer. For an F(X) representing =, we
say F'(X) is an n-minimal representative of z if L, (F(X)) = ||(z, t")].

By Proposition 2, ||(x, t")|| is realized by some Laurent polynomial and we have the
following theorem:

Theorem 4. Suppose that g = (xz, t™) is an element of G. Then g has an n-minimal
representative.

In this context, the relation b' = (b=1)!  b2**+1 becomes T — (2k + 1)1 + T~ = 0.

Hence, finding ||g|| translates to minimizing L,, over all polynomial representatives F'(X)
of x up to adding multiples of (X2 — (2k + 1)X + 1).
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Observe that when given a representative for x

F(X)= zq: c; X7

Jj=—p—1

where |cj| > k + 2 for some j, we can find another polynomial representative by adding
polynomial multiples of (X2 — (2k + 1)X + 1) which yields

’

q

> g

j=—p'—1

where the coefficient |c}[ < |c;|. For example, the polynomial 2X%2+ (~k+2)X +4 is
preferred to X2 + (k + 3)X + 3 which is obtained by adding (X% — (2k +1)X +1). In
fact, one can use this cancellation repeatedly to deduce that large coefficients cannot
be adjacent to each other too often in an n-minimal polynomial. We will later call this
phenomenon an instance of the global rules.

Example 5. Consider the polynomial
FX) =X+ (k+1D)X°+ (k- 1)X* + kX3 + EX? + kX + 2.
By direct computation, one can show that the 7-length is given by
L7(F(X)) =8+ 5k.
By adding
X0+ (—2K)X° + (=2 + D)X + (=2k + ) X3 + (=26 + 1) X + (=2k) X + 1,
we get the polynomial
QX)=2X+ (—k+ 1)X° + (—k) X'+ (—k+ )X’ + (—k + 1)X* + (—k) X + 3.
Through direct computation, we have
L;(QX)=12—-T+24+ (-k+1)—k+(—k+1)(-k+1)—k+3=13 -4k
which has a shorter 7-length.
More precise conditions on the coefficients will be described below.

3.1. n-reduced polynomials

In this subsection, we define n-reduced polynomials in Z[X]. Later, we show in
Theorem 24 that any n-minimal Laurent polynomial can be written as the sum of two
n-reduced polynomials, namely, the polynomial part and the principal part. Since the
set of n-reduced polynomials has a natural grading given by the degree of a polynomial,
we will be using n-reduced polynomials instead of n-minimal Laurent polynomials for
counting purposes. For convenience, we denote a polynomial F(X) = > " ¢, X" by a
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string of coefficients (¢y,, ¢m—1, ..., ¢1, co) which we call the word. Here indices are
understood as the degree of X and the entries as the coefficient of that power of X. A
contiguous substring of this will be called a subword of a word. We adopt the following
convention of sign functions:

1 x>0 1 >0
x
sign(z) =<0 2=0, signt(z)= {1 . ; 0 sign™ (x) = —sign™ (—x)
-1 <0

with the inequality sign™ (z + 1) < sign™ (z) for all x € Z. We start with the following
definition.

Definition 6. For a word (¢, ..., ¢m—;), we define its potential as

Pot (¢ - -y Cms) = S (@2k—1) -2l

Cje(cn’m---vcm—%)

In particular, when the string only contains coefficients whose absolute values are k — 2,
k—1, k or k4 1, then the potential can be written as

POt(Cm, .. .,Cm_i) =3N;_o+ Ni—1 — Nk, — 3Np11
where Ny = [{j [ ¢; = [t]}].

By definition, the potential is additive under concatenating two strings. In order to
describe the change in the potential under any rewriting, we analyse the potential change
in different cases on a single coefficient which is listed out in the following lemma. Since
it follows from definition, we omit the proof.

Lemma 7. Let a be such that |a| < k + 2. We then have the following:
a+ 1) = Pot(a) — 2sign™ (a)

e Pot(a — 1) = Pot(a) + 2sign™ (a)

Pot(a+ (2k — 1)) = —Pot(a) (a <0)

(
(
e Pot(a— (2k — 1)) = —Pot(a) (a > 0)
(
e Pot(a — 2k) = —Pot(a) —2 (a > 0)
e Pot(a+ 2k) = —Pot(a) —2 (a <0).

The potential value of an n-minimal polynomial serves as a test function that
determines whether a rewriting is needed. We are now ready to define m-reduced
polynomials.

Definition 8. Let n be a fixed integer and P(X) = (¢, -- ., €1, ¢o) be a polynomial
of degree m. P(X) is n-reduced if the following rules are satisfied.
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Rule 1 (Local top rule) For m > n,

lem| < k+2,
lem| < k41 if sign(cm - m_1) < 0.

Rule 2 (Local non-top rule) For i =m < n or i < m,

|CZ“ S k + 1,
lei] <k if sign(ci11-¢;) <0 or sign(e; - ¢;—1) <0,
lei| <k —1 if sign(c;11-¢;) <0 and sign(c; - ¢;—1) < 0.

Rule 3 (Local top rule) For m > n,

(¢m,cm—1) # £(1, —k),
(emsem—1) # £(1,—k+1) if sign(cm—1 - cm—2) < 0.

Rule 4 (Global top rule)
For m >n and 7 > 1, and

(Comy e oyCm—i) = (1, 1y s C )

where ¢, ;€ {-k+1, ~k+2}, ¢, ;€{-k+1, —k} for 1<j<i, and
e €{-k, —k—1}.

m—t

Pot(cl, 1y i) >2 if sign(cm - em—i—1) >0,

Pot(cl, 1, ;) >0 if sign(cy, - ¢pm_i—1) < 0.

Rule 5 (Global top rule)
For m >n,i>1, and

(Cms o esCmei) = F(Cops G 1s -5 )

where ¢, e {k+ 1, k+2}, ¢, ., € {k—1,k} fori #4d,and ¢, _, € {k, k+1}.

m—1t

Pot(c,,...,c,_;) > —6 if sign(cy, - cm—i—1) >0,

m—i

U

Pot(c),,...,ch,_;) > —4 if sign(cy, - ¢m—i—1) <O0.

https://doi.org/10.1017/50013091522000505 Published online by Cambridge University Press



Rational growth in Torus bundle groups of odd trace 1089

Rule 6 (Global non-top rule)
For 0 < /¢ < jand either 0 < j <mor0<j=m<mn, and

(Cj,Cj_1, . .,Cg) = :I:(c},c}_l, . .,62)

where ¢}, ¢; € {k, k+ 1},
and ¢, € {k —1, k} for s # j, L.

Pot(cj,...,cp) > —3 —signt(¢; - ¢j41) if sign(cj - c—1) >0,

Pot(cj,...,co) > —1 —signt(¢; - ¢j41) if sign(cj - co—1) <O.

Similarly, for F(X)e€ Z[X!], we say F(X) is n-reduced if F(X!)e Z[X] is
n-reduced.

Rule 1, Rule 2 and Rule 3 are called local rules. These rules determine whether a
single coefficient requires rewriting. Rule 4, Rule 5 and Rule 6 are called global rules.
These determine whether a string of coefficients requires rewriting. The local rules can
be considered as the degenerate cases of the corresponding global rules. Note that the
local rules for a single coefficient cannot be violated at the same time, and that Rule 4
and Rule 5 cannot be violated at the same time for the same sequence of coefficients.
Of course, both rules can be violated at the same time if the violations occur in different
locations, and these locations may overlap.

Definition 9. For the global rules, a subword (¢;, ¢j_1, ..., ¢j—;) used in the potential
condition will be called the subword associated with the rule. For the local rules,
the associated subword will be understood as a single coefficient +(k — 1), £k, +(k + 1),
or +(k + 2) in question.

For convenience, we introduce an alternative definition of global rules.

Lemma 10. Assuming the same conditions for subwords, the potential condition for
the global rules can be restated as follows:

Rule 4 (Global top rule)

Pot(chy sy Chyy) = 14 §sign™ (Cm * Cr—iz1)-

Rule 5 (Global top rule)

Pot(c),,...,c,_;) > =5 — %sigrﬁ(cm CCm—i—1)-
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Rule 6 (Global non-top rule)

Pot(cj, ¢jo1,...,c0) > =2 —sign¥(¢; - ¢j41) — 5 sign™(¢j - co—1)

Proof. We first consider Rule 4. When sign(c,, - ¢;n—i—1) > 0, we have that sign™
(Cm . Cmfifl) = ]-a Y

Pot(chy sy Chyy) = 14 2sign™ (¢ - ¢pi1) = 1+ 3.
Since potentials are integers, this is equivalent to Pot(c/,_4, ..., ¢/,_;) > 2, the potential
condition stipulated in Definition 8 in this case.
Similarly, when sign(c,, - ¢;—i—1) < 0, we have that sign™ (¢, - ¢—i—1) = —1, so
Pot(c), 1y ey Cyy) > 1+ %sign_(cm 1) =1-— %
Since potentials are integers, this is equivalent to Pot(c/,_4, ..., ¢,,_;) > 0, the potential
condition stipulated in Definition 8 in this case.
The proofs for Rule 5 and Rule 6 follow in the same fashion. O

Since Pot(-) is integer valued, there is no distinction between strict inequality and
inequality. This allows us to reduce the number of cases one needs to check. We will use
this alternative definition when appropriate.

We note that not all n-minimal polynomials are n-reduced which means that we may
have to rewrite the polynomial to obtain an n-reduced polynomial representative. Thus,
for each violation, we assign rewriting rules that do not increase n-length.

Definition 11. Suppose that P(X) = (0, ¢, ..., ¢o) is not n-reduced. For each vio-
lation of the rules, we define the rewriting associated with the given rule as the
following operations.

Rule 1
For m > n, assume that |¢,,| > k 4+ 2 or |e| > k + 1if sign(cy, - ¢m—1) < 0, then
the rewriting rule is given by

(0, ¢y Cm—1) — sign(cy,)(—1,2k + 1, —1).
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Rule 2
For i = m < n or ¢ < m, assume that

|Ci| > k + 17

lei] > K if sign(c;y1 - ¢;) < 0 or sign(c; - ¢;—1) <0, or

lei| > k — 1if sign(c;q1 - ¢;) < 0 and sign(e; - ¢;—1) < 0.
Then the rewriting rule is given by

(Ciy1,ciscim1) —sign(c;)(=1,2k 4+ 1, -1).

Rule 3 (Local top rule) For m > n, assume that

(¢myCm—1) = £(1,—k), or

(emyCm—1) = (1, =k +1) if sign(cm—1 - cm—2) <O0.
Then the associated rewriting rule is given by

(LCm—l, cm—2) + (—1, 2k + 1, —1)7 or
(=1, ¢m—1,Cm—2) + (1, =2k — 1, 1).

Rule 4 (Global top rule)
For m > n and 7 > 1, and

(Cm, ceey Cm—i) = :l:(l, Clm—lv cee 7clm,—i)

m

e . € {—=k, —k — 1}, assume that

m—i
POt(Cfrn—h s 7Cfm—i) <2 if Sign(cm ' Cm—i—l) > Oa or
Pot(cl, 1y C_;) <0 if sign(cy, - em_i—1) <O0.

Then the rewriting rule is given by

s “m—1> »Em—ir "m—i—1

where ¢, € {-k+1, —k+2}, ¢, ;€{-k+1, —k} for 1<j<i, and

(1,¢ 1ol )+ (—1,2k,2k — 1,...,2k — 1,2k, —1).
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Rule 5 (Global top rule)
For m > n,i>1, and

(Comy ey Cm—i) = £(y gy ey Coi)

where ¢, e {k+1,k+2},¢c,_, € {k—1, k} fori #4,and c,_, € {k, k+ 1},
assume that
Pot(c),,...,c

Pot(c,,...,c

) < —6 if sign(cy - cm_i—1) <0, or
m—i) 2 —4

Then the rewriting rule is given by

if sign(cm, + ¢m—i—1) < 0.

(0,Cmy vy Cm—iy Cm—i—1) — sign(cm ) (=1, 2k, 2k — 1,...,2k — 1,2k, —1).

Rule 6 (Global non-top rule)
For 0 <1 < j and either 0 < j <m or 0 < j =m < n, and

(¢j,cj—1,...,c) = :t(c},c;_l, ceyCy)

where ¢}, ¢; € {k, k+ 1},
and ¢, € {k — 1, k} for s # j, £, assume that

Pot(cj,...,cj—i) < =3 —sign™(¢c; - ¢j41) if sign(c; - co—1) >0, or
Pot(cj,...,cj—;) < —1— sign+(cj -¢jq1) if sign(e; - c—1) < 0.
Then the rewriting rule is given by

(Cjt1,¢5 ... e, c-1) —sign(e;)(—1,2k,2k —1,...,2k — 1,2k, —1).

Since the rewriting rules may take place at the constant term cg, the resulting polyno-
mial may have a non-zero coefficient in front of X ~!. For example, if F(X) =k + 2,
the rewriting will give us F'(X) = X + (—k+ 1)+ X 1. However, if we start with
F(X) € Z[X], after rewriting, the coefficient for X! can only be 0 or +1. While this
may seem problematic, as the rules don’t apply to a polynomial with X!, we will show
later that once the rewriting is done on the constant coefficient, any subword associated
with rules for future violations will not include X ' nor the constant coefficient; thus,
X! part can be ignored in effect.

In this view, Example 5 can be rephrased using the established definitions above as
follows: suppose that n = 7. For a polynomial

(Lk+1,k—1,kk k?2)
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a subword (k+ 1, k — 1, k, k, k) is tested with Rule 6. Since
Pot(k + 1,k — 1,k k, k) = -5 < =3 —sign((k+1)-1) = —4,

we see that Rule 6 is violated. The rewriting rule for this violation is to add another
polynomial

(1, =2k, —2k +1, -2k + 1, -2k + 1, —2k, 1)
as prescribed in the definition 11, which gives us

(2,-k+1,—-k,—k+1,—-k+1,—k,3).

As demonstrated in the example, new polynomial has a shorter 7-length compared to the
polynomial we started with. We show that this is the case with all rewriting rules.

Lemma 12. The rewriting associated with the rules will not increase the n-length of
the sequence.

Proof. We split this proof into two sections. The first section is devoted to the local
rules and the second is devoted to global rules. For local rules, we check the n-length
change for each case.

(1) Local Rules
e Rule 1. The associated rewriting rule is given by

(0,k+3,b,...)+(1,-2k—1,1)=(1,—-k+2,b+1,...).

The n-length is changed by 3 — 5 + sign™ (b) < 0.

e Rule 2. The associated rewriting rule is given by
(.obk+20e,. )+ (1, -2k=1,1)=(...b+1,—k+1,c+1,...).

The n-length is changed by sign™ (b) — 3 + sign™ (¢) < 0.

e Rule 3. The associated rewriting rule is given by
(1,=kye,... )+ (-1,2k+1,-1) = (0,k+1,c—1,...).
The n-length is changed by —3 + 1 — sign™(¢) < 0.

(2) Global Rules
Suppose that ¢; < 0 is a coefficient in the subword associated with the rule. We see
that adding (2k — 1) to ¢; for all possible values of ¢; yields

—k—1—k—-2
—k—k—-1

—k+1—k

—k+2—k+1,

and for each case, the absolute value of the coefficient changes by —3, —1, 1 and 3,
respectively. We will prove the lemma for Rule 6, the proofs for other global rules
are similar.
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e Rule 6. Assuming c; < 0, the associated rewriting rule is given by

(Cj+1:Cjs- -y, cm1) —sign(e)(—1,2k,2k — 1,...,2k — 1,2k, —1)
= (Cj41,€Cj,Cj—1y -+, Cl41,Cl, C1—1)
S (=1,2k,2k —1,...,2k — 1,2k, 1)
=(cjy1—1,¢j+2k,cj1+2k—1,...,c41+2k—1,¢+ 2k, c;-1 — 1)

The n-length on the first and last coordinates depend on the sign of ¢; 11 and ¢;—;.
Forl+1<s<j—1,wehavecs = —kor —k + 1, and from the above discussion,
the corresponding n-length change is —1 or 1, namely Pot(c,). For s = j or [, we
have ¢y = —k or —k — 1, and ¢s + 2k =k or k — 1, so the n-length change is 0
or —2, namely Pot(cs) + 1. Thus, the total n-length is changed by

—sign™(¢j41) — signt (¢1—1) + Pot(c;, ..., 1) +2
= sign™ (¢j11 - ¢j) +signT (¢;—1 - ¢j) + Pot(cj, ..., c;) +2
< signT(cjy1 - ¢j) +signt (-1 - ¢;)
+ (=2 —signt(cjy1 - ¢j) — 2signT(c1 - ¢5)) + 2

= Jsign™ (-1 - ¢j)

As everything is an integer here, we have the total n-length change must be
non-positive. 0

In some cases, a polynomial after the rewriting will have the same n-length. We
demonstrate this in the example below.

Example 13. Consider the sequence (2, 2, k, k, k, k, 2). The subsequence (k, k, k, k)
has potential —4, and thus violates Rule 6 as Pot(k, k, k, k) = —4 < —2 — sign™
(2-k) — isignt(k-2) = —3— 3. The rewriting associated with this rule would
be (2,2, k, k, k, Kk, 2)— (0, -1, 2k, 2k — 1, 2k — 1, 2k, —1) = (2,3, —k, —k +1, —k + 1,
k, 3). In each coordinate, the n-length is changed by 0, 1, 0, —1, —1, 0, 1, so the total
n-length is unchanged.

4. Rewriting procedures

In this section, we show how n-reduced polynomials can be obtained by applying the
rewriting rules listed above. As noted, while some rules are mutually exclusive, it is
possible that a word violates multiple rules at the same time. Moreover, after rewriting,
another rule violation may appear somewhere else. For that reason, it is not immediately
clear how any polynomial can be uniquely rewritten to an n-reduced polynomial.

We first establish that there is a smallest unit of rewriting called a minimal poison
subword, which can be made unique by picking the subword with the lowest degree. The
main idea is to first rewrite on this unique subword, then find the minimal poison subword
for the new polynomial to rewrite and repeat the process. For this algorithm to work,

https://doi.org/10.1017/50013091522000505 Published online by Cambridge University Press



Rational growth in Torus bundle groups of odd trace 1095

we will need to show that subsequent minimal poison subwords are eventually away from
the minimal poison subword that appeared first.

With the algorithm for n-reduced polynomials established, we investigate the relation-
ship between the n-reduced polynomial and the n-minimal polynomial. While there may
be multiple n-minimal representatives for a group element g, we show that by apply-
ing the algorithm introduced earlier to both the principal part and the polynomial part,
possibly multiple times, that one can get the unique n- minimal representative of the
polynomial.

We begin by defining the minimal poison subword.

Definition 14. If a word violates the unique rule, it is called a poison word. The
shortest subword that violates the unique rule is called a minimal poison subword.
A minimal poison subword that has the smallest leading degree is called the rightmost
minimal poison subword.

By the natural ordering by inclusion, we know there has to be a minimal subword, which
includes the case when a single coefficient violates one of the local rules. As noted, the local
rules are mutually exclusive, and Rule 4 and Rule 5 cannot be tested simultaneously on
the same subword. We show that the minimal poison subword can always be obtained.

Lemma 15. If a word violates multiple rules simultaneously, then there is a shorter
subword in it that violates only one of the rules.

Proof. We show for Rule 6 first. Suppose that

(Cj,ijl, .. .,Cg)

violates Rule 6. Since a non-top rule applies, the subword can only violate either Rule 2
or Rule 6 on a strict smaller subword. If it violates Rule 2, then we pick the coefficient
as the poison subword. If it violates Rule 6 on a smaller subword, we pick this subword
and repeat the process until we get the minimal poison subword.

For top rules, we only show for Rule 4. Suppose that the subword

(CWH ct Cm—i) = (13 Cm—1y--- 7Cm—i)

violates Rule 4. If this subword violates some other rules, the violation can only come
from Rule 1, Rule 3, Rule 4 and Rule 6. If it violates any of the local rules, then
we pick the coefficient in question as the poison subword as before. If it violates Rule 4
on a strictly smaller subword contained in the original, we pick the smaller subword and
repeat the same argument again. Hence, it remains to show that if Rule 6 is violated,
the violation occurs on a strictly smaller subword. For

(1, Cm—1y- ey Coyi)s

we observe that c¢,,_1 is either —k+ 1 or —k + 2. Since Rule 6 requires the leading
coefficient to be —k or —k — 1, ¢,,_1 is not contained in the subword that violates
Rule 6. By repeating this process for a strictly smaller subword, we get a poison subword.
The case for Rule 5 can be worked out similarly. [
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Si Sj—y Sj-z v Si—g+2 Si-k+1 Si-k | Si-k-1 "

I

w8y S 8l 5'1‘-2! oo S'egaz Siegrr Sieg Siog-1

=S4

Figure 1. Given a word (top), we perform a rewriting with respect to the minimal poison subword
(in red). After rewriting, a new minimal poison subword always appears on the left (in blue).

There may be multiple minimal poison subwords, however, by preferring the smaller
degree for the leading coefficient, the algorithm above always gives the unique minimal
poison subword.

We now have established that the rightmost minimal poison subword exists and is
unique. We will repeatedly rewrite the rightmost minimal poison subword to obtain the
n-reduced polynomial. Once a rewriting on the rightmost minimal poison subword is done,
the consequent poison subword should move left in order for this process to terminate
eventually. We start with a definition for two subwords for their relative positions.

Definition 16. Let (¢;, ..., ¢;—x) and (¢j, ..., ¢j—;) be two subwords that violate any
of the rules. If there is no common subword that is contained in both, i.e., if i — k > j
or j — I > 1, then the two subwords are said to be disjoint. In the same manner, two
rewriting rules are disjoint if their associated subwords are disjoint.

Two disjoint rules do not necessarily commute unless their associated subwords are
separated by another non-trivial subword. Thus, the ordering of the rules is important.
We are now ready to show this sequence of rewriting progresses to the left without
backtracking. See Figure 1.

Theorem 17. Let (s;, ..., $;—k) be the rightmost minimal poison subword of a given
word. Let (s}, ..., sj_;) be the subword obtained from rewriting, and let (s}, ..., 33’—1)
be the rightmost minimal poison subword for the new word. Then j > i andj —1 > i — k.
Subsequently, rewriting rules are eventually disjoint from the initial rewriting.

Proof. We rule out all of the other possible cases using the potential of subwords.
We have a number of cases based on the inclusion relationship between the subwords
(85 -y si_g) and (7, ..., s%_).

79

(1) The subword (s}, ..., s’_,;) is contained in the subword (s, ..., s;_;). This case is
handled by Lemma 18.

(2) The subword (s, ..., s;_;) is contained in the subword (s}, ..., sj_;). This case is
handled in Lemma 19. See Figure 3.

(3) The subword (s}, ..., si_;) is on the right of the subword (s, ..., s;_;). This last

case is handled in Lemma 20. See Figure 4. O

By dividing the proof into three different cases, we have control over what rules need to
be checked after the initial rewriting. For instance, in Lemma 20, we only need to check
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© Sis1i|Si Si-1 Si-z  Si—k+2 Si—k+1 Si-k |:Sf—-k—-1

S E—

' E ' ! ! LR f_ L i !, v
S S S-Sy o Speal S ik+1 ik S i-k-1

A B’ [

Figure 2. The new minimal poison subword cannot be contained in where the previous minimal
poison subword was. (Lemma 18.).

; Smi[sz Si=1 Si-p *t Si-g+2 Si-k+1 Si-k |'$f-k-1

' ’ ’ r i’ ] ] !
[5 i1 15§ Si—1 Si-z vt Si-g+2 Si-k+1 Si-k Sf—k—l"“

‘ A B’ c' ‘

Figure 3. New minimal poison subword cannot contain a subword corresponding to the
previous minimal poison subword. (Lemma 19).

© S5i41!|SE Si-1 Si-2 7t Si-g+2 Si-k+1 Si-k "Sf-kq
] : ] ] ’ '} ] ! '}
S S Si-1 Sz v Si-k+2 [5 i—k+1 S -k S i-k—1""

A l B ¢ ‘

Figure 4. New minimal poison subword cannot appear on the right. (Lemma 20).

Rule 2 and Rule 6 after rewriting as these are the only non-top rules. If followed by a
minimal poison subword for any of the top rules, this would fall into the case covered in
Lemma 19 instead.

Throughout the proof, we will denote the subword (not necessarily poison) as a whole
letter such as A, B and C. Once the rewriting has been applied, new subwords will
be denoted as A’, B’ and C’, respectively. Instead of writing the sign of the leading
coefficient and end coefficient of A, we will be using sign™ (A) to indicate the sign of the
coefficient and sign™ (A - B) when we need to use the signs of the coefficients from two
subwords; since all coefficients in the minimal poison subword have the same sign, there
is no ambiguity here.

Lemma 18. Assume that the subword (s;, ..., s;—j) is the rightmost minimal poison
subword of a given word. Let (s}, ..., s,_,) be the subword obtained from rewriting, and
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Table 1. For Lemma 18, we only need to check
these rules.

Initial rule violation Next rule violation
Rule 4 Rule 1, 2, 5, 6
Rule 5 Rule 2, 3, 4, 6
Rule 6 Rule 2, 6
let (s;, ceey 5;‘—1) be the rightmost minimal poison subword for the new word. Then the
subword (s, ..., s;_l) cannot be contained in the subword (s}, ..., s,_,). Namely, we

cannot have bothi > j and j —1>1i— k.

!/ /
Gy eees S

Proof. We first show that the new poison subword (s
in the subword (s}, ..., si_,) (see Figure 2.)

We first list rules we need to check. (See Table 1.) We note that if the initial minimal
poison subword violates a local rule, then the next minimal poison subword that appears
after rewriting can only violate a local rule because we assumed containment. More
specifically, once (s; 11, $;) violates Rule 3, we can only check (s;) for Rule 1 and vice
versa. Similarly, once (s;) violates Rule 2, we can only check (s}) for Rule 2. However,
by Definition 8, we know this is impossible. So assume that the initial minimal poison
subword violates a global rule as listed in Table 1. We also point out that, because of
containment, if the initial rule violation is from a non-top rule, then the next rule violation
cannot be from a top rule.

For simplicity, denote the initial minimal poison subword as

(. ;) cannot be contained

(Si; .. .,Si,k) = (A|B‘C)

as 3 disjoint subwords concatenated into one word. After rewriting, this subword becomes
(8 -5 si_g), which we denote (A’|B’|C”) where (s}, ..., s;_;) = (B’). The rewriting
rule in this case is

(8i+1, |A‘B‘C|, Si—k—l) — sign(si)(—l, Qk, 2k — 1, ST ,ij - 1, 2]{,‘, —1)
= (sé—&-la |AI‘B,|Cl|a3;—k—l)'

For a top rule, subword (A) is empty. Obviously, the subwords (A) and (C') cannot be
empty at the same time, as the rules cannot be applied to the same subword twice by
Definition 8.

We argue in the following way: because the subword (A’|B’|C") was obtained from
rewriting, there’s a bound on the value Pot(A’|B’|C") from which comes from the value
Pot(A|B|C). Since the subword (B’) violates one of the rules, we can combine with
alternate bounds on the values Pot(A’) and Pot(C’) to get another bound on the value
Pot(A’|B’|C") which contradicts the previous bound on the value of Pot(A’|B'|C"). We
proceed through our proof based on the particular rule that the subword (A|B|C) violates.
In each case, we assume that either j < i or j — [ <1i — k for our contradiction.

1. (A|B|C) violates Rule 4 or Rule 5.
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As mentioned, (A4) and (C') cannot be both empty. We proceed based on whether (A),
(C), or (A) and (C) are both empty.

(1) Suppose that both (A4) and (C) are nonempty.
It then follows that the word (B’) can only violate Rule 2 or Rule 6. Since
all coefficients in (B’) have values either +k or £(k — 1), and all coefficients in
(A'|B’|C") have the same sign, Rule 2 cannot be violated. As for Rule 6, when
(A|B|C) violates Rule 4, we then have

Pot(A|B|C) < 1+ §sign™ (si—k - si—k—1),
Pot(A’) = —Pot( )—2< —4,
Pot(C') = —Pot( ) —2 <1+ Ssign(sip - simp-1),
Pot(B') < —

This implies that
Pot(A'|B'|C") < =7+ L sign™ (s;—p - si—k—1)-

But Pot(A’|B’'|C") > =5 — %Signf(si_k - $;_k—1) which is impossible.
Similarly, when (A|B|C) violates Rule 5 and (B’) violates Rule 6, we have

Pot(A|B|C) < —5 — L sign™ (si—k - Si—k—1),
Pot(A") = —Pot(A) —2 < 3,
Pot(C") = = Pot(C) —2 < 1+ g sign™ (s;_p - si—x—1),
Pot(B') < —4.

Taking this all together, we may write
Pot(A'|B'|C") < Lsign™ (si—k - Si—k—1)-

But Pot(A’|B’|C") > 1+ §sign™(s;_j - s;_,_1) which is impossible.

(2) (C) is empty.
The above argument works identically. Assuming that (B) is violating Rule 6, the
potential is bounded

Pot(A|B) <1+ 2 sign™ (Si—k * Si—k—1)s
Pot(A’") = —Pot(A) — 2 < —4,

Ju—

—7 — gsignt (si_k - si—p—1),

no

)
) =
Pot(B') < =3 — $sign™ (s;—j - 8i—p—1),
Pot(A'|B’) <
Pot(A'|B’) >

—

=5 — gsign” (si—g - Si—k-1)

3]
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for Rule 4, which is impossible. For Rule 5, we have that

Pot(A[B) < =5 — 3 sign™ (si—g - $i—k—1),
Pot(A’) = — Pot(A) —2 < 3,
Pot(B') < -3 — % sign™ (s;_x - Sik_1),
Pot(A'|B') < —% sign™ (si—k - Si—k—1),
Pot(A’|B’) > Lsign™ (si—k - Si—h—1)-

which is impossible. For Rule 2, we only need to consider (B’) = s;_,. The only
possible coefficients for s;_,; are £k and +(k — 1), and s;_, , ; has the same sign as
s}, 0 si_, cannot violate Rule 2

(3) (A) is empty.
If (B|C) violates Rule 4 then (B’) violates Rule 1 or Rule 5, and if (B|C') violates
Rule 5, then (B’) violates Rule 3 or Rule 4. Suppose that (B|C') violates Rule 4.
Since (s}) is either +(k + 1) or £(k + 1) with (s,_;) having the same sign as (s}),

Rule 1 cannot be violated. As for Rule 5, we check the potential

Pot(B|C) < 3 sign” (si—k - Si—k—1),
Pot(C") > =3 — 3 sign™(sj_, - 5j_j_1),
Pot(C) > 1+ $sign™(s]_;, - si_j_1),
Pot(B') < -5,

Pot(B) > 3
Pot(B|C) > %signJr(s;_k S 1)

which is impossible. Now suppose that (B|C) violates Rule 5. For Rule 3, (B) = s,
is either =(k — 1) or =(k — 2), with s} having the same sign as s}, so Rule 3 cannot
be violated. For Rule 4, We have that

Pot(B|C) < —5 — L sign™ (si—k - $i—k—1),
Pot(C") > =3 — 3 sign™ (s]_, - 8j__1);
Pot(C) > 1+ gsign™ (si_y - si_p_1),
Pot(B’) <1,

Pot(B) > -3,
Pot(B|C) > =2 + L sign™(s]_;, - s{_,_1)

which is impossible.

2. The subword (A|B|C) violates Rule 6
First, we can rule out Rule 2 entirely, as the coefficients appearing in (A’), (B’) and
(C") are either +k or +(k — 1), with at least one neighbouring coefficient having the same
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sign. So suppose that (B’) violates Rule 6. We proceed based on whether A, C' or A and
C are empty.

(1) The subwords (A) and (C) are both nonempty.

Recall that the subword (s;, ..., ;) satisfies Rule 6 if
Pot(s;, ..., 8 1) > —2 —sign™ (s; - si11) — %sign+(si CSi—k—1)-
Since the subword (s, ..., si—r) = (A|B|C) violates Rule 6, we instead have

POt(A|B‘C) S -2 — sign+(si . Si+1) — %Sign"‘(si . Si—k—l)-

Since the subword (A|B|C) is minimal, none of the subwords inside (A|B|C') violate
any rules which includes Rule 6. Thus, we have

(A) > =2 —sign™(s; - ;1) — 3 sign™ (A - B),
Pot(A) > —2 — sign™(s; - 5i11),

(C) > =2 —sign™(B-0) - %SignJr(Si “Si—k—1),

(€)= -3-

3 sign® (s; - si—p—1)-

After rewriting, the subword (B’) is the rightmost minimal poison subword violating
Rule 6. Therefore, we have

Pot(B') < —2 —signt (A" - B") —sign™ (B’ - C') = —4.
Because (A’|B’|C") was obtained from (A|B|C') by rewriting, we have

Pot(A’) = — Pot(A) — 2 < sign™ (s; - 5;11),
Pot(C") = —Pot(C) —2 < 1+ L sign™(s; - s;_5-1).

Hence, we may write the value Pot(A'|B’|C’) as
—Pot(A|B|C) — 4 > =2+ sign™ (s; - si41) + & sign™ (s; - si—x—1).
But Pot(B’) < —4. Therefore,
Pot(A'|B'|C") < =3 + sign™ (s; - 5;11) + 3 sign™ (s; - s_5-1)

which is a contradiction.

(2) (A) is empty.
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We may write
Pot(B') < —3 —sign™ (s} - s/,1),
Pot(C") < 1+ $sign®(s; - s;-p-1)

Therefore, we may express Pot(B’|C’) as

—Pot(B|C) — 4 > =2 +sign™ (s; - si41) + 4 sign™ (si - si—p—1)-
However, since sign™ (s; - s, ;) < sign™ (s; - s;41), we have that
Pot(B'|C") < —2 —sign™ (s} - s} 1) + 5 sign™ (s; - s;_-1),

= —2+sign” (s; - sipy) + 5 sign’ (s; - sip-1),

< —2+signt(s; - si1) + 5 signt (s - simp—1),
< Pot(B'|C").

Thus, the equality can only happen when sign™ (s; - s;__1) = 0 which is impossible.

(3) (C) is empty.
We then have

Pot(A’) = — Pot(A) — 2 < sign™ (s, - 5441),

Pot(B') < =3+ $sign™ (s} - si_,_,).
That implies we may write Pot(A’|B’) as

—Pot(A|B) — 4 > —2 +sign™ (s; - s41) + & sign™ (s; - si—p—1).
Hence, we may further write
Pot(A'|B') < =3+ sign™ (s; - si+1) + 3 sign™ (s} - s_j_1),
< =3 +sign(s; - s41) + & signT(s; - si—x—1) < Pot(A'|B’).
(]

Lemma 19. Assume that (s;, ..., S;i—) is the rightmost minimal poison subword
of a given word. Let (s}, ..., s, ,) be the subword obtained from rewriting, and let
(85 -, 5;‘71) be the rightmost minimal poison subword for the new word. Then the
subword (si, ..., sj_,) cannot be contained in the subword (s}, ..., s’_;). Namely, we
cannot have both 7 >4 andi—k > j—1.

Proof. Again, we begin with listing rules to be checked. (See Table 2.) Because we

have already checked the cases when the second violation is from a local rule in Lemma 18,
we only need to check global rules for the second violation.
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Table 2. For Lemma 19, we only need to check these
rules. by Lemma 18, the second violation from local
rules are ruled out.

Initial rule violation Next rule violation
Rule 1 Rule 4

Rule 2 Rule 4,5,6

Rule 3 Rule 5

Rule 4 Rule 5

Rule 5 Rule 4

Rule 6 Rule 4,5,6

Suppose (B) violates Rule 1. Then (A) is empty and (B’) = s/,,_; is either £(k — 1) or
+(k — 2). Since (B) is assumed to be the rightmost minimal poison, (C') does not violate
Rule 6. By Lemma 10, we have

Pot(C) > =1 — g sign™ (sj ;1 - 54 1)
Since (C’) is obtained by adding sign(B) to s;_p_1,

Pot(C") > 1 — $sign™ (sj_j_, - 554 1)
Since (B’|C") violates Rule 4, we have

Pot(B'|C") < 1+ §sign™(s;, - s5_4_1).

However, Pot(s/,_ ;) > 0, so this is impossible. The case when (A’'|B’|C”) violates the
Rule 4 can be worked out similarly by using a lower bound for Pot(B’) which is obtained
from an upper bound for Pot(B).

Now suppose (B) violates Rule 3. Then (A) is empty and (B’) = s/,,_; is either +k
or £(k — 1). Since (C) does not violate Rule 6, just like before, we have

Pot(C") > 1 — g sign™ (s 41 -5, ).
Since (B'|C") violates Rule 5, we have
Pot(B'|C") < =5 — Lsign™ (¢ - ¢j—p-1).

However, Pot(s,,_;) > —2, so this is impossible. The case when (A’|B’|C") violates the
Rule 5 can be worked out similarly, again by using a lower bound for Pot(B’) which is
obtained from an upper bound for Pot(B).
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Table 3. For Lemma 20, all other cases have been
erhausted except for by Lemma 18 and 19.

Initial rule violation Next rule violation
Rule 1,2,3,4,5,6 Rule 2
Rule 4,5,6 Rule 6

Suppose both (B) and (4’| B’|C") violate Rule 6, or (B) violates Rule 2 and (4’| B'|C")
violate Rule 6. Since (B) is the rightmost, we have that

Pot(C) > —1 — 1 sign™(C - 85_1)-
Therefore,

Pot(C’) > 1 — $sign®(C” - s;_).
On the other hand, since (A’|B’|C") violates Rule 6, we have that

Pot(A'|B'|C") < —2 —sign™(sj41 - A') — S sign™ (C” - 5;_).

This gives us a new bound Pot(A’|B") < —3 — sign™ (s;41 + A’) which implies that (4’| B’)
violates Rule 6, contradicting that (A’|B’|C") is minimal poison. Using the same bounds
for Pot(C"), we also get a contradiction for (A’|B’|C") violating Rule 4 or Rule 5. [

Lemma 20. Assume that (s;, ..., S;—k) is the rightmost minimal poison subword
of a given word. Let (s}, ..., s, ,) be the subword obtained from rewriting, and let
(s;-7 e 8971) be the rightmost minimal poison subword for the new word. Assume that
(85 -y s;_g) and (s}, ..., s;_;) intersect such that the first word does not contain the
second word and vice versa. Then 7 > i and j —1>1— k.

Proof. We begin with listing rules to be checked. (See Table 3.) By Lemma 18 and 19,
regardless of the initial rule violation, the next rule violation can only be from Rule 2

or Rule 6.
Suppose that (s;, ..., s;_x) violates any of the rules. By Lemma 18, the minimal poison
subword violating Rule 2 after rewriting must be disjoint from (s;, ..., s;—x), (s;_,_1)

is the minimal poison subword in this case. (s;—r—1) is not a poison subword, so by
Definition 8,

[$icp—1]| <k+1,k, ork—1
depending on sign(s;_,s;—x—1) and sign(s;—x—18i—k—2). (s;_,_,) violates Rule 2, so
Isi o 1| >k+ 1,k ork—1
depending on
sign(s;_j,8;_g_1) = — sign(si—xsi—k—1)
and
sign(s}_j_18i—k—2) = sign(S;—k—18i—k—2)-

But this is impossible, since s;_, | = s;_x_1 + sign(s,—x).
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Table 4. Base case for types and classes.
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Type n-class of @ Q=dX +c n
n-initial type — 0 n <0
n-interior type So d=0 ¢=0 n>0
St d=0 0<c<k n<0
Uty d=0 c=k+1 n<o0
Sy d=0 0<c<k—-1 n>0
Uo d=0 c=k n>0
n-negative type En X—-k+1 n<0
Es X —-k+2 n <0
n-boundary type Ut_5 d=0 c=k+2 n<0
U_o d=0 c=k+1 n>0
Table 5. Inductive case for types and classes.
Type of Q n-class of XP + ¢ (n — 1)-class of P c
n-interior Sy Any 0<c<k—-2
So except E1, —U_» c=0
Sy So, S+, Ug, Ut 4 c=k—1
Up U_1 c=k—1
UO 507 SJr c=k
Uy S_, E c=k-1
Uzg U£4 c=k-1
n-negative FEs> Fq c=—-k+1
E3 FEo c=—-k+1
S_ FE3 c=—-k+1
El E2 c=—k
Eo Es c=—k
S_ except above c<O0
n-boundary (P) U_y U_q c=k—1
Ut,4 Ut,5 c=k—1
U_» U_1 c=k
Ut,5 Ut,4 c=k
U_1 Uy c=k
Ut_4 Ut_g c=k
U_»o S_, E c=k
U_o S+, So c=k+1
n-boundary (S) So —-U_2 c=0
So Eq c=0
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Now we have ruled out all local rules. Supposei > j > i — k > j — [. Let the intersection
be (B'), (s;, ..., si_y) = (A'|B'), and (s}, ..., s;_;) = (B'|C") is the minimal poison
subword violating Rule 6. We show (B’) is empty and use the fact that (A|B) is the
rightmost minimal poison subword to get a contradiction. In this case, the rewriting is

given by
(si+1|A|B|si—k—1) —sign(s;)(—1,2k, 2k — 1,...,2k — 1,2k, —1)
= (si | A[B'lsi—j—1)-

Note that (A) and (B) have the same sign and (B’) and (C’) have the same sign, since
(A|B) and (B'|C") violate some rules. Also, (B) and (B’) have opposite signs because of
the rewriting. Thus, all coefficients in (A) and (B) have the same sign with all coefficients
n (C) the opposite sign.

(A|B) violates Rule 6. Thus,

Pot(A|B) < —2 —sign™ (s; - si41),
Pot(A) > —2 —sign™ (s; - s;+1)(Rule 6),
Pot(B) > 2(Rule 6),
Pot(C) > —1 — 1 sign™ (s;—x—1 - s—1—1)(Rule 6),
Pot(B'|C") < =3 — §sign™ (s)_; - s;_,_1)(Violation of Rule 6),
Pot(A’) = — Pot(A) — 2 < sign™ (s; - s;11)(Rewriting),
Pot(A'|B') > —2 + sign™ (s; - si4+1)(Rewriting).

By combining the inequalities for Pot(A’) and Pot(A’|B’), we get
Pot(B') > —2.
Hence, combining the inequalities for Pot(B’) and Pot(B’|C") allows us to write
Pot(C') < -1 — 751gn (s ; 1 Sj—1—1)-

However, it then follows that Pot(C) < —3 — %signﬂs}_l - sj—i—1) which contradicts
the previous bound on Pot(C). Thus, (B) is empty. Similarly, we can show that (B) is
empty assuming (A|B) violates either Rule 4 or Rule 5

Since the subword (B) is empty, two consecutive poison subwords are disjoint, and thus,
we can directly compare the potentials. (C) is a minimal poison subword. Therefore, we
have that Pot(C”) < —2 —sign™(¢; - ¢j41) — & sign™ (¢j—i - ¢j—i1—1). Because (A) and (C)
has opposite sign, the rewriting rule suggests that Pot(C') = Pot(C’) — 2, which means
that (C) already violates Rule 6 contradicting the fact (A) is the rightmost minimal
poison subword. O

We point out that the proof of Lemma 18 does not require the rightmost minimal poison
subword. The purpose of choosing the rightmost one is to prevent the next minimal poison
subwords from appearing at other places. If there is only one minimal poison subword to
start with, Lemma 19 and Lemma 20 can be modified to give us the following corollary.
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Corollary 21. If a word has only one minimal poison subword, then all consecu-
tive rewriting rules are disjoint. In particular, if P is an n-reduced polynomial, then all
consecutive rewriting rules for P + 1 are disjoint.

If the only minimal poison subword comes from Rule 4 or Rule 5, then the next
minimal poison subword is either contained or contains the initial minimal poison sub-
word. By Lemma 18 and Lemma 19, we know this cannot happen. If the minimal poison
subword violates Rule 6, then this follows from Lemma 20 applied to the left side instead
of the right side.

We now show that there exists an n-minimal representative of a given element g € G
whose polynomial part and principal part are n-reduced. We start with the following
lemma.

Lemma 22. Suppose F(X) =Y, ¢;X" is an n-minimal representative of g = (z, t").
Then polynomial and principal parts of F(X) satisfy Rule 1, Rule 2, and Rule 3.

Proof. If not, by adding or subtracting X¢(X? — (2k + 1)X + 1) with some appro-
priate choice of d, one can obtain a new Laurent polynomial. By Lemma 12, this new
Laurent polynomial has strictly less n-length, contradicting the fact F/(X) is an n-minimal
representative of g. O

With local rules satisfied, we now prescribe how n-minimal Laurent polynomials can
be rewritten to have n-reduced polynomial part.

Proposition 23. Let F(X) =) ",c¢;X" be an n-minimal representative of g =
(z,t™). Let r be an integer, and suppose that ¢ <0 <r <m. Then there exists a
deterministic process that takes F(X) to a Laurent polynomial G(X) given by

M r—2
GX) =Y BiX'+ (B + ) XL+ Y X!
i=r i=0

such that G(X) is an n-minimal representative of g and where Y ;* B; X" is n-reduced.
Moreover, we have that B,_; € {—1, 0, 1}, and if B,_1 = £1, then B,B,_1 <0 and
¢r—1B, > 0. We have that B, € {c,, ¢, £1, ¢, £2k, ¢, = (2k + 1)}. Finally, M = m or
M=m=1.

Proof. We induct on r reversely, i.e., we apply the rewriting procedure as in Theorem
17 on F(X) inductively from a higher degree. The base case in our case for the induction
is when r = m. Consider ¢, X"". Only local rules apply here, and by Lemma 22, ¢,, X™
is n-reduced. Thus, ¢,,, = By; and m = M. For the step case, consider

F.(X)=cnX"+...+cX".

If it is n-reduced, we are done and m = M. If not, Lemma 22 implies that F,.(X) cannot
violate local rules. Thus, we need only consider global rules. As in Theorem 17, we start
rewriting from the rightmost minimal poison subword of (¢, ..., ¢.). We note that
since F,y1 is already n-reduced, the rightmost minimal poison subword must contain
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either ¢, or ¢, ;1. If it contains ¢, then B._; € {—1, 1} and B, € {¢, £ 2k, ¢, = (2k + 1)},
and B,_1 =0, ¢, = ¢, £ 1 otherwise. Finallyy M =m +1 or M = m — 1 depending on
whether ¢, is contained in the rightmost minimal poison subword in the sequence of
rewriting rules. The sequence of rewriting rules terminates as all rewriting rules after the
initial rewriting are eventually disjoint from (c;.). O

Theorem 24. Suppose that g = (z, t™) is an element of G. Then x has an n-minimal
representative whose polynomial and principal part are both n-reduced.

We show that we can modify any n-minimal representative of x until the desired form
is achieved. By Lemma 22, we have any n-minimal representative must satisfy Rule 1,
Rule 2 and Rule 3. We will apply Proposition 23 with » = 0 to the polynomial part.
Furthermore, by the symmetry of the polynomial and principal parts, we can apply
Proposition 23 to the principal part by applying it to X! F(X~1). We also need the
following proposition.

Proposition 25. Let n € Z.
(1) If P(X) = Y." ;X" is n-reduced, then so is Y .-, c; X",
(2) Let P(X) € Z[X]. Then P(X) is n-reduced if and only if X P(X) is (n + 1)-reduced.

Proof. Let Py(X)=3"",c;X"*. We claim that P is n-reduced, and towards that end,
we may represent Py as the string

(Cmys--yce,0,...,0)

where there are £ — 1 zero’s at the end of the string. Since P is n-reduced and (¢, ..., ¢r)
is a substring of (¢, ..., ¢p), it is easy to see that Rule 1, Rule 2, and Rule 3 are
satisfied for coefficients with indices between ¢ and m. Since the coefficients of P, with
index less than ¢ are zero, we have that the Rule 1, Rule 2, and Rule 3 are all satisfied.

Let m >t >4 > ¢, and suppose that Q = (¢, ..., ¢;) is a poison subword with respect
to either Rule 4, Rule 5, or Rule 6. If i > ¢, then (¢, ..., ¢;) is a poison subword of P
with respect to Rule 4, Rule 5, or Rule 6 which is a contradiction. Thus, if Py contains
a poison subword, it must contain the coefficient cy.

We proceed by contradiction to demonstrate (¢, ..., ¢¢) satisfies Rule 4, Rule 5,
and Rule 6. We split this argument based on the rule we are trying to verify.

(1) Rule 4.
If (¢, - ., co) violates Rule 4, we then would have that

(Cmy-evce) = (1, ¢ 1y o vycy)

where ¢, € {~=k+1, =k} for 0 <j<m—{ and ¢ € {—k, —k —1}. We have
that sign(cp, - ci—1) = sign(cy, - 0) = sign(0). We then have

Pot(cm, ..., c0) <0.

However, since (¢, ..., ¢¢) is a substring of P, we have that (¢, ..., ¢¢) sat-
isfies Rule 4. In particular, if sign(c,, - ¢¢) > 0, then Pot(cy,, ..., ¢¢) > 2 which
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is a contradiction. If sign(c,, - ¢,—1) < 0, then Pot(cy,, ..., ¢/) > 0 which is also a
contradiction. Thus, P, satisfies Rule 4.

(2) Rule 5.
If (¢, - - ., c¢) violates Rule 5, we would have that ¢; € {k + 1, k + 2} where ¢, €
+{k—1, k} for s # £ and ¢, € {k, k + 1}. Since ¢y—1 = 0, we have that sign(c,, -
¢¢—1) = 0. Thus, we have that

Pot(cm, ..., c) < —6.

Since (¢, ..., ¢¢) is a substring of (¢, ..., ¢g), we have that (cp, ..., ¢¢) sat-
isfies Rule 5. Hence, if sign(c,, - ¢;—1) > 0, then Pot(cy,, ..., ¢,) > —6 which is
a contradiction. If sign(c,, - coy—1) < 0, then Pot(cy, ..., ¢/) > —4 which is also a

contradiction. Thus, P, must satisfy Rule 5.

(3) Rule 6.
If (¢, ..., ¢) violates Rule 6, we would have that ¢s € {k, k + 1} for s € {t, (}
and ¢, € £{k — 1, k} otherwise. By definition of Rule 6, we have that
Pot(cy,...,cq) < —3 —sign™(cs - cry1).
However, (¢, ..., ¢g) is a substring of P which implies that it satisfies Rule 6.
If sign(c; - ¢g) > 0, then Pot(cj, ..., c/) > —3 —sign™ (¢; - ¢;41) which is a contra-
diction. If sign(c; - co—1) < 0, then Pot(cy, ..., ¢g) > —1 —sign™(¢; - ¢;41) which is

also a contradiction. Thus, P, must satisfy Rule 6.

For the second statement, we may proceed using similar arguments as for the first
statement. O

Proof of Theorem 24. Suppose that F(X) represents g = (x, t") with both non-
trivial polynomial and principal parts. We first apply Proposition 23 to the principal
part of F(X) (namely, apply it to X =1 - F(X 1), we obtain F'(X) = 2, _, B; X" which
represents g. By applying Proposition 23 to the polynomial part, we obtain

M -2
G(X) = Z C;X'4+(C_,+B_)X '+ Z B; X"
=0 i=L

If C_1 =0, then we are done. If not, we have CoC_; < 0 and CyB_; > 0. Observe by
Proposition 25 that Z;:Qz B; X" is n-reduced. By Corollary 21, we have that all rewriting
rules for the principal parts are disjoint from the polynomial part except Cy. Rewriting
using Proposition 23 on the principal part, we obtain a Laurent polynomial that is n-
reduced on the principal part, and CyC_; < 0 guarantees that the polynomial part is
n-reduced as well. a

5. Stability of n-reduced polynomials

In this section, we attempt to count the number of all n-reduced polynomials. Intuitively,
we start with P = 0 which is trivially n-reduced and keep adding 1 repeatedly until we
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fail to have an n-reduced polynomial. By quantifying this failure, we classify all n-reduced
polynomials with a non-negative leading coefficient. We start with a basic lemma.

Lemma 26. Suppose that P = (..., ¢1, ¢o) is an n-reduced polynomial. Then P + 1 is
n-reduced or the rightmost minimal poison subword of P + 1 contains either ¢; or ¢y + 1.

Proof. This is clear from the fact that for any subword not containing ¢; and ¢y, there
is an identical subword in P. Since the subword follows all of the local and global rules
applied on P, it never violates any of the rules. If there is no minimal poison subword of
P + 1 containing any of the coefficients, then P + 1 is n-reduced. O

For each case, we define the following.

Definition 27. Suppose that P = (..., ¢1, ¢p) is an n-reduced polynomial where
P +1 is not n-reduced.

e If the rightmost minimal poison subword contains ¢; but not ¢y, we say P + 1 fails
to be n-reduced by a sign change violation.

e If the rightmost minimal poison subword contains co + 1, we say P + 1 fails to be
n-reduced by a potential value change violation.

Suppose that P is n-reduced, but P + 1 is not. This next proposition classifies all
possibilities for P based on whether we have a sign change violation or a potential value
change and what rule P + 1 violates.

Proposition 28. Suppose that P is an n-reduced polynomial of degree m and P + 1
is not n-reduced. Then, P falls into one of these categories:

e Sign change violations
(1) P+ 1 violates Rule 1.
In this case, P = (—k —2,0) and n < 1.

(2) P+ 1 violates Rule 2.
(i) P=(-k—-1,0) and n > 1.

(ii) P=(..., ca, =k —1,0) and ¢3 < 0.
(iii) P= (..., ca, =k, 0) and c2 > 0.

(3) P+ 1 violates Rule 3.
In this case, P = (1, —k+ 1, 0) and n < 1.

(4) P+ 1 violates Rule 4.
For P=(1, ¢jp1, ..., c1,0), m >n, c; = —k and

Pot(cm—1,...,¢1) = L.

(5) P+ 1 violates Rule 5.
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For P = (¢, ..., 1, 0), m > n, ¢y = —k and
Pot(¢pm,...,c1) = —b.

(6) If P+ 1 violates Rule 6.
Let P = (...|A|0) and (A) = (¢, ..., c1) be the minimal poison subword of P +
1. Then, ¢; = —k and

Pot(A) = —2 —sign™ (¢ - ¢j11).

e Potential value change violations
(1) P+ 1 violates Rule 1.
textrmin this case, P =k + 2 and n < 0.

(2) P+ 1 violates Rule 2.
() P=k+1,n>0.

(i) P=(...,c1, k+1),c1 >0.
(iii) P=(..., 1, k), c1 <O.

(3) P+ 1 violates Rule 3.
textrmin this case, n <0, P = (=1, k —1).

(4) P + 1 violates Rule 4.
For P = (-1, ¢j—1, ..., C0), m>n
(i) co =k and
Pot(cm—1,...,c1) € {2,3}.
(ii) co=k—1 and
Pot(cm—1,...,¢1) = 1.
(5) If P + 1 violates Rule 5.
For P=(¢pm, ..., c1,c0), m>n
(i) co =k —1 and
Pot(¢pm,...,c1) = —5.

(ii) ¢p = k and
Pot(cm,...,c1) € {—4,—-3}.

(6) If P+ 1 violates Rule 6.
Let (Alco) = (¢j, ..., c1, ¢o) be the minimal poison subword of P + 1. Then,
(i) co=k—1 and
Pot(A) = —2 — sign™ (¢ - ¢j11).

(ii) ¢o =k and

Pot(A) € {1 —sign™ (¢ - ¢j11), —sign™(¢; - ¢j+1)}-
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Proof. We work out the case when the minimal poison subword for P + 1 violates
Rule 6. Denote the minimal poison subword as (¢j, ..., ¢,) Recall that Rule 6 is
violated if

Pot(cj, ¢jo1,...,c0) < =2 —sign¥(¢; - ¢jp1) — 2 sign™(¢j - co1)

By Lemma 26, either £ =0 or £ = 1.

(1) £=1. In this case, P+ 1 contains a subword (cj, ..., ¢1, co+ 1). From P, the
potential of the subword (¢;, ¢j—1, ..., ¢1) is
Pot(cj, ¢jo1,...,c1) = —2 —sign™ (¢; - ¢j41) — 3 sign™ (¢; - (co))

but since it is the minimal poison subword of P + 1, we also have
Pot(cj,¢j1,...,c1) < =2 —sign™ (¢ - ¢j41) — 3 sign™ (¢; - (co + 1))

which can happen only when ¢y = 0 and ¢; < 0. Furthermore, we have ¢; = —k or
—k — 1. (Note ¢; = —k — 1 case is already included in Rule 2 violation.)

(2) £=0. Again, P + 1 contains a subword (cj, ..., ¢1, ¢o + 1). From P, the potential
of the subword (¢, ¢j—1, ..., c1, o) is

Pot(cj, ¢j—1,...,c1,¢0) > —3 —sign™ (¢j - ¢j41)
because c_; = 0. But since it is minimal poison subword of P + 1, we also have
Pot(cj, ¢j—1,...,c1,c0 + 1) < =3 —sign™(¢; - ¢j4+1)
which happens only when ¢y > 0, that is when adding 1 to the polynomial decreases

the potential by 2. If ¢g = k — 1, then the only possible value of the potential for
the subword without ¢ is

Pot(cj,Cj—1,...,c1) = —2 —sign™ (¢j - ¢j41),
whereas if ¢y = k,
Pot(cj, ¢j—1,...,c1) € {—1 —sign™(c; - ¢j41), —sign™ (¢; - ¢j11)}-
Other cases can be worked out similarly. O

We note there is a correspondence in these classifications which we shall exploit to
reduce the number of cases we consider. We list these by providing a lemma.

Lemma 29. For an (n+ 1)-reduced polynomial P = X@Q, if P+ 1 is not (n+ 1)-

reduced by a sign change violation for some global rule, then —(Q + 1 is not n-reduced by
a potential value change violation for the same rule.
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Proof. This can be done by simply comparing the conditions for each sign change
violation in Proposition 28. Start with an (n + 1)-reduced polynomial

P = (17C’m—1a ) 0170)
and suppose that P + 1 violates Rule 4. The condition states that
POt(Cm_l,...,CQ,Cl) = 1, c1 = k.

This implies that
POt(Cm_l, ceey CQ) =2

which is precisely the condition for potential value change violation by Rule 4. For Rule 5,
this case corresponds to 5) (ii) with potential -4, and for Rule 6, this corresponds to 6)
(ii) with Pot(A) = —1 —sign™(c¢; - ¢j11)- O

Therefore, in the later section, we will only select a few cases listed here to generate
the entire list of n-reduced polynomials. In addition, once rewriting is triggered by a
violation, since all rewriting rules for P + 1 are disjoint (see Corollary 21), if there were
to be another rewriting, the poison subword would fall into one of these categories as
well. This allows us to break P into smaller pieces which we call n-types and n-classes.

6. n-Types and n-classes

In this section, we give the precise definition of n-types and n-classes. n-types and
n-classes come from a list of cases from Proposition 28 and a list of generic cases, that
is, the case when both P and P + 1 are n-reduced. Intuitively, n-types tells us whether
P + 1 is n-reduced or not when P is n-reduced; if it fails to be n-reduced, it will be sub-
divided into n-classes using Proposition 28. n-classes serve another purpose here: they
capture whether X P + ¢ is (n + 1)-reduced or not when P is n-reduced. Since X P is
always (n + 1)-reduced by Proposition 25, the case when X P + ¢ is (n + 1)-reduced can
be classified using Proposition 28. More specifically, if ¢ =1, then we can use the sign
change violation; if ¢ = k or k4 1, then we can use the potential change violation. The
main reason we need both n-types and n-classes is that n-length is not the length that
we are interested when computing the growth series for the group, rather, we need to
count all n-reduced polynomials for all possible integer n. n-classes provides us a way to
increment n from 0-reduced polynomial.

As mentioned after Proposition 28, there is a correspondence between sign change
violations and potential value change violations, hence there is a reduction in cases. Here,
we will primarily select polynomials whose leading coefficient is non-negative. Thus, we
consider potential value change violation for Rule 5 and Rule 6, and the sign change
violations by Rule 4. Rule 2 will be considered as a degenerate case of Rule 6. Rule 1
and Rule 3 have only a finite number of cases, so those cases will appear in the base
case, but not in the inductive definition of the n-types and n-classes.

We start with the generic case. If both P and P + 1 are n-reduced and the constant
coeflicient of P is non-negative, we say P has n-interior type. If the constant coefficient of
P is negative, then it follows that P + 1 is also n-reduced, and we say P has n-negative
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type. All other polynomials, i.e. when P + 1 is not n-reduced, are said to have n-boundary
type.

Now we discuss n-classes. We begin with the stable n-class, denoted as n-class S. This
class consists of n-reduced polynomials P(X) such that for any positive ¢, the rightmost
minimal poison subword of X P(X) + ¢ is disjoint from the subword corresponding to
XP(X). Necessarily, P + 1 is n-reduced whenever P has n-class S. These are the most
common n-reduced polynomials. The class splits into 3 separate sub-classes S_, Sy and
S depending on the sign of the constant coefficient.

Violations Corresponding n-class Related n-classes
Sign Change, Rule 4 E,y Es5, E3
Potential Change, Rule 5 Ut, UL, U,

Potential Change, Rule 6 Uy, U_1,U_5

Generic classes: S_, Sp, S4.

The opposite of the stable n-class is the unstable n-class which we write as n-class
U. These are the polynomials P(X) where the rightmost minimal poison subword of
XP(X) + ¢ violates some global rule for some positive c¢. These violations are classified
in Proposition 28.

Consider a n-reduced polynomial P. Suppose that XP(X)+k+1 is not (n+ 1)-
reduced by violating Rule 6 by a potential value change, but XP(X)+ k is (n+ 1)-
reduced. By Proposition 28, we know that the rightmost minimal poison subword
excluding the constant coefficient will have either potential —sign™(c; - ;1) or —1 —
sign™ (¢; - ¢j+1). We notice that X P(X) + k also satisfies the condition for the unstable
(n + 1)-class.

For a n-reduced polynomial P, if XP(X)+ k is not (n+ 1)-reduced by violating
Rule 6 by a potential value change but XP(X)+k —1 is (n+ 1)-reduced, then by
Proposition 28, we know that the rightmost minimal poison subword excluding the con-
stant coefficient will have potential —2 — sign™ (¢; - ¢j11). Again, X P(X) + k — 1 will be
in the unstable (n + 1)-class.

We split the unstable n-class into sub-classes Uy, U_1, and U_5 by their trun-
cated potential of the rightmost minimal poison subword being — sign+(cj Cit1),
—1 —sign™(¢; - ¢j+1), and —2 —sign™ (¢; - ¢j11), respectively. As observed, multiplying
X and adding either k or k — 1 to P in the unstable n-class will give us a new polynomial
in the unstable (n + 1)-class with a different potential value.

We follow a similar kind of logic to classify n-reduced polynomials. For Rule 5 in
Proposition 28, We will define n-classes U’ 5, U’ and U’ ; where the subscript denotes
the potential. For Rule 4, we will define n-classes E;, E5, and E3. Note that the U?
classes and the F classes are both associated with top rules.

Definition 30 (Base case). Let @ be an integer linear polynomial with a non-
negative leading coeflicient. The n-class and n-type of @) are given as follows:

e (n-initial type) n <0, @ = 0.
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e (n-interior type) if Q = dX + ¢, and
n > 0. Then Q = 0 has n-class Sj.

d=0,0<c¢<k,and n <0. Then @ has n-class 5.
d=0,c=k+1,and n <0. Then Q has n-class U’ ,.
d=0,0<c<k—1,and n > 0. Then @ has n-class 5.
d=0,c=k, and n > 0. Then @ has n-class Uj.

e (n-negative type) if QQ = dX + ¢, and
d=1and ¢ = —k+ 1. Then @Q has n-class E; if n <0.

d=1and ¢ = —k + 2. Then @ has n-class E3 if n <0.

e (n-boundary type)
If n < 0. Then Q = k + 2 has n-class U’ .

If n > 0. Then Q = k + 1 has n-class U_s.
We define types and classes for polynomials with a non-negative leading coefficient.

Definition 31. Suppose that Q(X) = X P(X) + ¢ is an n-reduced polynomial whose
leading coefficient is positive where P(X) # 0 and ¢ is constant.

e (n-interior type) if
— For any P and 0 < ¢ <k — 2, @ has n-class Sy.

— P has any (n — 1)-class except E; and —P does not have (n — 1)-class U_5 and
¢ = 0. Then @ has n-class Sp.

n — 1)-class Sy, Sy, Up, or Ut ; and ¢ = k — 1. Then @ has n-class 5.
— P has (n — 1)-class U_; and ¢ = k — 1. Then @ has Uj.

(
(

— P has (n —1)-class Sy or S; and ¢ = k. Then @ has n-class Uy.

— P has (n—1)-class S_, Ey, Es, or E3 and ¢ =k — 1. Then @ has n-class Uj.
(

)

)

)

~ P has (n—1)-class U, and ¢ = k — 1. Then @ has n-class U’ ;.
e (n-negative type) if

— P has (n— 1)-class Ey and ¢ = —k + 1. Then @ has n-class Es.

— P has (n — 1)-class Ey and ¢ = —k + 1. Then @ has n-class E3.

—1)-class E5 and ¢ = —k + 1. Then @ has n-class S_.

— Phas (n—1)

-1

1)-class F> and ¢ = —k. Then @ has n-class Ej.

(

(
~ Phas (n

(n

(

n — 1)-class F3 and ¢ = —k. Then @ has n-class Es.
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— ¢ < 0. Then @ has n-class S_ unless otherwise stated above.

¢ (n-boundary type (P)) if
— P has (n — 1)-class U_5 and ¢ = k — 1. Then @ has n-class U_;.

~ P has (n—1)-class U 5 and ¢ = k — 1. Then @ has n-class U’ .

—~ P has (n —1)-class U_; and ¢ = k. Then @ has n-class U_.

— P has (n—1)-class U, and ¢ = k. Then @ has n-class U’ .

— P has (n — 1)-class Uy and ¢ = k. Then @ has n-class U_j.

~ P has (n — 1)-class U5 and ¢ = k. Then @ has n-class U’ ,.

— P has (n—1)-class S_, Fy, Es, or E3 and ¢ = k. Then @ has n-class U_s.

— P has (n—1)-class S; or Sy and ¢ = k + 1. Then @ has n-class U_s.

e (n-boundary type (S)) if
— P has (n — 1)-class S_ such that —P has (n — 1)-class U_5 and ¢ = 0. Then @ has
n-class Sp.

— P has (n — 1)-class Ey and ¢ = 0. Then @ has n-class S.

Remark 32. Although we gave our definitions recursively, it is straightforward to
prove inductively that these do correspond to the cases in Proposition 28. For example,
if P has n-boundary type (P) and n-class U_1, then:

o P=(...]A) with A= (cj, ..., cp) and Pot(A) = —1 —sign™(¢; - ¢j41),
e P+ 1 is not n-reduced and its minimal poison subword is A" = (¢;, ..., c1, co + 1),

e XP+k+1 will violate Rule 6 by a potential violation as described in
Proposition 28.

From Proposition 28, it is also easy to check that the n-classes form a partition of all
n-reduced polynomials. We record this as lemma.

Lemma 33. For each n, the n-classes form a partition of all n-reduced polynomials
with non-negative leading coefficient.

7. Successor function

Previously, we have classified any n-reduced polynomial P into n-types and n-classes
using an inductive definition. The definition relied on whether P + 1 is n-reduced and
XP+Cis (n+1)-reduced. While the classification is complete, the definitions for S
and S_ are not descriptive enough to give the growth series on its own, and we develop
a tool to bypass that.

In this section, we will define the successor of a polynomial to generate all n-reduced
polynomials with a non-negative leading coefficient. We will add 1 consecutively to the
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n-reduced polynomial until it is no longer n-reduced. When P(X)+ 1 € Z[X] is not
n-reduced, Proposition 23 will give us a new polynomial

d
QX)=> X'+ X!
i=0
where c_; = 0 or 1. By Proposition 25, we know that Q(X) — X ! = Z?:O ;X' e Z[X]is
also n-reduced. Intuitively, we want to define this to be the successor of P(X). However,
in some cases, Q(X) — X! —1 is also n-reduced, and to make sure that the successor

function maps onto the set of n-reduced polynomials, we instead define Q(X) — X! —1
to be the successor of P(X) (see (3) in the formal definition).

Definition 34. Let P be an n-reduced polynomial. The successor of P, denoted
S(P), is given by the following:

(1) If P has n-initial, n-interior, or n-negative type, then S(P) = P + 1.

(2) If P has one of the boundary types in the base case, we define the successor as
follows. (Note that this is a special case of 3) below.)

P | S(P)

k+2andn<0| X -—-k+1
k+1landn>0 X —k

(3) Suppose that P has n-boundary type (P) and n-class U_s or U’ ;. Letting Q be
the rewriting of P + 1 given by Proposition 23, we then set S(P) = Q — 1 — XL

(4) Suppose that P has n-boundary type (P) and n-class U_; or U!,. Letting Q be
the rewriting of P + 1 given by Proposition 23, we then set S(P) = Q — X 1.

(5) If P has n-boundary type (S), then S(P) is defined to be the rewriting of P + 1
given by Proposition 23.

If S(P) = P +1, it is called a regular successor. Otherwise, it is called an irregular
successor.

It is clear in the definition that S(P) is n-reduced when it is a regular successor. For
irregular successors, as an example, we show that S(P) is n-reduced when P has n-class
U_p. If P=XR(X)+k and R(X) has n-class S_, or P = XR(X)+ k+ 1 and R has
n-class Sy or n-class S, then P + 1 violates Rule 2. Thus, it can be checked easily that
S(P) is n-reduced. If P = XR(X) + k and R has n-class U_1, there exists d such that

P=X"'B+ XA+k

where B has stable n-type and (A|k+ 1) is the rightmost minimal poison subword of
P + 1. After rewriting P + 1 and subtracting 1 + X !, we have S(P) = X*1(B+1) +
XA — k.
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+1
/”;’—\
('f Negative Interior Boundary
|
|
1 5B

Figure 5. As we add one to our reduced polynomial, we move from the n-negative type (blue
region) to the n-interior type (white region). Finally, as we reach the end of the interior region,
we reach the n-boundary types (yellow region).

Given that

Pot(A) = —2 — sign™ (cq - cq11)
Pot(A') = —(~2 —sign™(cq - cat1)) — 2

= sign™ (cq - cay1) = —sign™(c; - Cat1)

and for any subword adjacent to (—k) not containing ¢/, we also have
Pot(cq...c;) > —3 —signt(cq - cat1),

it then follows that
POt(Cj . 01) S 0.

Thus, Pot(c} ...c}) > 0. Since the potential for A" and of any subword of A’ is bounded
below, we conclude that S(P) cannot violate Rule 6.

Denote the set of polynomials with a non-negative leading coefficient R*. First, we
show that the successor function is a bijection from R* U {0} onto R*. See Figure 5.

Proposition 35. The successor function is a bijection from Rt U {0} onto RT.

Proof. We show this by showing there is an inverse function S—!(P), which will be
constructed by applying the successor on —P.

Since — P can have a negative leading coefficient, only for this proof, we add new n-types
to Definition 30 and Definition 31. For the base case, suppose that c is a negative integer.
We say ¢ has n-class S_ when |¢| < k+1 and n >0, or |¢|] <k + 2 and n < 0. For any
n-reduced polynomial, we define n-classes and n-types inductively following Definition 31.

Now we define the extension S of the successor for any n-reduced polynomial. For
polynomials with negative leading coefficients, the successor prescribed in Definition 34
will always give an n-reduced polynomial with few exceptions, which can be observed from
the potential change violations by Rule 4 and the sign change violations by Rule 5 in
Proposition 28. We add two cases of irregular successors.
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(1) If P has n-class —FEs, we let @ be the rewriting of P + 1 given by Proposition 23,
we then set S(P) = Q — X!, When P has n-class —Fj, we then define S(P) =
Q-1-Xx1

(2) If P= XR and R has (n — 1)-class —U" 5, then S(P) is the rewriting of P 4 1 given
by Proposition 23.

We see that this extension now is well defined. We first show that §~'(S(P)) = P for
each case from Definition 34.

Suppose that S is a regular successor for P. In order for the identity to hold, we need
—(S(=P — 1)) = P, or equivalently, S(—P — 1) = —P. When P has n-initial, n-interior
type, since —P — 1 has n-negative type, the identity holds.

Now suppose that P has n-negative type. We show that —P — 1 always has n-interior
type. We begin with the base cases

n-class of P ‘ -P-1 ‘ n-class of —P — 1 ‘ n-class of —P ‘ n
FE —X+k-2 Sy Uy n<1
E3 —X + k — 3 S+ S+ n S 1
S_ 0<e<k So, Sy or Uy Sy, UporU_o | n>0
S_ O0<c<k+1| Syp,SyorUly; |Si,UlzorUl, | n<0

Thus, the claim is true for the base case. Now, in general, if P = X R + ¢, then

n-class of P | (n—1)-classof R | —-R| ¢ =-c—1 | —P-1
By Ey Us k-2 S,
Es E, St k—2 St
S_ E3 S+ k—2 S+
By Es S k-1 S,
FEs E3 S+ k—1 S+
S_ So S() 0 S d S k So, S+, Uo
S_ * S_ Ogc/gk—l S(), S+, Uo

Working out each case directly shows that S(—P — 1) = — P as desired except when P has
n-class S_ and R has (n — 1)-class S_. We note that since P is n-reduced, —R having
n-class U_o can be ruled out. Furthermore, —P needs to be n-reduced, significantly
reducing the number of cases to be considered. In this case, working out explicitly we see
that

https://doi.org/10.1017/50013091522000505 Published online by Cambridge University Press



1120 S. Choi, M.-C. “Turbo” Ho and M. Pengitore

ClassofP‘ fR‘ d=—c—1 ‘ —-P-1

S_ S+ OSCISIC S+7 UO
S_ Up |0<<k-1 Sy
S_ U1 | 0<d<k-1| 5S4, U
S Uty | 0<cd <k Sy
S_ U, 1 0<d<k—-1]|8.,Ut,
S_ U, 10<d <k-2 Sy

Hence, the successor for —P — 1 is regular.

Now suppose that S is irregular. For the base case, the identity holds trivially by con-
struction. Let P have n-class U’ , or U! ;. It is easy to check that S(P) has n-class Es and
E), respectively. For —S(P), by construction of the generalized successor, S(—S(P)) = P
as required.

Now let P have n-class U. For the base case, we check when P = X R + ¢y has n-class
U_5 where R has n-class S or E. For the recursive case, there exists a smallest d > 2 such
that

P=X'B+XA+c
where B has (n—d)-class S or E and A is a degree d — 2 polynomial. Denote P =

(B|A|cp). By choice of d; XA+ co+ 1 corresponds to the rightmost minimal poison
subword of P 4 1.

n-class of P | Pot(A) | e | —cf | n-class of —S(P)
U_2 -2 — SignJr(Cj . Cj+1) k k U_2
U,1 —l—sign+(cj ‘Cj+1) k k U,1
U_1 —l—SigHJr(Cj 'Cj+1) k—1|k—-1 U_1

We observe that —S(P) can only have n-class U and that the rightmost minimal poison
subword for —S(P) can only be on the same position as A. The rewriting rule for —S(P)
is identical to the rewriting rule for P, and thus, the identity holds.

For n-boundary (S), let @ = X P where P has (n — 1)-class of Ey. §(Q) is also of the
form X R where R has (n — 1)-class —U! ;, and the identity follows from construction of
the generalized successor. When @ = X P and P has (n — 1)-class —U_s, one can observe
—8(Q) also has n-boundary (S) which completes the proof.

The other direction S(S™1(P)) = S(—=S(—P)) follows from symmetry. O

Proposition 36. Suppose P is an n-reduced polynomial with non-negative leading
coefficient that represents x.

(1) If P has n-initial type, then L, (S(P)) = L,(P) + 1 and S(P) represents x + b.
(2) If P has n-interior type, then L, (S(P)) = L,(P) + 1 and S(P) represents x + b.
(3) If P has n-negative type, then L, (S(P)) = L,(P) — 1 and S(P) represents x + b.
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(4) If P e Ut or P € U_s, then L,(S(P)) = L,(P) and S(P) represents = — a.
(5) If Pe U, or P e U._q, then L,(S(P)) = L,(P) and S(P) represents  + b — a.
(6) If P has n-boundary type (S), then L, (S(P)) = L, (P) and S(P) represents = + b.

Proof. We will only prove the case when P € U_5. The other cases can be proved
similarly.

Suppose P € U_s. We then have P = (...|A) for some A with degree d and potential
—2 —sign™(¢; - ¢j+1). The rewriting of P+ 1 is by subtracting (X + X914+ . 4+1)
(X — (2k +1) + X 1), and thus, we may write S(P) as

PHl4+ (X4 X4+ )X -2+ 1) +X ) —1-X!
=P+1+ (XM —2kXx? -2k -—1)XT - —2k-1)X —2k+ X H-1-Xx""!
= P4 (X —2kX9 — (2k — )X — .~ (2k - 1)X — 2k)
=P+ XM X 1 -2k -1)(X 4+ X 4+ X 1),

Recall that the potential of a coefficient is exactly the length change when adding
2k — 1. Therefore, the length difference in the last d 4+ 1 digits of P and S(P) is —2 —
signt(¢; - ¢j41) +2 = —signt(¢; - ¢j4+1), which with ¢;41 > 0, is exactly the opposite of
the effect X9*1 has on the length change. Thus, L,,(S(P)) = L, (P). We also have S(P)
represents x — a which follows from the fact that rewriting does not change the element
the polynomial represents and that X ! represents a. 0

For a Laurent polynomial F(X), we will write F(X) = X~1. F(X~!). We define the
successor function on its principal part Q(X) dually to the polynomial part, i.e., the

n-successor of Q(X) is S(Q(X 1), where S is the (—n)-successor function.

Our main interest is in counting minimal length group elements, not n-reduced
polynomials. Therefore, we need to count the number of m-minimal polynomials that
represent any group element and to take care over the overcount. Therefore, suppose
F(X)= Z?:ﬂ) ¢; X7 represents x, and write its polynomials and principal parts as P(X)
and Q(X), respectively. In the next Lemma, we show that we can write P(X) = £5"(0)
and Q(X) = £8™(0). Thus, (£8"(0)| £ 8™(0)) represents x. However, for a fixed z,
there may be more than one way to write it as (£58™(0)| & §™(0)). To quantify this, we
will also need the proof of the following lemma.

We view the sequence {S*(0)} of successive polynomials as a sequence of points g;
which they represent in Z2 = (a, b), and the successor corresponds to moving in either b,
—a or b — a direction depending on the type. Note that if Q(X) represents ka -+ tb then
Q(X) represents ta + kb. We state the lemma in a slightly more general setting.

Lemma 37 (Spanning lemma). Let G = (a, b) be a free abelian group. Sup-
pose there exists an infinite sequence {g;} C G such that go =0, g1 =b and g;y1 €
{9i +b, g + b—a, g; — a}. Moreover, assume that if g;11 — g; € {b — a, —a}, then g; 12 —
git1 = gi+3 — giro = b. We also define {h;} such that if g; = ka + tb, then h; = ta + kb.
Then for all v € G, there exist ¢, j € N such that v = £g; & h;.
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p—a— ¥

Figure 6. For point A, there is some (4, j) such that g; 4+ h; represents A. For point B, the
representative to look for is g; — h;. Instead of actually finding (7, j), we increment by +a and
+b from a known pair.

Proof. We first prove that if some + is a sum of some g; and h;, then any v + ma + nb
is also for any m, n € N. We proceed by induction on n and m. Suppose that v = g; + h;.
We first need to find a pair (¢/, j') such that v+ b= gy + hj. If giy1 = g; + b, we are
done. If g;11 = ¢; + (b — a), then
Giv1+hjr1 =9i + (b—a)+ hj + (a),
girz + hjr2 = gi + (b —a) + (b) + hj + (=b) + (a), or
Givo +hjra=gi+ (b —a)+ (b)) + hj + (a —b).

On the other hand, if g;11 = g; + (—a), then

gi+2 + hjr1 = gi + (=a) + (b) + h; + (a),
gita +hjr2=gi +(b—a)+ (b) + hj + (=b) + (a), or
Giv3 +hjro =g + (—a) + (b) + (b) + hj + (=b) + (a).

We observe that by the symmetry between g; and h;, the a’s can be incremented in the
same manner. This proves the lemma for elements in {g; + ma} U{h; + nb}, i.e., the
upper-right region cut out by the trajectories of g; and h; (see Figure 6). By switching
signs, any element in {—g; — ma} U {—h; — nb} can be expressed as —g; — h; as well.
By symmetry, this leaves out the case when v € {g; — ma} N {—h; + nb}. We will show
that such v can be written as g; — h; for some ¢, j € N. By induction, let v = g; — h; for
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J > 1. We need to find a pair (¢/, j') such that v+ b = g — hj where ¢/ > i and j' < j.
If giy1 —gi = b, then v + b = g; — h;, and we are done. If g;11 — g; = b — a, then ecither

giv1 —hj—1=gi +(b—a)—h; + (a),
gi+2—hj,1 =g¢+(b—a)+(b)—hj+(a—b), or
giv2 —hjo=gi+(b—a)+(b) —h; + (=b) + (a) (j>1)

where the last case only appears when j >2 as h; =a. On the other hand, if

gi+1 — gi = —a, then either
git1 —hj1 = gi+ (—a)+ (b) — hj + (a),
Git+3 — hj_1 =g; + (—a) + (b) + (b) — hj + (a — b), or
gi+s — hj—2=gi + (—a) + (b) + (b) = hj + (=b) + (a). (j>1)

When j =0, v = g; and v + b will either be g; 11 or is covered by the first case of the proof.
Hence, any element in the set {g; — ma} N {—h; + nb} can be expressed as a difference
gi — h;. By symmetry, this can be done for the set {—g; +ma} N {h; — nb}. O

For counting, we need to know how many representatives of a single 7 exist. We use the
same framework as in Lemma 37 to figure out all the cases and then find the appropriate
types and classes in relation to the successor function.

As in the lemma, we first look at the sum of two sequences g; and h;. We find all
possible pairs of sequences satisfying

gi+hj = gi’ ‘|‘th.

Equivalently, we can find sequences with weaker conditions whose sum is 0. Here we only
require —a and b — a to be followed by two consecutive b’s in the sequence {g;} and a
similar requirement for the sequence {h;}. When any of two sequences is long, the b’s
(or a’s) dominate the sequence. Hence, it suffices to look at combinations shorter than 3
symbols:

(
=(b—a)+ (a+(=b))=(b—a)+ ((-=b) +a)
= (b+(=a)) + (a+ (b)) = ((—=a) + b) + ((=b) + a) = (b+ (—a)) + ((-b) + a)
= ((—a) +b) + (a + (D))

Now we consider the Laurent polynomial F'(X) = Zngp ¢; X7 that represents v, and
write its polynomials and principal parts as P(X) and Q(X), respectively. Suppose both
P and @ have non-negative leading coefficients. For n > 0, when P is an n-reduced
polynomial and @ is a (—n)-reduced polynomial, we have P representing some g; and Q
representing some h; and x = g; + h;. Thus, the overcountings are in the form g; + h; =
g + hjr, and based on the discussion above and Prop 36 can now be classified in terms
of types and classes.

(P|Q) = (S(P)|S(Q)) occurs when
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n-classes of P ‘ (—n)-classes of Q
U_, Uty 0, Se, Uy, E,s, U4 -
07 SOa E07 UOa Uz?) U727 UES
U717U£4 U717Ut,4

Similarly, (P|Q) = (S(P)|S2(Q)) occurs when

n-classes of P ‘ (—n)-classes of Q ‘ (—n)-classes of S(Q)

Uflv Uﬁ4 UO, Uig U727 Uﬁf’)
U_y, U, U_y, Ut S_, E.

And finally, (P|Q) = (8?(P)|S2(Q)) can be classified.

p | sp | @ | s@

U, Uly | U2, ULy | Uo, ULy | U2, Uy
U, Ubs | S_,E. | Uy, Ut | S_, E,
UO, Uig U72, U£5 U72, U£5 U(), Uﬁg
U, Ut | S_,Ee | Uy Uty | Uos, Ut.

Now we consider the case when P is positive and @ is negative, so P + @ represents
r=g; —h;j:

b=(0b)—0=0—(=b)—a=(—a)—0=0-(a)
b—a=(b-a)—0=0—(a—0).

In terms of the successor, this corresponds to

(S(P)Q) = (PIS(Q)),

and the possible classes for P and @ are described below.

n-classes of P ‘ (—n)-classes of Q

07 SO) UOv Eov UES 07 SO, UOv E07 U£3
U72> Ut5 Ufg, Ut5

8. Growth series for n-reduced polynomials

For the reader’s convenience, we give a brief summary here. We begin with the main
theorem of this article.
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Main Theorem. Let A = [ 2;_&1] € SL(2, Z) where 2k + 1 > 5. Then Z? x 4 Z has
rational growth with respect to the standard generating subset.

Recall that for any group element g = (z, t") € Z? x 4 Z, we represent this element by
a Laurent polynomial P(X), and ||g|| is calculated by the n-length L. If

P(X) = zq: X7,

j=—p—1
then n-length L,, is defined as

q
Lo(P)=llgl=2p+2¢—In|+ > Il

Jj=—p—1

where p > max{0, —n} and ¢ > max{0, n}. Here we assumed the polynomial had zero
as its coefficients on both ends if these two conditions are not met. P(X) with min-
imal n-length is called the n-minimal polynomial. Instead of working with n-minimal
polynomials, we defined n-reduced polynomials using a list of rules given in Definition 8.

In Theorem 24, we showed that any n-minimal polynomial can be rewritten as a sum
of a polynomial part and a principal part, both of which are n-reduced. So once the
growth series for all n-reduced polynomials are set up, the growth series for n-minimal
polynomials can be deduced with possible multiplicities.

For the growth series of n-reduced polynomials, we focus on the polynomials with non-
negative leading coefficient, as we can easily deduce the series for the polynomial P with
negative leading coefficient by looking at —P instead.

For an n-reduced polynomial P, it may be the case that P + 1 is not n-reduced; we gave
a full classification in Proposition 28. Using this, we divided all n-reduced polynomials
into n-types and n-classes in Definition 30 and Definition 31. In this section, each n-type
and the degree of a polynomial will serve as a state. For any P in that state, we will
quantify the state for X P + C; this will play the role of transition between two states.
Since we know specifically how much length is changed when the successor is applied, we
can explicitly write down the transition as a matrix as well as its impact to the generating
series.

Since conditions given in Definition 30 and Definition 31 are not descriptive enough,
we define a function called the successor (Definition 34). We show we can obtain all
n-reduced polynomials with non-negative leading coefficient by starting from 0 and apply-
ing the successor function repeatedly, which is shown to be injective (Proposition 35) and
spans all polynomials (Lemma 37). This allows us to count other n-types by looking at
the image of the successor instead. In the same lemma, we also listed a finite number
of ways to represent the same element where both polynomial and principal parts are
n-reduced. From this, we can conclude that once the generating functions for each types
are rational, the growth of the group is rational.

We begin by defining the generating function for polynomials having a given n-class of
degree d with a non-negative leading coefficient and use the inductive definition given in
Definition 30 and Definition 31 to find the recursive relation using the following table.
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Definition 38. We denote the generating function having the stable n-classes with
given degree as follows

Stable n-class Sy | S = ZPGS rentP Ln(P)
+,deg =

Stable n-class Sy | Sp°? = ZPGS des(P) dtL"(P)
0,deg =

Stable n-class S_ | ™9 = ZPeS st dth(P)
_,deg =

We denote the sum of generating functions for all polynomials of degree d having stable
n-classes as

Sty = Sp(t) + STE) + S™w).

We also introduce the vector notation for the generating function:

L SEe(®)
S™At) = | Sg°(t)
S™4 ()

Definition 39. We denote the generating functions having the unstable classes asso-
ciated with potential value change violations associated with Rule 5 and Rule 6 as in
Proposition 28 as follows:

Unstable n-class Uy | Uj® = ZPGU des(P) dtL"(P)
0,deglf”)=

Unstable n-class U_; | U™ = ZPGU_l’deg(P):dth(P)
Unstable n-class U_o | U™y = ZPEU_%ng(P):dth(P)
Unstable n-class Ut 5 | T" = ZPGUig,deg(P):dth(P)
Unstable n-class U*, | T™ = ZPEindeg(P):dth(P)

. i ¢ nd _ L. (P)
Unstable n-class U 5 | T % ZPGUESVng(P):dt .

We denote the generating function of all polynomials of degree d having unstable n-classes
associated with Rule 6 as

U™a(t) = U (t) + U™ ) + U™ (t)

and denote the generating function of all polynomials of degree d having unstable n-classes
associated with Rule 5 as

T™(t) = T (t) + T () + T3 (t).
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As a vector notation, we have

3 Ug(1) ) T (1)
Umd(t) = Uf’lj(t) and  T™4(t) = ng(t)
U”s'(t) T (1)

Definition 40. We denote the generating functions having unstable classes associated
with potential value changes violations associated with Rule 4 using the following table:

Unstable n-class E Ef’d = E e By des(P) dtL"(P)
1,deg =
Unstable n-class Fy | EY d—

Unstable n-class E3 E;,L’d =

3 fLn(P)

PcE;,deg(P)=d

3 4L (P)
PeFEs,deg(P)=d ’

and we denote the generating function of all polynomials of degree d having unstable
n-classes as

E™4(t) = Ep () + Ey (1) + E5(1),

Finally, as a vector notation, we write

EP(t)

En’d(t) _ E;L,d(t)
n,d

Eg (1)

When there is no restriction on the degree, the generating functions will be denoted as

o0 oo

Sn — Z Sn,dUn _ Z Un,d
d=0 d=0

T — iT”’dEn _ iEn,d.
d=0 d=0

We begin computing these generating functions with small d by computing the n-length
for every item in the base case. (Definition 30.)

Proposition 41.

t+...+tk ] th —¢
S00(t) = 0 = 0
0 t=11 o
t+4 ... +tht 1 thtl —¢
§m0(t) = 17 1 = | t=1 | ifn>0
0 0
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Similarly,
tk+1
Uy =0, T =1 0
tk+2
k
u°wy=|( o |, 7"°@¢)=0ifn>o0.
tk+1

E™O(t) = 0 for all n.

Proof. Let d = 0. When n > 0, we have n-classes Sy, S1, Uy and U_s, and L, (cp) =
n + |co|. For stable n-types, 0 < c¢g <k — 1. ¢o = k and ¢y = k + 1 corresponds to Uy and
U_5 respectively. On the other hand, if n <0, we have n-classes Sy, U'; and Ul In
this case, L,(co) = —n + |¢g|. For stable n-types, 0 < ¢y <k.co=k+1and cg =k +2
corresponds to Ut ; and U, respectively. O

Remark 42. We exclude the initial type since it plays no role in the recursive definition
of n-types.

Lemma 43.

E™Y () =0ifn>0
tk+2

E ) =1| o
tk+1

Proof. The n-class FE appears only when the degree is greater than 1 and n < d.
There are two cases we need to consider: P(X) = X — k + 1 has 0O-class F; and P(X) =
X — k + 2 has O-class Ej3. O

Now we introduce recursion using Definition 31. We begin with n-class E.

Proposition 44.

0o 0
EOLdtl @y = ¢ [th=1 0 k| E™(t) = Pp g E™(t).
0 1 0

Proof. Suppose that P has n-class Fy. By Definition 31,
XP+(-k+1)

has (n + 1)-class E3, and the difference between the (n + 1)-length of X P + (—k + 1) and
the n-length of P is k. Similarly, if P has n-class Ey, XP + (—k + 1) has (n + 1)-class
FE5 and the length increases by k.

On the other hand, if P has n-class F3, XP — k has (n+ 1)-class Fs; and if P has
n-class Eo, X P — k has (n + 1)-class E;. In both cases, the length increases by k + 1. O
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Note that when P has n-class F3, X P + (—k + 1) has (n 4 1)-class S_, so this recursive
definition will not appear here; this will appear when we consider a transition between
E-classes and S-classes later.

For the next proposition, we introduce the following matrices

th ¢k gkl 0 th=t 0
PU,S =1 0 0 0 and PU,U =t |th 0 th-1
tk-i-l tk-i-l tk-i-l 0 tk 0

Proposition 45. U144 (1) = P ¢ §4(1) + Py U™4(t)
Similarly, for other classes except stable classes, we have

Proposition 46.

0 ¢t 0
TrrrdD gy =¢ [tk 0 L Tt = ProT™4(1).
0o t 0

The proofs for both propositions are similar to that of Proposition 44.
For the next proposition, we define the following matrices:

Psg=——

t o [th—t ¢h—t th-1 ¢
’ t—1|t—1 t—-1 t—1x  *x x|’

poo ot th—t th=t—¢ th1 ¢
SUTT T t—1 =1 t—1x  x x|’

por b [th —¢ th=1—t th=1l ¢

STy 1 [t—1 t—1  t—1x * x|’
e A

Psp=—- 0 t—1 t-—1

S, E f—1

th=t ¢ b1 ¢ k¢

For stable classes, we set
SrHLdtl) — pg o §™4(t) + PsyU™4(t) + PsrT™4(t) + Ps, g E™(t).

For the * in these matrices, the recursive definition does not explicitly state what coeffi-
cients can be attached at the end to get n-class Sy. Instead of pursuing the exact condition,
we note that for any polynomial P having n-class E or S_, we know the n-class of —P
by the proof of Proposition 35. Exploiting this symmetry, we have

S 4 s U wuly? ifn > d

S(_"vd) + E(n,d) _
SU D 4 s 41 T 0 < d

which can be used to fill the missing entries for Ps g, Ps.i7, Ps,r and Ps g.
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Denote
Pss Psy Pst Psg
Pys Pyu O 0

0 0 Prp 0

0 0 0 Ppg

by the mentioned symmetry, we have the following identity

P:

G(n.d) A B C D G(n.d)
) U(n’d) . PU,S PU,U 0 0 [j(n’d)
Trd) [ 7| 0 0 Prr O T(n.d)
E(”vd) 0 0 0 PE7E E(”ad)
where
. [t —¢ th—¢ -1 ¢
Azil t—1 t—1 t—1 | +Fus
A e N e
. [¢h —¢ th=1—¢ =1 _¢] [1 0 O]
B:ﬁ t—1 t—1 t—1 | +1]0 0 0| Pyyu
I L B e R e I (U
; [¢h —¢ th=1—¢ th=1—_¢] [1 0 O]
C:ﬁ t—1 t—1 t—1 +1{0 0 O| Prr
I e T e B e I [NV
. [tk —t th—t  th—¢
D= P— 0 t—1 t—1| - PgEg
I e e A

and we will use this new block matrix instead of P.

So far, the degree of polynomials having n-classes is fixed. The induction provided
above increments d by 1 at the cost of increasing n. To work around this, we will use the
following lemma:

Lemma 47. Suppose that n < 0, then

Srd(t) =S ),  T™A(t) =t "U(t)
Tty =t T4 ), E™(t) =t "EY(1)
Proof. When n < 0, the rules for n-reduced polynomials are identical to that of n =0

except the n-length increase by |n|. In other words, for n < 0, each 0-reduced polynomial
with 0-length ¢ can be considered as an n-reduced polynomial with n-length ¢+ |n|. O

Now we compute the generating function for each class without restrictions on the
degree by summing over all possible degrees. First, observe that

ipd =(1-P)!
d=0
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which allows us to write

g’o 5‘0,1 5‘0,1 5‘0,1 5‘0,1
ﬁo ﬁ0,1 > U’o,1 [‘]'0,1 B [‘]'0,1

=0 | = | 0,1 +Zpd 70,1 | = | 70,1 +(1-P) ! =0,1 |
T T o T T T

E’o E’o,l o E’O,l E’o,l E’o,l

and for n-classes, we have

Sm S0
i i
Ll =P | L
| =P |

which follows from Lemma 47.

Since P is a 12 x 12 matrix with polynomial entries, (1 — P)~! is a matrix with rational
function entries. Thus, S™, U™, T™ and E™ are all rational for fixed n. (1 —P/t)~! is
also a matrix with rational function entries, hence the sum of S™, U™, T™ and E™ over
all n are rational. Since every n-minimal polynomial representing a group element can
be decomposed into an n-reduced polynomial and —n-reduced polynomial with possibly
multiplicities described in Proposition 37, the set of all n-minimal polynomials exhibits a
rational growth. Furthermore, taking account of the multiplicities in representing group
elements only changes the end function by rational functions because U™, T™ and E™ are
all rational.
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