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We show that the Bloch states in the conduction band of SrTiO3 arise from the interplay between
highly anisotropic hopping in sub-bands derived from the Ti t2g orbitals and spin-orbit coupling that
mixes these orbitals. Because of the nearly flat-band characteristics for one of the principal axes,
at sufficiently high doping these Bloch states become unstable with respect to electron interactions,
resulting in Mott-like singlet correlations. These findings may be relevant to the anomalous electronic
properties of SrTiO3, including its unusual superconductivity.

I. INTRODUCTION

Strontium titanate, SrTiO3 (STO), exhibits unique
and puzzling electronic and structural properties, which
have motivated its extensive studies over the last 50
years [1–4]. The dielectric constant of STO is anoma-
lously large and almost diverges at low temperatures
without the onset of ferroelectricity in a manner consis-
tent with quantum paraelectricity [5]. Strain or interfa-
cial effects in thin films can stabilize ferroelectricity [6, 7].

Electron-doped STO also exhibits superconductivity
(sc) at record-low carrier concentrations n >∼ 3 ×
1017 cm−3, corresponding to the Fermi energy of less
than 2 meV [5, 8]. Experiments suggest s-wave sym-
metry of the sc order parameter [9, 10]. Furthermore,
the large lattice fluctuations associated with quantum
paraelectricity in STO are suggestive of the conventional
phonon mechanism of sc. However, sc in STO cannot
be explained by the usual Migdal-Eliashberg extension
of the Bardeen-Cooper-Schrieffer (BCS) theory relying
on the electron attraction mediated by the retarded lat-
tice response [11, 12], since the Fermi energy in STO is
comparable to the energy of phonons [13, 14].

The dome-like dependence of the critical temperature
Tc on doping is similar to that of high-temperature super-
conductors (HTSCs), albeit with a much smaller maxi-
mum Tc = 0.4 K [15, 16]. Furthermore, tunneling mea-
surements indicate multi-band sc, similar to some uncon-
ventional superconductors, such as ruthenates and pnic-
tides [17]. A variety of the proposed mechanisms include
long-range electron-phonon interaction [18], soft bosonic
modes [19], intervalley phonons [20], and quantum para-
electric fluctuations [21, 22], but the mechanism of sc
in STO is still debated. In particular, it remains con-
tentious whether the ferroelectric distortions enhance sc
in STO [23] or suppress it [19, 24].

Here, we present a tight-binding analysis of the Bloch
states in the conduction band, which may shed light on
the puzzling electronic properties of STO and its het-
erostructures. In the next section, we show that in the
limit of negligible spin-orbit coupling (SOC), the sub-
bands derived from the three t2g orbitals of Ti are highly
anisotropic. In Section III, we show that near the bottom
of the conduction band, these states are mixed by SOC
into a Kramers doublet with the total moment j = 5/2.
In Section IV, we utilize the Hubbard model to show that
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Figure 1. (a) The structural motif dominating the conduction
band in STO consists of Ti-O-Ti chains along the principal
axes, with octahedral coordination of Ti by oxygen atoms.
(b), (c) Schematics of the dyz orbital of Ti and pz (b), px (c)
orbitals of nearest-neighbor oxygens on three principal axes.
The signs of the orbital lobes are labeled.

at sufficiently high carrier density, the large sub-band
anisotropy results in the instability of the Bloch states
with respect to Mott-like singlet correlations. Finally, in
Sections V and VI, we discuss the relation of these results
to sc and other anomalous electronic properties of STO.

II. CONDUCTION BAND WITHOUT SOC

In this section, we show that in the limit of negligible
SOC, the conduction band structure of STO is deter-
mined by highly anisotropic sub-band hopping. While
the band structure of STO has been extensively stud-
ied [25–29], we are not aware of prior studies of this prop-
erty revealed by our analysis. We argue below that it is
important for understanding the effects of lattice distor-
tions, confinement at interfaces, and the role of SOC.
At room temperature, STO has a cubic perovskite

structure, with octahedral coordination of Ti formed by
six nearest-neighbor oxygens aligned with the principal
crystal axes, Fig. 1(a). Antiferrodistortive rotations of
the TiO6 octahedra below 105 K result in minor distor-
tions of the octahedral environment of Ti [30]. These dis-
tortions slightly reduce the orbital selectivity of hopping
discussed below, which does not qualitatively change our
findings. On the other hand, uniaxial strain in thin films
or ferroelectric distortions due to the quantum paraelec-
tric fluctuations at cryogenic temperatures may have a
significant effect on the conduction band structure, as
discussed in Section IV.
The conduction band of STO is mainly derived from
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hopping between the t2g orbitals of Ti and the p-orbitals
of its nearest-neighbor oxygen atoms. This hopping
can be characterized by the matrix elements tim,m′ =

⟨dm|V ′|pim′⟩ [31]. Here, the index i enumerates the
nearest-neighbor oxygen atoms, dm is one of the three
t2g orbital wavefunctions of Ti forming a pseudo-vector
(dyz,dxz,dxy) = (d1, d2, d3), the index m′ enumerates
oxygen’s p-orbitals, and V ′ is the perturbation of the
atomic potential resulting in orbital hybridization. We
consider the additional effects of O-O hopping separately
at the end of this section, and SOC in the next section.

We now show that Ti-O hopping is described by a sin-
gle orbitally selective matrix element. Analysis of the
Koster-Slater parameters yields the same result [32], but
does not reveal the underlying symmetries. Consider
the dyz orbital of Ti and the pz orbital of the neighbor-
ing oxygen on the x-axis, Fig. 1(b). The dependence of
the wavefunction dyz on the axial angle θx for rotations
around the x-axis is sin(2θx). Meanwhile, for the pz or-
bital of oxygen on the x-axis, this dependence is sin(θx).
In the cubic phase, the potential V ′ is axially symmetric.
In the cylindrical coordinate system (x, ρx, θx) aligned
with the x-axis, the corresponding matrix element is
t11,3 =

∫
f(x, ρx) sin(θx) sin(2θx)dθx = 0, where f(x, ρx)

is a function of radial and axial coordinates.

The hopping amplitude t11,3 vanishes by symmetry,
since each lobe of the pz orbital has the same overlap
with both the positive and the negative lobes of the dyz
orbital, Fig. 1(b). Symmetry also prohibits hopping be-
tween the dyz orbital and the pz orbital of the oxygen on
the z-axis. The only symmetry-allowed matrix element
involving the dyz orbital, t

2
1,3, describes hopping to the pz

orbital of nearest-neighbor oxygen atoms on the y-axis,
since both orbitals are described by the same dependence
cos(θy) on the rotation angle around the y-axis. By the
cubic symmetry, the only finite matrix element involv-
ing hopping between the dyz orbital of Ti and the py
orbitals of oxygen atoms is t31,2 = t21,3, which corresponds
to hopping along the z-axis. Symmetry also prohibits
hopping between the dyz and px orbitals in any direc-
tion, Fig. 1(c).

We conclude that an electron in the dyz orbital of Ti
can hop only onto the pz orbital of the two nearest-
neighbor oxygen atoms on the y-axis or the py orbital
of the two nearest-neighbor oxygen atoms on the z-axis.
By the same symmetry arguments, it can then hop from
oxygen only onto the dyz orbital of the nearest-neighbor
Ti along the corresponding Ti-O-Ti chain [see Fig. 1(b)].
Thus, electrons initially in the dyz orbital propagate only
in the yz-plane while retaining their orbital state.

In the considered approximation, oxygen atoms merely
mediate orbitally-selective hopping between Ti atoms.
We can then consider only the state projections on the
Ti t2g orbitals. Orbital state-preserving hopping between
the dyz orbital of Ti and its four nearest Ti neighbors in
the yz-plane is described by a single hopping parameter
t, which is negative since dyz is antisymmetric with re-
spect to both the y- and the z-axes [see Fig. 1(b)]. By

dyz

(a)

kx ky

kz
dxy

dxz

(b)

Figure 2. (a) In the limit of negligible SOC, the Fermi surfaces
of the sub-bands derived from the orbitals dm are cylinders
spanning the Brillouin zone and aligned with the principal
axes. (b) LCAO band structure reproduced from Ref. [33].

symmetry, hopping on the dxz and dxy orbitals occurs
only within the xz- and xy-planes, respectively. The cor-
responding Hubbard Hamiltonian is

Ĥhop =ϵ0
∑
n⃗,m,s

n̂n⃗,m,s

+t
∑

n⃗,⃗l,m,s

(1− δl,m)ĉ+
n⃗+l⃗,m,s

ĉn⃗,m,s,
(1)

where ϵ0 is the level energy, ĉ
+
n⃗,m,s is the electron creation

operator on site n⃗ in orbital dm with projection s = ±1/2

of spin on the z-axis, n̂n⃗,m,s = ĉ+n⃗,m,sĉn⃗,m,s, l⃗ is a unit

vector in one of the two directions along the lth principal
axis, and δl,m is the Kronecker symbol.
The single-particle eigenstates derived from the or-

bitals dm are Bloch waves

ψk⃗,m,s =
1√
N

∑
n⃗

eiak⃗n⃗ĉ+n⃗,m,s|0⟩ = ĉ+
k⃗,m,s

|0⟩, (2)

where a is the lattice constant, and N is the total number
of sites. Their dispersion is

Em(k⃗) = ϵ0 + 2t
∑
m′

(1− δm,m′) cos(km′a). (3)

We choose ϵ0 = −4t so that Ĥhop is the kinetic energy.
In the discussed approximation, the mth sub-band

is non-dispersive in the mth direction and is parabolic
at small k in the other two directions. The resulting
Fermi surface consists of three orbitally-selective cylin-
drical sub-surfaces aligned with the reciprocal axes that
span the Brillouin zone, Fig. 2(a).
Effects of oxygen-oxygen hopping. We now ad-

dress the possibility that other hopping contributions,
and especially nearest-neighbor O-O hopping whose am-
plitude is smaller but not negligible compared to Ti-O
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hopping, may affect the sub-band anisotropy identified
above. Figure 2(b) reproduces the band structure ob-
tained in Ref. [33] using the linear combination of molec-
ular orbitals (LCAO) method, which included O-O hop-
ping, along with other hopping contributions among the
14 orbitals considered in the model. Remarkably, one of
the conduction sub-bands is nearly flat in the principal
Γ−X direction, in good agreement with the above anal-
ysis. Meanwhile, the other sub-band is highly dispersive
in this direction and is doubly degenerate, as is apparent
from its splitting along the X−Z direction. We conclude
that the sub-band anisotropy identified above based on
the analysis of Ti-O hopping is robust with respect to
other hopping contributions.

We now show that O-O hopping does not compromise
the orbitally-selective anisotropy of hopping because of
the cubic symmetry. O-O hopping is characterized by
two matrix elements corresponding to σ and π bonds,
whose amplitudes tσ = 0.4 eV, tπ = −0.04 eV, were
determined in LCAO calculations [32, 33]. The value of
tπ is an order of magnitude smaller than tσ. Since the
oxygen amplitudes in the conduction band are small, O-
O hopping via the π bonds can be neglected.

We enumerate the oxygen sites coordinating the n⃗th Ti

atom with indices n⃗+l⃗/2, where l⃗ is a unit vector in one of
the principal directions. The O-O hopping Hamiltonian
via σ bonds can be written as

ĤO−O = tσ
∑
l⃗′ ̸=l⃗,s

â+
n⃗+l⃗/2,u⃗,s

ân⃗+l⃗′/2,u⃗,s, (4)

where the operator â+
n⃗+l⃗/2,u⃗,s

creates an electron with

spin s on the oxygen site n⃗+ l⃗/2 in the state pz′ , with the
local axis z′ pointing in the direction of the unit vector

u⃗ = (⃗l− l⃗′)/
√
2 connecting the two oxygen atoms. In the

principal axes coordinates, this Hamiltonian is

ĤO−O = tσ
∑

l⃗′ ̸=l⃗,m,m′,s

â+
n⃗+l⃗/2,m,s

ân⃗+l⃗′/2,m′,s

×
[
umum′ − δmm′

(1− |lm|)(1− |l′m|)
8

]
,

(5)

where the operator â+
n⃗+l⃗/2,m,s

creates an electron with

spin s on the oxygen site n⃗+ l⃗/2 in the state pm. In this
equation, the terms withm′ ̸= mmix different p-orbitals,
while the terms with m′ = m conserve the orbital state.
To show that the Hamiltonian Eq. (5) does not vio-

late the hopping anisotropy identified above, we consider
a specific case of hopping in the z-direction for the sub-
band d3 derived from the Ti dxy orbital. Such hopping
is not allowed by Ti-O hopping alone. It is easy to see
that for hopping along the principal axes, the orbital-
mixing contribution vanishes because the hopping am-
plitude changes sign upon the reversal of um or um′ .
The underlying mechanism is illustrated in Fig. 3 for

hopping in the x-z plane between the pz and px orbitals.
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Figure 3. Illustration of destructive interference between two
diagonal O-O hopping directions suppressing orbital mixing
for the wavevector along the z-axis.

Hopping from the pz orbital to the px orbital in the
positive-z, positive-x direction is characterized by the
amplitude tσ/2, while hopping in the positive-z, negative-
x direction is characterized by the amplitude −tσ/2. The
amplitudes are opposite because the orbital px is anti-
symmetric with respect to x-axis inversion. Destructive
interference between the two contributions prevents or-
bital mixing. We note that if the wavevector has a fi-
nite x-component, a complete cancellation does not oc-
cur, and the hybridization between the oxygen orbitals
shown in Fig. 3 provides a non-negligible contribution
to hopping. This results in the renormalization of the
dispersion Eq. (3) but does not affect our conclusions.

We now consider the remaining O-O hopping contribu-
tions, which conserve orbital moment. The d3 sub-band
formed by Ti-O bonding hybridizes the Ti dxy orbitals
only with the px and py orbitals of oxygen, and therefore
the terms with m = m′ = 3 in Eq. (5) do not have finite
matrix elements with this sub-band.

The remaining terms describe hopping on the oxygen’s
px and py orbitals. Their contribution to the d3 sub-band
dispersion also vanishes, because the hopping amplitudes
tσ/2 for m′ = m in the first term in the square brackets
in Eq. (5) are opposite to the amplitudes in the second
term, resulting in destructive interference between hop-
ping in the xz- and yz-planes, whose mechanism is similar
to the suppression of inter-orbital hopping illustrated in
Fig. 3. We conclude that by the symmetry, O-O hopping
does not compromise the anisotropy of orbitally-selective
sub-band hopping identified in our analysis of Ti-O hop-
ping. This conclusion is also supported by the ab initio
calculations [28], as discussed in the next section.

III. SOC EFFECTS

The atomic SOC Hamiltonian is ĤSO = −λ⃗̂L ·⃗̂s, where
λ ≈ 18 meV for Ti [34],

⃗̂
L and ⃗̂s are the orbital and

spin angular momenta in units of Planck’s constant. The
projection of this Hamiltonian onto the t2g subspace is

ĤSO = i
λ

2

∑
k⃗,mi,s,s′

em1m2m3
σm1

ss′ ĉ
+

k⃗,m2,s
ĉk⃗,m3,s′

, (6)
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where em1m2m3
is the Levi-Civita symbol and σm is the

mth Pauli matrix.
The anisotropy of hopping does not permit a general

analytical solution for Ĥ = Ĥhop + ĤSO at arbitrary

k⃗. Thus, we separately consider the analytically solv-
able limiting regimes, and use a perturbative approach

to interpolate between them. For k⃗ along kz, the d1 and
d2 sub-bands are degenerate and split from the d3 sub-
band by ∆E ≈ ta2k2. According to the perturbation
theory, their mixing with the d3 sub-band is negligible at
k ≫ a−1

√
λ/t.

The eigenstates of ĤSO on the subspace of orbitals
d1, d2 are Bloch waves with the atomic orbital structure
d± = (d1∓ id2)/

√
2 characterized by definite orbital mo-

ment projections M = ±1 on the z-axis. SOC splits the
d1, d2 band into a two-fold degenerate j = 1/2 sub-band
derived from the spin-orbit coupled atomic states d− ↑,
d+ ↓, and a j = 3/2 sub-band derived from the states
d+ ↑, d− ↓, where the up and down arrows denote the
spin direction with respect to the z-axis. The two sub-
bands are split by λ.

At k = 0, the kinetic energy vanishes and Ĥ can be
diagonalized. The ground state (g.s.) is split by SOC
into two levels. The first level is a Kramers doublet with
atomic spin-orbital structure

ψ+ = (
√
2d+ ↑ −d3 ↓)/

√
3,

ψ− = (
√
2d− ↓ +d3 ↑)/

√
3,

(7)

with j = 5/2 and energy ϵ± = −λ. The second level
characterized by atomic moment j = 1/2 and energy
ϵn = λ/2 is split from the g.s. Kramers doublet by 3λ/2.
This level is four-fold degenerate with the atomic spin-
orbit structure

ψ1 =(
√
2d+ ↑ +2d3 ↓)/

√
6,

ψ2 =(
√
2d− ↓ −2d3 ↑)/

√
6,

ψ3 =d+ ↓, ψ4 = d− ↑ .
(8)

We note that ψ± are ground states of ĤSO on the full
space of all five d-orbitals since they minimize the SOC
energy. In contrast, the j = 1/2 quadruplet are eigen-

states of only the projection of ĤSO on the t2g subspace,
since only the j = 5/2 and j = 3/2 states are eigenstates
of this Hamiltonian on the full space of five d-orbitals.

We use the perturbation theory to analyze the effects of
hopping [35]. At k ≪ a−1

√
λ/t, hopping-induced mixing

between the lowest-energy doublet ψ±, and the j = 1/2
quadruplet is negligible. The hopping term is diagonal
on the subspace of plane waves

ψ
(0)

k⃗,σ
=

1√
N

∑
n⃗

eiak⃗n⃗ĉ+n⃗,σ|0⟩ = ĉ+
k⃗,σ

|0⟩, (9)

where σ = ± is pseudo-spin, the operator ĉ+n⃗,σ creates

an electron in the state ψσ on site n⃗, and operator ĉ+
k⃗,σ

creates an electron in the corresponding Bloch state.

d3↑, d3↓

d+↑,d-↓

λ

d+↓,d-↑
E

kzλ/2

ψ+,ψ-

j=1/2

(a)

j=5/2

(b)

Figure 4. (a) Structure of SOC conduction band along the
kz axis. (b) Calculated SOC Fermi surface at 2% doping
(n = 3× 1020 cm−3) reproduced from Ref. [28].

The dispersion ϵσ(k) = [ 23 t(ka)
2−λ] of the Bloch states

Eq. (9) is isotropic and independent of σ, with effective
mass m∗ = 3h̄2/4ta2. In contrast, the sub-bands derived
from the j = 1/2 states are anisotropic. For instance, the
bands derived from ψ1,2 are characterized by the effective

masses m1 = 3h̄2/5ta2 along the kx and ky axes, and

m3 = 3h̄2/2ta2 along the kz axis.
The degeneracy of the sub-bands derived from ψσ is

protected by a combination of time reversal and spatial
inversion symmetries [36]. The latter is preserved by the
antiferrodistortive transition but is lifted by the static
ferroelectric distortions at heavy doping, or dynamic dis-
tortions associated with quantum paraelectricity at cryo-
genic temperatures. The effects of this symmetry break-
ing are discussed in the next section.
Our analysis of SOC band structure is consistent with

the observation of a quasi-isotropic Fermi surface at light
doping [37]. The measured m∗ = 1.6 × 10−30 kg al-
lows us to estimate t = 0.2 eV. Hopping-induced orbital
hybridization, which results in orbital moment quench-
ing, is expected to onset around kF = a−1

√
λ/t, where

kF =
3
√
3π2n is the Fermi wave vector, corresponding to

doping n ≈ 1019 cm−3. At heavier doping, increased ki-
netic contribution results in the emergence of anisotropic
band structure, as obtained in Section II in the limit
of negligible SOC. The first-order hopping correction to

ψ
(0)

k⃗,σ
is

ψ
(1)

k⃗,σ
= −

∑
n

⟨ψ(0)

k⃗,n
|Ĥhop|ψ(0)

k⃗,σ
⟩

ϵn − ϵσ
ψ
(0)

k⃗,n
, (10)

where ψ
(0)

k⃗,n
are Bloch states derived from the orbitals ψn.

For σ = +, the only finite matrix element of Ĥhop in this
expression corresponds to n = 1, and for σ = − it is
n = 2. To the lowest order in k,

⟨ψ(0)

k⃗,1
|Ĥhop|ψ(0)

k⃗,+
⟩ = ⟨ψ(0)

k⃗,2
|Ĥhop|ψ(0)

k⃗,−
⟩

=
ta2

3
√
2
(2k2z − k2x − k2y),

(11)

and ϵn− ϵσ ≈ 3λ/2. Based on these expressions, we infer

that for k >∼ a−1
√
λ/t along kz, ψσ are mixed by hopping



5

with other spin-orbital states, evolving at large k into
d3 ↑, d3 ↓ [Fig. 4(a)]. Meanwhile, the j = 1/2 quadruplet
evolves into two d± sub-bands discussed above in the
large-k limit. By symmetry, the dependences are similar
for other principal directions.

Ab initio calculations for n = 3× 1020 cm−3 predicted
a highly anisotropic star-shaped Fermi surface stretched
along the principal axes [Fig. 4(b)], consistent with this
analysis [28]. The same calculations also showed that at
heavier doping, the Fermi surface develops narrow lines
along the principal axes spanning the Brillouin zone, also
in agreement with our results.

IV. EFFECTS OF ELECTRON INTERACTIONS

In this section, we analyze the effects of the electronic
properties discussed in the previous sections on electron
correlations. The latter underlie one of the most puz-
zling properties of STO - sc observed at very low electron
densities n >∼ 3 × 1017 − 1021 cm−3, with the maximum
transition temperature Tc ≈ 0.4 K at optimal doping
n ≈ 1019 − 1020 cm−3 [4, 16]. Intriguingly, the optimal-
doping regime corresponds to the emergence of a highly-
anisotropic star-shaped Fermi surface, which involves an
interplay of SOC and anisotropic orbitally-selective hop-
ping beyond the usual isotropic single-band approxima-
tion of the BCS theory, highlighting the complexity of sc
mechanisms in STO.

Additional complexity is associated with the incipient

ferroelectricity and other static or dynamic cubic sym-
metry breaking, such as strain in thin films, which was
shown to strongly influence the superconducting proper-
ties [19, 23, 24] and may be central to the mechanism
of sc in STO [21, 22, 38, 39]. Cubic symmetry break-
ing can lift the degeneracy of three t2g orbitals, resulting
in a highly anisotropic electronic structure dominated by
only one of these orbitals [36]. SOC can then induce
spin anisotropy of these states, as observed in STO het-
erostructures [40], leading to a complex spin-anisotropic
and orbital-dependent electronic structure.
Here, we focus on the possible connection with uncon-

ventional sc [19, 41]. The latter term generally refers
to sc not described by the BCS theory but is most of-
ten used for correlated metals - materials such as doped
Mott insulators exemplified by cuprate HTSCs, whose
anomalous electronic properties are determined by inter-
actions [1]. The Mott insulator state of undoped parent
compounds of HTSCs is stabilized by electron interac-
tions in a half-filled band, usually resulting in antiferro-
magnetic (AFM) ordering [42]. Ordering is suppressed
by doping, resulting in the metallic state characterized
by residual AFM-coupled singlet pair correlations (Mott
singlets). In the resonating valence bond (RVB) model
of HTSCs, the latter mediate sc similarly to the Cooper
pairs [43].
Is it possible that STO exhibits similar interaction-

induced singlet correlations, even though its conduction
band is very far from half-filling at doping levels rele-
vant to sc? We address this question using the Hubbard
interaction Hamiltonian [31, 44]

Ĥint =U
∑
n⃗,m

n̂n⃗,m,↑n̂n⃗,m,↓ + (U − 2J)
∑

n⃗,m′ ̸=m

n̂n⃗,m,↑n̂n⃗,m′,↓ + (U − 3J)
∑

n⃗,m′<m,s

n̂n⃗,m,sn̂n⃗,m′,s

+J
∑

n⃗,m′ ̸=m

(ĉ†n⃗,m,↑ĉ
†
n⃗,m′,↓ĉn⃗,m,↓ĉn⃗,m′,↑ + ĉ†n⃗,m,↑ĉ

†
n⃗,m,↓ĉn⃗,m′,↓ĉn⃗,m′,↑),

(12)

The first term is the Mott’s energy of electrons with op-
posite spins on the same orbital, the next two terms rep-
resent the spin-dependent Hund’s energy of electrons on
different orbitals, and the last two are the symmetry-
imposed pair spin-flip and orbital-hopping terms, with
common notations for the coefficients [31, 45]. We es-
timate U = 9 − 10 eV, J = 1.3 eV based on the prior
Hubbard modeling of Ti compounds [46].

We first consider the cubic symmetry approximation,
and discuss the effects of its breaking below. At n <
1019 cm−3, the conduction band states are derived from
the spin-orbit coupled Kramers doublet ψσ with orbital
composition almost independent of the wavevector k.
The interaction Hamiltonian Eq. (12) projected on the

states ψσ with atomic structure Eq. (7) is

Ĥint = V
∑
n⃗

ĉ+n⃗,+ĉ
+
n⃗,−ĉn⃗,−ĉn⃗,+, (13)

where V = U − 2J ≈ 7 eV and ĉn⃗,σ annihilates electron
in the state ψσ on site n⃗. Equation (13) is similar to
the Mott’s energy, with spin replaced by the pseudo-spin
σ and the Mott energy renormalized by the spin-orbit-
coupled composition of ψσ.
To analyze the effects of interaction on electron corre-

lations, we consider a volume Ω = L3, where L = 3
√
Na

is the linear dimension, selected so that it contains just
two electrons in the conduction band. The kinetic energy
is minimized in the Bloch state with momentum k = 0
for both electrons. According to the Pauli principle, they
must occupy both states ψ+ and ψ−, so the interaction
energy is Eint = V/N = v. On the other hand, if the
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two electrons are localized on different sites, their inter-
action energy vanishes, but their kinetic energy increases
by 4t. Thus, interaction can lead to instability of the
Bloch states, as in the Mott mechanism [47, 48].

In the reciprocal space, the onset of instability is ex-
pected to be manifested by finite wavefunction com-
ponents with the smallest possible nonzero wavevector,

k⃗l⃗ = 2πl⃗/L for one of the two electrons, allowing the elec-
trons to reduce their spatial overlap while minimizing the

increase of kinetic energy. Here, l⃗ is a unit vector along
one of the principal axes.

Consider a trial two-electron wavefunction [49]

Ψ = (αĉ+0,+ĉ
+
0,− + β+ĉ

+
0,+ĉ

+

k⃗
l⃗
,−

+ β−ĉ
+
0,−ĉ

+

k⃗
l⃗
,+
)|0⟩, (14)

where ĉ+
k⃗,σ

creates a Bloch wave derived from ψσ, and

|α|2 + |β+|2 + |β−|2 = 1. The kinetic energy is

Ekin = ϵ1(|β+|2 + |β−|2), (15)

where ϵ1 = 2h̄2π2/m∗L2 is the energy of the k⃗l⃗ state
relative to the k = 0 state.

The interaction energy obtained by transforming
Eq. (14) into the coordinate representation is

Eint = v[1− 2Re(β+β
∗
−)]. (16)

Finite β+, β− increase Ekin and decrease Eint. The latter
is minimized in the pseudo-spin singlet state with β+ =
β− = βeiϕ, where β is real and ϕ describes the gauge
symmetry of the singlet. The total energy is

E = Ekin + Eint = v + 2β2(ϵ1 − v). (17)

At v < ϵ1, this energy is minimized in the Bloch state
with α = 1, β = 0, while at v > ϵ1 it is minimized in the
pseudo-spin singlet state with α = 0, β = 1/

√
2. This is

a first-order transition since the order parameter defined
by the singlet amplitude varies discontinuously across the
transition.

Including other wavevectors k⃗l⃗ in the trial wavefunc-
tion does not affect the energy of the singlet state, re-
sulting in the degeneracy of the singlet with respect to
the distribution among these wavevectors,

Ψs =
∑
l⃗

βl⃗(ĉ
+
0,+ĉ

+

k⃗
l⃗
,−

+ ĉ+0,−ĉ
+

k⃗
l⃗
,+
)|0⟩, (18)

limited only by the normalizing condition
∑

|βl⃗|
2 = 1/2.

Due to the finite wavevector, a singlet that involves a

particular value of k⃗l⃗ has a finite velocity

v⃗l⃗ =
1

h̄

dϵ(k)

dk⃗
|k⃗=k⃗

l⃗
=

22/3h̄πn4/3

m∗ l⃗, (19)

which carries current density j⃗ = ev⃗l⃗/Na
3. Thus, this

g.s. can carry current due to its momentum-degeneracy,
i.e., it is not an insulator but a metal in which charge
current is carried by pseudo-spin singlets similar to the

Mott singlets in the metallic state of doped Mott insu-
lators [43]. This state can be a correlated metal like
HTSCs above their Tc or a superconductor if the pairs
exhibit long-range coherence. We leave the analysis of
these possibilities to future studies.
In our model, the volume Ω = L3 is determined by the

condition that it contains two electrons, or equivalently
L = 3

√
2/n, where n is the electron density. Using the

effective tight-binding bandwidth w = 2h̄2/m∗a2, the in-
stability criterion v > ϵ1 can be written in a simple form
n > nc = 2(π2w/aV )3, or equivalently, the critical dop-
ing level is dc = 2(π2w/V )3.
Using the experimental value m∗ = 1.6×10−30 kg [37],

we obtain w = 0.5 eV, resulting in an unphysically large
critical doping dc ≈ 50%. Nevertheless, we now show
that the proposed correlation mechanism is relevant to
STO due to the orbitally-selective hopping anisotropy.
Effects of cubic symmetry breaking. Ample evi-

dence suggests that incipient ferroelectric distortions and
lattice strain are important for sc in STO [19, 23, 24]. We
now argue that they are also important for the Mott-like
singlet correlations discussed above. Consider, for exam-
ple, tensile strain in the z-direction, which reduces the
hopping amplitude in this direction, resulting in the split-
ting of the t2g manifold into the lower-energy dxy sub-
band and higher-energy dxz, dyz sub-bands [Fig. 5(a)].
It may be induced by epitaxy in thin films, or associ-
ated with incipient ferroelectricity in the bulk, which at
low temperature can be treated adiabatically due to the
critical slowdown of ferroelectric fluctuations. A similar
splitting is expected due to the symmetry breaking at the
interfaces, as was shown experimentally and confirmed by
band structure calculations [50, 51].
Hopping in the dxy sub-band is mostly confined to the

xy-plane, so this sub-band is almost non-dispersive in the
z direction, i.e., the corresponding component m∗

3 of the
effective mass tensor almost diverges. In this approxima-
tion, the kinetic energy cost ϵ1 associated with the singlet
correlation, which is inversely proportional to the effec-
tive mass, becomes strongly dependent on the direction of

wavevector k⃗l⃗, vanishing for k⃗l⃗ collinear with the z-axis.
The only condition for the correlation is then that such
wavevectors exist, which is satisfied for L > 2a, i.e., for
the doping levels d < 25%. Qualitatively, this result can
be viewed as a special anisotropic case of enhanced corre-
lations in flat bands extensively discussed in the context
of twisted multilayer graphene [52].
A small but finite dispersion in the z-direction is ex-

pected due to SOC or polar symmetry breaking that re-
duces orbital selectivity of hopping, which can be ap-
proximated by a large m∗

3. Using the same analysis as
above with the effective Mott parameter V replaced by
the Mott energy U for the single orbital, we obtain the
criterion for the proposed Mott-like correlation

n >
16π6h̄6

m∗3
3 U

3a9
, (20)

which shows that the critical carrier density for the onset
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Figure 5. (a) Splitting of the t2g levels by tetragonal distor-
tion. (b) Possible coexistence of Cooper pairing and Mott
correlations in a cubic symmetry-broken state dominated by
one of the t2g orbitals.

of the correlation exhibits a strong dependence on the
dominant component of the effective mass tensor. We
estimate the critical value m∗

3 = 20m∗ required for the
onset of the proposed correlations at the carrier density
n = 3× 1017 cm−3. This value is plausible judging from
the large sub-band anisotropy obtained in realistic band
structure calculations [28, 33].

The proposed correlation mechanism is also likely rel-
evant in the limit of negligible effects of cubic symmetry
breaking, in the doping regime n > 1019 cm−3 where a
large conduction band anisotropy emerges, as manifested
by the start-shaped Fermi surface in Fig. 4(b). The above
analysis can be extended to show that Mott correlations
can be stabilized by interactions between electrons on
the Fermi surface with momenta along the principal di-
rection characterized by a large effective mass. We leave
a detailed analysis of this limit to future studies.

V. MOTT VS BCS CORRELATIONS

In this section, we discuss the possible interplay be-
tween Mott and BCS correlations. We start with the
isotropic model of pseudo-spin Mott correlations dis-
cussed in the previous section. Consider two electrons

characterized by the wavevectors k⃗1, k⃗2 and opposite
pseudospins σ2 = −σ1. The wavefunction of their uncor-
related two-electron Bloch state is Ψ2 = ĉ+

k⃗1,σ1
ĉ+
k⃗1,σ2

|0⟩,
and the corresponding interaction energy is v. The latter
vanishes in the singlet state

Ψs =
1√
2
(ĉ+

k⃗1,+
ĉ+
k⃗2,−

+ ĉ+
k⃗1,−

ĉ+
k⃗2,+

)|0⟩. (21)

This expression is analogous to Eq. (18), demonstrating
that repulsion-induced singlet correlations reduce inter-
action energy for any pair of wavevectors. This result
can be contrasted with Cooper pairing, which is limited
to opposite momenta [11]. Qualitatively, this difference
can be interpreted as a consequence of the fact that two
electrons can avoid each other in many different ways,

while their proximity in a bound Cooper pair limits their
possible motion.
The two-electron wavefunction describing a Cooper

pair is [53]

Ψs =
1√
2
(ĉ+

k⃗,↑
ĉ+
−k⃗,↓

− ĉ+
k⃗,↓
ĉ+
−k⃗,↑

)|0⟩, (22)

where |0⟩ denotes the g.s. of the Fermi gas. This ex-

pression has the same form as Eq. (21) with k⃗1 = k⃗ and

k⃗2 = −k⃗, except for the opposite relative signs of the
two wavefunction components. This difference is consis-
tent with the difference between the two mechanisms of
correlations. Mott correlations result from repulsive in-
teraction. Accordingly, the positive sign in Eq. (21) min-
imizes electron overlap. In contrast, BCS correlations are
driven by attractive interaction, with the negative sign in
Eq. (22) maximizing electron overlap.
This difference seems to suggest that BCS correla-

tions are incompatible with Mott correlations. However,
the differences between the wavevector- and directional-
dependences of the two correlations allow them to coex-
ist, as illustrated in Fig. 5(b) for the broken-symmetry
state discussed in the previous section. In the presence of
tensile strain in the z-direction, the dxy subband domi-
nates the lowest-energy conduction band states. Hopping
in the z-direction is suppressed, which can result in Mott
correlation for the components of the two-electron wave-
function with wavevectors in the z-direction correspond-
ing to large effective mass, while BCS correlations may be
dominant for other wavevectors corresponding to small
effective mass. Anisotropic correlations may be partic-
ularly important for sc at small carrier concentrations
since the group velocity for the momenta in the direction
of large effective mass is small, making the usual retarded
phonon-mediated effective electron attraction mechanism
of the Migdal-Eliashberg theory inapplicable.

VI. SUMMARY

In this work, we used tight-binding analysis of the con-
duction band in STO to show that in the cubic-symmetry
approximation, the lowest-energy electronic states are
dominated by spin-orbit coupling, which results in the
formation of a spin-orbit Kramers doublet that mixes all
three t2g orbitals of Ti and is characterized by a large
moment j = 5/2. Meanwhile, higher-energy conduc-
tion states that become populated at carrier densities
n > 1019 cm−3 involve three sub-bands characterized by
highly anisotropic orbitally-selective hopping, with very
large effective masses along the principal axes. This re-
sult is supported by the observation of effective mass in-
crease with increasing temperature consistent with the
increase of thermal population of anisotropic higher-
energy states identified in our work [54]. Cubic symmetry
breaking associated with static lattice distortions, inter-
faces, or the dynamic effects of incipient ferroelectricity
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can dramatically restructure the low-energy conduction
states, resulting in highly anisotropic properties even at
low carrier concentrations.

As a consequence of orbitally-selective hopping
anisotropy, each of the three t2g sub-bands is nearly dis-
persionless along one of the principal axes, resulting in
interaction-induced electronic correlations analogous to
those in flat bands [52]. We utilized the Hubbard model
to show that, at sufficiently high doping determined by
the effective mass in this direction, the Bloch states be-
come unstable with respect to Mott-like singlet corre-
lations. Finally, we argued that Mott correlations may
coexist with the BCS correlations due to their different
wavevector dependence.

Anisotropic orbitally-selective electron hopping may
be relevant to the properties of high-mobility 2d electron
gas at STO/LaAlO3 interfaces [55], where cubic sym-
metry breaking results in the dominance of the dxy or-
bital [50, 51]. According to our analysis, electron hopping
is then confined to the plane of the interface, avoiding
electron scattering from the interface imperfections. We
note that SOC is expected to result in a perpendicular
spin anisotropy, which can be tested by electron spin res-
onance (ESR) or Hanle measurements of the dynamics of
spins injected into the 2d gas. The large orbital moments
of the conduction states predicted by our analysis for the
cubic phase may be manifested by an anomalously low
Landé factor in the ESR of the conduction band of bulk
STO. To the best of our knowledge, only impurity ESR
has been studied so far [56].

The possibility that Mott singlet correlations may con-
tribute to superconductivity in STO may provide a sim-
ple interpretation for the dome-like dependence of criti-
cal temperature on doping. At low doping, the criterion
Eq. (20) for Mott correlations is satisfied only for a small
region of the Fermi surface in one of the principal direc-
tions, which expands with increased doping, resulting in
increasing Tc. At heavy doping, the Mott correlations
mechanism becomes suppressed by multi-band contribu-
tions. The dependence of the identified Mott correlations
on the band structure anisotropy also provides a natural
interpretation for the strong correlation between super-
conducting properties and lattice distortions.

A possible contribution of Mott correlations to su-
perconductivity in STO connects this material to high-
temperature superconductors, as envisioned by K.A.
Müller [2]. Our analysis indicates that multi-band ef-
fects and spin-orbit interaction play a significant role
in STO, suggesting a connection to other multi-band
unconventional superconductors characterized by signif-
icant spin-orbit effects, including pnictides, twisted mul-
tilayer graphene, and superconducting ruthenates.

Band structure calculations by A.M. and S.U. were
supported by the DOE BES Award # DE-SC0018976.
Analysis of correlations by S.U. and E.T. was supported
by NSF Awards ECCS-1804198 and ECCS-2005786.

APPENDIX: ALTERNATIVE DERIVATION OF
INTERACTION-INDUCED SINGLET

CORRELATION

Here, we analyze the conditions for instability of the
Bloch states of two electrons induced by repulsive interac-
tions and determine the resulting correlated state with-
out relying on the ad hoc trial wavefunction Eq. (14).
We assume cubic symmetry, but with minor modifica-
tions the analysis is also applicable to anisotropic sys-
tems, such as STO in the presence of ferroelectric distor-
tions or strain. We start by transforming the interaction
Hamiltonian Eq. (13) into the reciprocal space

Ĥint = v
∑
k⃗,⃗k′,q⃗

ĉ+
k⃗+q⃗,+

ĉ+
k⃗′−q⃗,−

ĉk⃗′,−ĉk⃗,+. (23)

We consider the contributions of zero wavevectors and
the smallest finite wavevectors, kl⃗. The first contribution
to the interaction energy is provided by the term with
k = k′ = q = 0. The remaining terms include those with
two zero and two finite wavevectors, and those with here
all four finite wavevectors. The latter are characterized
by large kinetic energy and can be neglected sufficiently
close to the instability. The remaining terms can be clas-
sified into three groups based on which pair of wavevec-
tors have zero values. The first group with the form
ĉ+0,+ĉ

+
0,−ĉq⃗,−ĉ−q⃗,+ can be neglected, since it requires that

both electrons are in the finite-momentum state. The
remaining interaction terms are

Ĥint =vn̂0,+n̂0,−

+v
∑
l⃗,σ

(n̂0,σn̂k⃗j⃗ ,−σ + ĉ+0,σ ĉ
+

k⃗
l⃗
,−σ

ĉ0,−σ ĉk⃗
l⃗
,σ).

(24)

The first two terms describe the interaction energy as-
sociated with the uncorrelated populations of zero- and
finite-momentum states, while the last term describes the
effect of correlations between these states that allow elec-
trons to reduce the interaction energy. This equation can
be written in an alternative form

Ĥint = v(n̂0,+n̂0,− +
∑
l⃗,σ

n̂0,σn̂k⃗
l⃗
,−σ −

∑
l⃗

b̂+
l⃗
b̂⃗l), (25)

where the operator

b̂⃗l = ĉ0,+ĉk⃗
l⃗
,− + ĉ0,−ĉk⃗

l⃗
,+, (26)

annihilates a singlet pair described by Eq. (18).
The condition that there are two electrons in volume

Ω can be written as

n̂0,+ + n̂0,− +
∑
l⃗,σ

n̂k⃗
l⃗
,σ = 2, (27)

which allows us to rewrite the first term in Eq. (25) as

n̂0,+n̂0,− =
1

2
(n̂0,+ + n̂0,− −

∑
l⃗,σ

n̂k⃗
l⃗
,σ), (28)
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where we have used the identity n̂2
k⃗,σ

= n̂k⃗,σ and ne-

glected the terms which require that both electrons are
in finite-wavevector states.

In the absence of magnetism, the electrons are equally
distributed between two pseudo-spins,

n̂0,σ +
∑
l⃗

n̂k⃗
l⃗
,σ = 1. (29)

This relation allows us to transform the second term in
Eq. (25) into ∑

l⃗,σ

n̂0,σn̂k⃗
l⃗
,−σ =

∑
l⃗,σ

n̂k⃗
l⃗
,−σ, (30)

where we have again neglected the term requiring that
both electrons are in finite-wavevector states.

The resulting interaction Hamiltonian is

Ĥint =
v

2

∑
l⃗,σ

(n̂0,σ + n̂k⃗
l⃗
,−σ)− v

∑
l⃗

b̂+
l⃗
b̂⃗l. (31)

In the mean-field approach, singlet correlations can be
described by the gauge-symmetric multi-component or-
der parameter

∆l⃗ = v⟨b̂⃗l⟩ = v⟨ĉ0,+ĉk⃗
l⃗
,− + ĉ0,−ĉk⃗

l⃗
,+⟩. (32)

This order parameter can be utilized to reduce the in-
teraction Hamiltonian Eq. (31) to a quadratic form with
respect to fermionic operators, as in the mean-field RVB
approximation [57]. Detailed analysis will be presented
elsewhere.

Here, we analyze the properties of the Hamiltonian
without linearization. The kinetic energy contribution
to the Hamiltonian projected on the subspace of states

with wavevectors k = 0 and k⃗l⃗ is

Ĥkin = ϵ1
∑
l⃗,σ

n̂k⃗
l⃗
,σ. (33)

The total Hamiltonian can be written as

Ĥ = Ĥkin + Ĥint = Ĥ1 + Ĥ2, (34)

where Ĥ1 and Ĥ2 are effective single-particle and two-
particle Hamiltonians,

Ĥ1 =
v

2
(n̂0,+ + n̂0,−) +

∑
l⃗,σ

(ϵ1 +
v

2
)n̂k⃗

l⃗
,σ,

Ĥ2 =− v
∑
l⃗

b̂+
l⃗
b̂⃗l.

(35)

Ĥ1 commutes with Ĥ2, and therefore they have a com-
mon basis of eigenstates, which are the stationary states
of the full Hamiltonian. The two eigenstates of Ĥ2 on the
space of states of two electrons are, i) the state with no
singlets, and ii) the state with one singlet arbitrarily dis-

tributed over different l⃗. The degeneracy arises because

singlet energy is independent of l⃗. The total energy of the
state with one singlet is Es = ϵ1. In the state with no
singlets, the g.s. of Ĥ1 is the Bloch state of two electrons
with k = 0, and the total energy E0 = v. Thus, at v > ϵ1
the system experiences a transition from the Bloch g.s.
to the singlet g.s. For anisotropic dispersion, the energy

ϵ1 become dependent on l⃗. The instability is expected

to occur when the condition v > ϵ1(⃗l) is satisfied for

the smallest ϵ1(⃗l), i.e. for the axis corresponding to the
largest effective mass. The resulting correlation involves
electrons with wavevectors along this axis. These results
are consistent with the analysis in Section IV based on
the two-electron wavefunction ansatz Eq. (14).
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Phys. Rev. X 10, 031025 (2020).
[55] A. Ohtomo and H. Y. Hwang, Nature 427, 423 (2004).
[56] M. D. Glinchuk, I. P. Bykov, A. M. Slipenyuk, V. V.

Laguta, and L. Jastrabik, Physics of the Solid State 43,
841 (2001).

[57] G. Baskaran, Z. Zou, and P. Anderson, Solid State Com-
munications 63, 973 (1987).


