CARLESON MEASURE ESTIMATES FOR CALORIC FUNCTIONS
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AND PARABOLIC UNIFORMLY RECTIFIABLE SETS

S. BORTZ, . HOFFMAN, S. HOFMANN, J-L. LUNA GARCIA, AND K. NYSTROM

ABsTRACT. Let E € R™! be a parabolic uniformly rectifiable set. We prove that
every bounded solution u to

Ou—Au=0inR™'\ E,

satisfies a Carleson measure estimate condition. An important technical novelty
of our work is that we develop a corona domain approximation scheme for E in
terms of regular Lip(1/2,1) graph domains. This approximation scheme has an
analogous elliptic version which is an improvement of the known results in that
setting.
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For more than forty years, there has been significant interest in quantitative esti-
mates for solutions of (linear) elliptic and parabolic partial differential equations in
the absence of smoothness. In this area of research, the lack of smoothness presents
itself in the structure or regularity of the coefficients of the operator, or in the ge-
ometry of the domain. Recently, sustained efforts in this area have provided char-
acterizations of quantitative geometric notions (e.g. uniform rectifiability) in terms
of quantitative estimates for harmonic functions [GMT, HMM 1] and a geometric
characterization of the LP-solvability of the Dirichlet problem [AHMMT]. This
paper concerns the parabolic analog of [HMM1] and overcomes the substantial
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difficulty introduced by the distinguished time direction and the anisotropic scal-
ing. To deal with this difficulty, we are forced to build appropriate approximating
domains with better properties than would be enjoyed by the parabolic analogues
of the chord-arc domains constructed in [HMM1]. In particular, our construction
improves on that of [HMM1], even in the elliptic setting. We shall discuss these
issues in more detail momentarily.

We shall prove the following.

Theorem 1.1 (A Carleson Measure Estimate for Bounded Caloric Functions). Let
n>2. Let E ¢ R™! be a set which is uniformly rectifiable in the parabolic sense.
Then for any solution to (9, — Ax)u = 0 in R"'\ E with u € L°(R"' \ E) it holds
that

(1.2) sup 7! ff IVul*6(s, Y)dY ds < Cllullim(Ec),
(t,X)eE,r>0
B((1,X).r)

where 6(s,Y) := dist((s, Y), E), and C depends only dimension and the parabolic
UR constants for E.

Here, and below, dist((s, Y), E) is the parabolic distance from (s, ¥) to the given
set E, and the ball B((¢, X), r) is defined with respect to the parabolic metric; see
(2.1) and (2.2) below.

In the case that Q is an open set, the following holds.

Theorem 1.3. Let n > 2. Let Q C R™! be an open set for which 0Q is uniformly

rectifiable in the parabolic sense. Then for any solution to (0; — Ax)u = 0 in Q with
u € L=(Q) it holds that

sup 7! f f IVul*6(s, Y) dY ds < Cllull~
(t,X)€E,r>0
B((,X),r)NQ

where C depends only dimension and the parabolic UR constants for 0Q. Here,
o(s, Y) :=dist((s, Y), 0Q) the parabolic distance to 0.

The notion of parabolic uniform rectifiability was introduced in [HLN1, HLN2]
and is defined below, but we provide some context here. Through the works
of Hofmann, Lewis, Murray and Silver [H1, H2, HL1, HL2, LM, LS] it was
shown that the ‘good’ parabolic graphs for parabolic singular integrals and par-
abolic potential theory are regular Lip(1/2,1) graphs, that is, graphs which are
Lip(1/2,1) (in time-space coordinates) and which possess extra regularity in time
in the sense that a (non-local) half-order time-derivative of the defining function
of the graph is in the space of functions of parabolic bounded mean oscillation.
This is in contrast to the elliptic setting, where one often views Lipschitz graphs
as the ‘good’ graphs for singular integrals and potential theory (because of the
works [CMM, CDM, CS, Dahl, D]), and where the BMO estimate for the gradi-
ent is an automatic consequence of Rademacher’s theorem and the inclusion of L™
in BMO. The definition of parabolic uniform rectifiability in [HLN1, HLN2] is
given in terms of parabolic “8 numbers'” but in this paper we do not work with

I These B numbers can be traced back to the work of P. Jones [J].
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this definition directly. Instead, we here work with an equivalent notion of par-
abolic uniform rectifiability in terms of the existence of appropriate corona de-
compositions recently established in [BHHLN1, BHHLN3]. However, it is worth
remarking that the graph of a Lip(1/2,1) function is parabolic uniformly rectifiable
if and only if the function has a half-order time derivative in parabolic BMO. In
contrast to the case of ‘elliptic’ uniform rectifiablity, which has reached a state of
maturity that includes numerous interesting characterizations, this is not the case
for parabolic uniform rectifiablity. In fact, beyond [HLN1, HLLN2] the only correct
and more systematic studies of parabolic uniformly rectifiable sets can be found in
[BHHLNI, BHHLN3]. In [BHHLN1, BHHLN3] parabolic uniform rectifiability
is characterized in terms of a bilateral coronaization by regular Lip(1/2,1) graphs
(Lemma 2.14), and this characterization is the starting point for the analysis in this
paper. In general there are many interesting open problems in this and related ar-
eas, and it should be emphasized that parabolic uniform rectifiability is significantly
different to its ‘elliptic’ counterpart, see [BHHLN1, Observation 4.19].

To give an idea of the methods involved in the proof of Theorem 1.1, the pri-
mary novelty of our work is a ‘corona domain approximation scheme’ (Proposition
3.25) in terms of regular Lip(1/2,1) graph domains. This is in contrast to the (el-
liptic) NTA domain approximations produced in [HMM1] for uniformly rectifiable
sets. In fact, our proof here carries over without modification’ to the elliptic setting,
providing an (improved) approximation by Lipschitz domains. In [HMM1] the au-
thors use Whitney cubes to construct these NTA domains using ‘dyadic sawtooths’
and exploiting an elliptic bilateral corona decomposition. The heuristic in the el-
liptic setting is that these ‘sawtooth domains’ inherit many essential properties of
the original boundary. In contrast, in the parabolic setting the analogous construc-
tions do not necessarily inherit even the most basic properties. One of the most
readily apparent difficulties in the parabolic setting comes from the fact that the
natural ‘lower dimensional parabolic measure’ can easily fail to see relatively nice
sets. In particular, given a cube (with respect to the standard coordinates) in R"*!,
two of the faces (those orthogonal to the time axis) have zero natural ‘parabolic
surface measure’, which says that, not only does the boundary of a cube fail to be
uniformly rectifiable in the parabolic sense, it fails even to have the Ahlfors-David
regularity property. The method outlined in this paper circumvents this difficulty by
‘lifting’ the graphs in the parabolic bilateral corona decomposition (Lemma 2.14)
in a manner that respects the stopping time regimes and thereby produces the graph
domains rather directly. We also point out that, while the analogous elliptic results
(in [HMM1]) proceed along the lines of ‘extrapolation of Carleson measures’ it
was later seen in [HMM?2] that this was unnecessary and a more direct approach
is available. Therefore, upon proving Proposition 3.25, the proof of Theorem 1.1
proceeds as in [HMM?2].

Let us provide some motivation for the estimate in Theorem 1.1. As remarked
above, (elliptic) uniform rectifiability has been characterized by various properties
of harmonic functions and among these characterizations is the elliptic version of

There are works of J. Rivera-Noriega in this area, but these articles have significant gaps or no
proofs. Some of these gaps are outlined in [BHHLN1, BHHLN3, BHHLNZ2].
3Except that the technical Lemma 3.24 is no longer needed.
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the Carleson measure estimate in Theorem 1.1 (see [GMT, HMMI1]). We there-
fore expect that the estimate in Theorem 1.1 is a significant step in characteriz-
ing parabolic uniform rectifiability by properties of caloric functions. We suspect
that additional considerations/conditions will need to be made, as was the case for
non-symmetric operators in the elliptic setting [AGMT], in the converse, ‘free-
boundary’ direction, due to the lack of self adjointness of the heat operator. In
domains that are sufficiently nice topologically, the estimate in Theorem 1.1 (and
its elliptic analogue) is also intimately tied to the solvability of the LP-Dirichlet
boundary value problem in the parabolic setting [DPP, GH] (see [KKoPT, KKiPT],
and related work in [DKP, HLe, Z] for the elliptic theory). Indeed, in the case of
regular Lip(1/2,1) graph domains it is known that estimate (1.2) for bounded null-
solutions to general parabolic operators of the form £ = d,—divy AVy is equivalent
to the solvability of the L”-Dirchlet boundary value problem for some p > 1 [DPP]
(boundary value problem means the data is prescribed on the lateral boundary).
In fact, merely* assuming parabolic Ahlfors-David regularity and a ‘backwards
thickness condition’ (also of Ahlfors-David regular type), the solvability of the L?-
Dirichlet boundary value problem is implied by a stronger estimate where the L™
norm on the right hand side of (1.2) is replaced by the (boundary) BMO norm of
the data, see [GH]. This stronger estimate is unlikely” to hold in the present setting
due to the lack of (non-tangential) accessibility to the boundary.

The rest of this paper is organized as follows. In Section 2 we introduce the
notions and notation used throughout the paper. In Section 3 we construct approxi-
mating domains, each adapted to a particular stopping time regime in the parabolic
bilateral corona decomposition, Lemma 2.14. In Section 4 we prove the main the-
orems of the paper (Theorems 1.1 and 1.3) using the constructions produced in
Section 3. In Section 5 we discuss some possible extensions of the results here.

2. PRELIMINARIES

Throughout this paper, we work in R"*! identified® with R x R” = {(,X) : t €
R,X e R"} and n € N, n > 2. We use the notation
2.1 dist(A,B):=  inf X -Y|+]r—s'/?
(t.X)€A(s,Y)eB
to denote the parabolic distance between A and B, A, B C R™1. We also use the

notation B((t, X), r) for the parabolic ball centered at (¢, X) with radius r > 0, that
18,

2.2) B((t, X),r) :={(s, ) : dist((t, X), (s, Y)) < r}.

Given a E ¢ R™! we let diam(E) denote its the diameter, or parabolic diameter,
defined with respect to the parabolic metric.

‘In particular, without assuming that the domain is the region above a regular Lip(1/2,1) graph.

The elliptic analogue does not hold (in general) in the complement of uniformly rectifiable set.

SWe apologize for the departure from the usual notation (X, ), but we will often be working with
graphs and it is convenient to have the ‘last’ variable as the graph variable.
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Definition 2.3 (Parabolic Hausdorff measure). Given s > 0 we let H , denote the

s-dimensional parabolic Hausdorff measure. More specifically, for a set E ¢ R"*!
and € > 0 we define

H; (E) := inf {Z diam(E;)* : E C U;E;, diam(E;) < e} ,
and
7-{;(E) = Eli>r(l)1+ 7—{;76(E) = liirij)ljp ‘H;’E(E).

The following family of planes will be important in this work.

Definition 2.4 (t-independent planes). We say that an n-dimensional plane P in
R"*! is t-independent if it contains a line in the ¢-direction. Equivalently, if ¥ is the
normal vector to P then v - (1, 5) =0.

The following local energy (Caccioppoli) inequality holds for solutions to the
heat equation.

Lemma 2.5 (Caccioppoli Inequality). Let B = B((t, X), r) and suppose that u is a
solution to (0; — Ax)u = 0in (1 + a)B, for some a > 0 then

/ \Vxu(t, X)> dX dt < r™2 / lul? dX dt,
B (1+)B

where the implicit constant depends on dimension and a.

Definition 2.6 (Ahlfors-David Regular). We say a E c R"*! is (parabolic) Ahlfors-
David regular, written E is ADR, if it is closed and there exists a constant C > 0
such that

C'P < HH (B4, X),r) NE) < Cr*Y V(1 X) € E, r € (0, diam(E)).

We will call the C of Definition 2.6 the Ahlfors-David regularity constant and
if a particular constant depends on the Ahlfors-David regularity constant, we will
say that the constant ‘depends on ADR’. We will sometimes write o := H ;,’“ g, to
denote the ‘surface measure’ on E. (The underlying set defining o will always be
clear from context.)

An ADR set E can be viewed as a space of homogeneous type (E, dist, o), with
homogeneous dimension n + 1. All such sets have a nice filtration, which we will
refer to as the ‘dyadic cubes’ on E.

Lemma 2.7 ([Chr, DS1, DS2, HyK, HyM]). Assume that E C R™! is (parabolic)
ADR in the sense of Definition 2.6 with constant C. Then E admits a parabolic
dyadic decomposition in the sense that there exist constants ag > 0, y > 0 and
¢ < 0o, such that for each k € Z there exists a collection of Borel sets, Dy, which
we will call (dyadic) cubes, such that

Dy = {Qf CE:j e,
where 3y denotes some (countable) index set depending on k, satisfying

()  E=U;Q} foreachk € Z.
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(ii)  If m > k then either Q7' C Q’J‘. or 07N Q’]‘. =Q.
(iii) For each (j, k) and each m < k, there is a unique i such that Qlj c Q.
(v)  diam (Q}) < c.27%.

v) Each Q". contains E N B((&*, ZX), ay27%) for some (t*,Z%) € E.
j P P

W) E{(.2) € 05 disu(1.2). E\ 05 < 027%}) < . 0 E(Q),
forall k, j and for all o € (0, @).

Remark 2.8. We denote by D = D(FE) the collection of all Q’;, ie.,
D := U;Dy.
Given a cube Q € D, we set
Dg:={Q eD:Q cQ}.

For a dyadic cube Q € Dy, we let £(Q) := 27k and we will refer to this quantity as
the size or side-length of Q. Evidently, £(Q) ~ diam(Q) with constant of compari-
son depending at most on n and C. Note that (iv) and (v) of Lemma 2.7 imply that
for each cube Q € Dy, there is a point (g, Xp) € E, and a ball B((zg, Xp), r) such
that r ~ 2% ~ diam(Q) and

(2.9) E N B((tg,Xg).r) C Q C E N B((t9, X), Cr)

for some uniform constant C. We shall refer to the point (¢p, Xp) as the center of
Q. Given a dyadic cube Q C E and K > 1, we define the K ‘dilate’ of Q by

(2.10) KQ = {(t,X) € E : dist((t, X), E) < (K — 1) diam(Q)}.

Throughout the paper we assume that E is uniformly rectifiable in the parabolic
sense. We nominally define this notion in language that will be meaningful to those
intimately familiar with the work of David and Semmes, but we will here not dis-
cuss and introduce all the relevant terminology (the interested reader may consult
[BHHLNI1, Definition 4.]), as it will not be used in the present work. In fact, the
reader can safely ignore the following definition, as parabolic uniform rectifiability
is equivalent to the existence of a bilateral corona decomposition [BHHLN3, The-
orem 3.3] (see Lemma 2.14 below) and the latter is the formulation of parabolic
uniform rectifiability that we will actually use throughout the paper.

Definition 2.11 (Uniformly Rectifiable in the Parabolic sense (P-UR)). We say a
set E ¢ R™! is uniformly rectifiable in the parabolic sense (P-UR) if E is ADR and
satisfies the (2,2) geometric lemma with respect to #-independent planes and the
measure H ;”. See [BHHLN, Definition 4.1]’. We say that a constant depends on
P-UR if it depends on the ADR and Carleson measure constant in the definition of
the (2, 2) geometric lemma (with respect to t-independent planes and the measure
7_{;+1)'

In order to state the bilateral corona decomposition, we need to define regular
Lip(1/2,1) graphs and coherent subsets of dyadic cubes.

"In [BHHLN1], a different measure was used in place of 7-{;,’”, but these measures are equivalent
when the set E is P-UR (with respect to either measure). See [BHHLN3, Corollary B.2].
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Definition 2.12 (Regular Lip(1/2,1) graphs). We say that I is a regular Lip(1/2,1)
graph if there exists a t-independent plane P and a function ¢ : P — P* such that,

I'={(p,¥(p):pePr}

where, upon identifying P with R” = R x R"™! = {(,x) : t € R, x’ € R"™!}, there
exists two constants by, b, such that ¢ has two properties:

e is a Lip(1/2,1) function with constant bounded by b1, that is

(e, x') — (s, ) < by(IX =y |+ 1t = sV, V(5 x),(s,y) € R".

e i/ has a half-order time derivative in parabolic-BM O with parabolic-BMO
norm bounded by b;, that is,

12
D, Yllp-emown) < ba,

where P-BMO is the space of bounded mean oscillation with respect to
parabolic balls (or cubes) and Dtl/ 2;b(t, x") denotes the half-order time de-
rivative. The half-order time derivative of ¢ can be defined by the Fourier

transform or by

l//(S, X’) - lﬁ(l" X’)

s — 12

Dy, ') = e puv. di, VieRNx e R

R

where ¢ is an appropriate constant.

Definition 2.13 (Coherency [DS2]). Suppose E is a d-dimensional ADR set with
dyadic cubes D(E). Let S C D(E). We say that S is “coherent” if the following
conditions hold:

(a) S contains a unique maximal element Q(S) which contains all other ele-

ments of S as subsets.

(b) If Q belongs to S, and if 0 € Q c QO(S), then Q € 8.
(c) Given a cube Q € S, either all of its children belong to S, or none of them

do.

We say that S is “semi-coherent” if only conditions (@) and () hold.

The following is the bilateral corona decomposition.

Lemma 2.14 ((BHHLN3, Theorem 3.3]). Suppose that E ¢ R™*! is P-UR. Given

any positive constant 1 < 1 and K := 7!, there are constants C, = Cy(n,n, ADR, P-UR)

and by = by(n, ADR, P-UR) and a disjoint decomposition D(E) = GU B, satisfying
the following properties.

(1) The “Good’ collection G is further subdivided into disjoint ‘stopping time

regimes’, G = Ug+csS™ such that each such regime S* is coherent.

(2) The “Bad” cubes, as well as the maximal cubes Q(S*) satisfy a Carleson

packing condition:

Yo @)+ Y (06 < Co(Q). YQeDE).
Q'cQ,Q'eB S*:Q(S*)cQ
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(3) For each S*, there is a regular Lip(1/2,1) graph I's-, where the function
defining the graph has Lip(1/2,1) constant at most n (that is, by < n) and
whose half-order time derivative has P-BMO norm bounded by b;, such
that, for every Q € S*,

(2.15) sup dist((#, X),['s+) + sup  dist((s, Y), E) < diam(Q),
(1.X)eKQ (s,Y)eByNTg+

where B*Q := B(xg, K diam(Q)).

Remark 2.16. Notice that if S is any coherent subregime® of S* then item (3) holds
for every Q € S. Also, note that below we may insist that K is large, but this should
be interpreted as taking 7 small.

Definition 2.17 (Whitney cubes and Whitney regions). Given an ADR set £ C
R we let W(EC) be a the standard (parabolic) Whitney decomposition of E€,
that is, W(E®) = {I;} is a collection of closed parabolic dyadic cubes’ with disjoint
interiors, Uqy(ge)l; = E€ and for each I € W(E®)

4 diam(/) < dist(41, E) < dist(/, E) < 100 diam(/).

(A similar construction can be found in Lemma 3.24 below). Forn <« 1 « K and
0 € D(E), we define

Won, K) = {I € W(E) : n'/* diam(Q) < dist(I, E) < dist(I, Q) < K'/* diam(Q))
and
o, K) ={I € W(E°) : 7t diam(Q) < dist(/, E) < dist(/, Q) < K diam(Q)}.

Comparing volumes, we see that #Wy < C(n,n, K) (here and in the sequel we use
the notation #A to denote the cardinality of a finite set A). Forn < 1 « K and
0 € D(E), we set

Uo.K)= | J 1
1eWo(.K)
and

Upn k)= |J I
1eW)H(n.K)

Remark 2.18. The reader may readily verify that the Whitney regions Ug and Uy,
have bounded overlaps, that is,

Y lu@ X+ Y 1y X) s V@ X) eR™,
QeD(E) QeD(E)

where the implicit constant depend on dimension, ADR, 1 and K.
8This means S C S* and S satisfies the coherency conditions in Definition 2.13.

9This means cubes from the collection of parabolic cubes in R"™*! = R x R” with vertices at the
lattice points 2%Z x 2*Z", for each k € Z.
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3. DOMAIN APPROXIMATION IN STOPPING TIME REGIMES

In this section we assume that E has a bilateral corona decomposition and we
fix S, a coherent subregime of a stopping time regime S* in the bilateral corona
decomposition (by Remark 2.16 the same estimates hold for S). Our goal is to
construct a family of graphs that approximate the set £ well in the sense of Lemma
2.14 (3) but have the additional property that they lie ‘above’ (or on) the set E at
the scale and location of the maximal cube Qg. Other important properties of the
construction will also be established including containment properties with respect
to the Whitney regions defined above (see Definition 2.17). In the sequel we will
often insist on further smallness of 7 depending on dimension and the ADR con-
stant for E. Compared to [HMM1], the constructions outlined in this section are
the main novelties of this paper.

Let Os := O(S) be the maximal cube in the coherent subregime under consider-
ation. Recall that S € S* and that there exists a regular Lip(1/2,1) graph, I's-, such
that Lemma 2.14 (3) holds for S* and hence also for S. Without loss of generality
we may assume that the 7-independent plane over which I' := I's- is defined, is
R" x {0}. Let f : R" — R be the regular Lip(1/2,1) function that defines I's-, that
is,

I':=Ts ={(t,x, f(t, X)) : (t, x") e R"}.
We define the R"*!-valued function

F(t,x") = (t,x, f(t,x")).

Inspired by constructions in [DS1], we define the ‘stopping time distance’ d :
Rn+l >R byl()

ds[(t,X)] = iQng[dist((t, X), 0) + diam(Q)].
Given a € [7/8,31/32] we introduce

ga(t,x') := f(t,x') + n"d[F(t,x")]
and
Go(t,x') = (1, X, go(t, X)).

As a € [7/8,31/32], below we will drop the subscript @ and all constants will be
independent of @. As we have fixed S, we will also drop the subscript S from ds.

We first prove that g is Lip(1/2,1).

Lemma 3.1. If n"/® < 1/2, then g is a Lip(1/2,1) function with constant less than
3n%, and the function

G, x') :=(t,x, gt x))
satisfies
(1/2)d[F(t,x)] < d[G(t, x")] < 2d[F(t, x)].

Proof. Note first that d is Lip(1/2,1) (on R”*!) with constant no more than 1, that
is, |d[(t, X)] = d[(s, Y)]| < dist((¢, X), (s, Y)). This follows from the fact that d is the

10Note that we take the stopping time distance in the subregime.
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infimum of non-negative Lip(1/2,1) functions with constant 1. Using this we see
that

18(t, ') = g(s, YN < |f(t, X)) = f(s, ) +n®1dI(t, %, £t X' D] = dl(s, Y, f(5, )]
<qlle—sI'? + ¥ = y'[]
+ 0%t = sIM2 + 1 =Y+ 1A X)) = £(s, )]
<350 - sV + 1 =Y.

To deduce the inequalities involving d[G(t, x")] and d[F (¢, x")] we consider two
cases. If d[F(t, x")] = 0 then G(¢t,x") = F(t,x") so that d[G(t, x")] = 0. Otherwise,
d[F(t,x")] > 0, and using that d is Lip(1/2,1) with constant 1, we have

ld[F(t,x")] = d[G(t, x")]| < dist(F(t, x'),G(t, x")) = |f(t,x") — g(t, x")|
< nd[F(t,x")] < (1/2)d[F(t, x)].
From this we easily obtain

(1/2)d[F(t, x')] < d[G(t,x")] < 2d[F(t, x")].

We will use the following elementary lemma several times.

Lemma 3.2. IfI” is the graph of a Lip(1/2,1) function ¢ with Lip(1/2,1) norm less
than 1/2, then

(1/2)]x, — (2, x")| < dist (¢, X),T") < |x, — (2, X)),
forall (t,X) = (t, X', x).
Proof. The inequality on the right hand side is trivial. To prove the inequality on

the left hand side, we can, after a translation, assume that (¢, x’, ¢(t, x")) = (0,0, 0).
Furthermore, we can without loss of generality assume that x,, > 0 (the case x,, < 0

is treated in the same way). Then |x, — ¢(0,0)] = x,. If (s,)") € R" satisfies
Iy'| + 1'% > x,, then

dist((t, X), (5,5, @(5, ) 2 || + 1s'* 2 x,.
If (s5,y") € R" satisfies [y'| + |s|'/? < x,, then |¢(s, y')| < (1/2)x, and hence
dist((z, X), (5,5, @(5,")) = |x, — @(s,y) = (1 = 1/2)x, = 1/2x,.

These estimates prove the lemma. m|

We will need the following properties of the stopping time distance.

Lemma 3.3. Let A > 1. If (t, X) € R™! satisfies 0 < 2d[(t, X)] < A diam(Qs), then
there exists Q" € S such that

(3.4) dist((z, X), Q) < 2d[(t, X)] < Adiam(Q") < Cpaprd[(t, X)].
If d[(t,X)] = O, then there exists, for every € € (0, A diam(Qs)), Q¢ € S such that
3.5) dist((#, X), Q¢) < € < Adiam(Q¢) < Cy ADRE.
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Proof. We start with proving (3.4). By definition there exists Q € S such that
dist((z, X), Q) + diam(Q) < 2d[(t, X)].

Let Q" € S be the smallest cube satisfying Q € Q* C Qg such that

(3.6) A diam(Q") > 2d[(z, X)].

Such a cube exists because Qg is a ‘candidate’. Notice that since Q* contains Q,

dist((t, X), 0*) < dist((t, X), Q) < 2d[(t, X)] which proves the first inequality in

(3.4). The second inequality in (3.4) holds by the choice of Q*. To see that the

last inequality holds, we first note that if Q* = @, then diam(Q*) = diam(Q) <

2d[(t, X)] and we are done. Otherwise, the child of Q* containing Q, Q’, fails to
satisfy (3.6) and hence

Adiam(Q") $papr Adiam(Q) < 2d[(1, X)] .

Since A > 1, it holds that diam(Q*) <,apr d[(t, X)] (with the implicit constant
independent of A). This proves (3.4).

To verity (3.5), note that by definition there exists Q € S such that
dist((z, X), Q) + diam(Q) < € < A diam(Qs).

This allows us to repeat the argument above to produce Q.. O
Lemma 3.7. If (¢, X) € B((tgg, Xgs), (1/4)K diam(Qs)) N E with (t,X) = (t, X, x,)
then

dist((z, X),I') < nd[(z, X)]
and
lxn = £, x| < ndl(t, X)].
Here the implicit constants depend only on dimension and ADR.

Proof. The second inequality follows from the first and Lemma 3.2. If d[(¢, X)] =
0, then Lemma 3.3 gives that for n € N, we have (¢, X) € KQ\/, for some Qy/, € S
with diam(Q1,,) = 1/n. Then using Lemma 2.14(3) we have dist((t, X),I") < 1/n
for all n and hence (¢, X) € I'. This proves the lemma in the case d[(t, X)] = O.

Now assume d[(z, X)] > 0 and note that that 2d[(¢, X)] < (K — 1)diam(Qs), if
K > 6. Applying Lemma 3.3 there exists Q" such that

dist((z, X), Q") < (K — 1)diam(Q") < d[(z, X)].
Then Lemma 2.14(3) gives
dist((z, X),I') < ndiam(Q") < nd[(#, X)],
as desired. O
Let
" ={tx, gt x)):(tx)eR"}

denote the graph of g. We first prove that we did not lose too much by modifying
f and that, in fact, E lies below I'* (near Qs).

Lemma 3.8. If (1, X) € B((tg5, Xgs), (1/4)K diam(Qs)) N E with (t,X) = (¢, X', x,),
then

(a) %n"d[(t, X)] < dist((r, X),I'") < 3n*d[(t,X)], and
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(b) x, < g(t,x') — L nd[(1, X)].
Proof. 1t d[(t,X)] = 0, then d[F (¢, x")] = 0 by Lemma 3.7, and
(t,X) =@, X, f(t,x") =, X', g(t, x)).

This implies (a) and (b).
Assume d[(¢, X)] > 0. Lemma 3.7 yields the estimate

(3.9 lxn = f(t,x") < Cndl(t, X)].
If Cn < 1/2, then following the lines of the proof of Lemma 3.1, we have that
(3.10) (1/2)d[(t, X)] < d[F(t,x")] < 2d[(t, X)].

Thus, by definition of g,
g(t’ x,) —Xp = T]ad[F(ta X,)] + (f(n x’) - xn)
> %d[(r, X)] - Cndl(t, X)] = %d[(r, X)l,

provided Cn < n%/4. This proves (b), and when combined with Lemma 3.2, it
gives the lower bound in (a). To verify the upper bound in (a), we use (3.9) and
(3.10) to write

lg(t, x) = x| < nd[F(t,X)] +|f(t, X') — xpl
< 2p%d[(t, X)] + Cnd[(t,X)] < 3n"d[(z,X)].
]
We remind the reader that we have previously defined certain Whitney regions
(see Definition 2.17). We now investigate how these Whitney regions interact with

the graphs we are constructing. First we need to see how they interact with the
original graph I'. As in the elliptic setting [HMM 1], we have the following.

Lemma 3.11. If Q € S and I € W then I is either above or below I (it does not
meet I'). Moreover, the we have the estimate

dist(,T) > n'/? diam(Q).
Proof. The first statement, about the cubes being above or below the graph, fol-
lows from the estimate. Suppose for the sake of contradiction that there exists
1 € Wy, Q € S such that dist(I,T") < 5'/? diam(Q) and let (s, Y) € T be such that

dist((s, Y), I) < '/? diam(Q). By construction dist((t, Z), (tg, X)) < K'/* diam(Q)
for all (¢, Z) € I and hence

dist((s, Y), (19, Xp)) < n'/* diam(Q) + CK'* diam(Q) < K'/* diam(Q) .

Then by Lemma 2.14(3), dist((s, Y), E) < ndiam(Q). Choosing (ty, Zg) € I such
that dist((t9, Zo), (s, Y)) = dist((s, Y), ) < n'/? diam(Q), we have that

dist(I, E) < dist((f9, Zo), (s, Y)) + dist((s, Y), E)
< p'?diam(Q) + ndiam(Q) < 2n'/? diam(Q) < n'/* diam(Q),
provided n'/* < 1/2. This violates that I € Wy. O
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In light of Lemma 3.11, for Q € S we have that Wy = W}, U W, where W,
is the collection of Whitney cubes above I' and ‘W is the collection of Whitney
cubes below I'. We then define

Up = U I

IG(WE
The following lemma says that the U 5 still lies above I'* and, when (¢, X) € U 5
the distance from (¢, X) to T'" is roughly the distance to E.
Lemma 3.12. Let Q € S. If n is sufficiently small, then U}, lies above T'" and
(3.13) Xy —g(t,x') = (1/2)dist ((1,X),T), Y(1,X) = (t,x,x,) € Up.
Moreover,
(3.14) dist (£, X),T") ~ dist (. X),E) (t,X) € U},
where the implicit constants depend on dimension, ADR, n and K.
Proof. Recall that 7 = K~'. Let (t,X) = (t,x',x,) € I for some I € W, As
dist((#, X), (tg, X)) < K'/*diam(Q) and Q € S we have
(3.15) dist((¢, X),T) < (K'"* + n) diam(Q) < K'/* diam(Q).
Using Lemma 3.2,
|t X) = F(t,x') s K'/* diam(Q),
and therefore dist(F(z, x’), Q) < K'/* diam(Q). It follows that d[F(z, x')] < K'/* diam(Q),
and using Lemma 3.11
Xp — f(t,x") > dist((7, X),T) > n'/? diam(Q)

> n'PKYAAF @ X)) ~ P dIF @, X))
By definition of g and that @ > 7/8, Lemma 3.2 implies that

(3.16) x, —g(t,x') = x, — f(t, x") = n¥d[F(t, xX")] = (1/2)(x, — f(, X))
> (1/2)dist((r, X),T) > (1/2)n'/? diam(Q),

where the next-to-last inequality yields (3.13), and where we have used Lemma
3.11 in the last step. In particular, U, 5 lies above I'*. Using (3.15) and the last
inequality in (3.16), and then the properties of the Whitney cubes in Wy, we have

dist((z, X),T') =, x diam(Q) =, k dist((t, X), E) .
Combining (3.16) and the last displayed estimate, and using Lemma 3.2 we obtain
dist((7, X),T") > (1/2)(x,, — g(t, x")) = (1/4) dist((z, X),T) =~ g dist((, X), E)
and
dist((#, X), ") < x, — g(t,x") < x, — f(t,x") < 2dist((z, X), ) = dist((z, X), E).
This proves the lemma. O
We also require that close to Qs, the region above I'* shall be contained in a

collection of Whitney regions associated to Q € S. This can be done using the
Whitney regions Uy,.
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Lemma 3.17. Suppose (t,X) = (t, X', x,,) satisfies x,, > g(t, x') and
(t,X) € B((tgs, Xgs), (1/32)K diam(Qs)) .
Then
(3.18) dist ((¢,X), E) > dist (1, X),T")
and there exists Q" € S such that (1, X) € Uy,..
Proof. Let (¢, X) be as above. By Lemma 3.8, we see that d[(z, X)] # 0. To prove
(3.18), we note that if (s, Y) is the closest point to (¢, X) in E, then
dist (1, X), (s, Y)) < dist((1, X), (tgs, Xos)) < (K/32) diam(Qs) .

Thus dist((s, Y), (tgs. Xog)) < (K/16)diam(Qs), so in particular,

(s,Y) € B((tgs, Xgs), (K/4) diam(Qs)) N E .

By Lemma 3.8(b), (s, Y) lies below I'" and hence the line segment between (s, Y)
and (¢, X) meets I'". This proves (3.18).

To prove the existence of Q* € S such that (z, X) € U *Q we break the proof into
cases.
Case 1: x, — g(t, x") > °d[(t, X)]. In this case, by (3.18) and Lemma 3.2,

dist (1, X), E) > dist (¢, X),T*) > (1/2)’d[(t, X)].

Since d[(t, X)] < (K/32+1)diam(Qs) < ((K—1)/2) diam(Qs), we may use Lemma
3.3 to produce Q* with

dist ((7,X), Q%) < (K — 1) diam(Q") Spapr dl(1, X)].
Thus,
(t,X) € B((tg-, X¢), K diam(Q"))
and
dist (&, X), E) 2 d[(t, X)] 2 1’ (K = 1) diam(Q") ~ n* diam(Q),

where the implicit constants depend on dimension and ADR. Letting / € W be
such that (¢, X) € I it follows that I € ‘W, provided 7 is sufficiently small.

Case 2: x,, — g(t, x') < °d[(t, X)]. In this case, note that
(3.19) dist ((, X), G(t, X)) < x, — g(t, X') < °d[(£, X)] .
Thus, since d is Lipschitz with norm 1 with respect to dist(-), we have, for p® < 1/2,
(3.20) (1/2)d[(t, X)] < d[G(t,x")] < 2d[(1, X)].
In particular, d[G(¢, x")] > 0. Notice then that

d[G(t,x")] < 2d[(t,X)] < (K/16 + 2)diam(Qg) < KT_I diam(Qs),
provided that K is large enough, and Lemma 3.3 then yields O € S such that

K-1
(3.21) dist(G(t, x'), Q) < (47) diam(Q") =~ d[G(t, x)].
Combining the latter estimate with (3.19) and (3.20), we see that

(t,X) € B((tg+, Xg+), (K — 1)/2) diam(Q")).
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Claim 3.22. For i chosen small enough (> < 1/2 will suffice at this stage),
dist(G(t, x'), E) > n*d[G(1, x')] .

Taking the claim for granted momentarily, by (3.19), (3.20), and (3.21), we have
dist((r, X), E) > dist(G(t, X'), E) — dist((z, X), G(t, x"))
> distG(t, X'), E) = pd[(t, X)) 2 7°d[(t, X)) = 1[G, x)]
2 117 (K = 1) diam(Q") ~  diam(Q")

and the lemma is proved. It remains to prove Claim 3.22.

Proof of Claim 3.22. Let (s,Y) = (s,Y’,y,) € E be such that
dist(G(t, x'), (s, Y)) = dist(G(t, x), E) .

Assume, for the sake of obtaining a contradiction, that

dist(G(t, x'), (s, Y)) < n?d[G(t, x))].
Then for 172 < 1/2, since d is Lipschitz with norm 1 with respect to dist(-), we have

d[G(t,y)] < 2d[(s, Y)].

Hence, under the current assumption that dist(G(z, x'), (s, Y)) < nzd[G(t, XN,

' =¥+ 1= sl < 20%dl(s, V).
Since g is Lip(1/2,1) with constant 3n® (in particular less than 1)

dist(G(t, '), G(s5,Y")) < n°d[(s, Y)].
Thus,

v = 8,3 = dist (s, ¥), G(5.))) < 11°d[(s, V)],
which contradicts the conclusion of Lemma 3.8, provided that
(3.23) (5,Y) € B((tgs, Xgs). (K/4) diam(Qs)) .
Indeed, the latter is true, as we now show. Recall that by hypothesis
(t,X) € B((tgs, X0s), (K/32) diam(Qs)) .
Moreover, in the scenario of Case 2,
dist (1, X), G(t, X)) = x, — g(t, x") < °d[(t, X)] < diam(Qs) ,
and therefore
dist (G(t,x'), (tgs, X05)) < (K/16) diam(Qs).
Since (s, Y) is the closest point on E to G(¢, x’), it must be that
(5,Y) € B((tgs. Xos), (K/8) diam(Qs)) .

In particular, (3.23) holds, and this proves the claim. |

O

Our next goal is to produce a regular version of the graphs we have constructed
above. The vehicle for this regularization is the following lemma.

Lemma 3.24. Leth : R" — R, h(t,x") > 0, be a Lip(1/2,1) function with Lip(1/2,1)
constant (at most) 1. There exists a function H : R" — R such that
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(1) cih(t,x’) < H(t,x') < coh(t, x) for all (t,x") € R™.
Q) IfZ ={(t,x") : h(t,x") = 0} then

ht, X' Y NomH(t, x| + h(t, X' Y" YWV H(E X)) < e, V(8 X)) € Z6,m € N
(3) H € Lip(1/2,1) with constant less than c3.

Here c1, c2, c3 depend on dimension alone and ¢y, ,, depends on dimension and m.
Moreover, H enjoys the estimate
1/2
ID;"“H|lp-mo < ca,

where c4 depends only on dimension.

The proof has many ‘standard’ elements (if one knows where to look), but is a
little lengthy. The proof can be found in the appendix.

Now we are ready to create our regularized graph. Let A(z, x) := (1/2)d[F (¢, x')]
and let H(z, x') be the function provided'' by Lemma 3.24. We define two functions
Urs(t,x) == f(t,x) £/ H(t, X').

We hope that it is clear to the reader that the function

g (t,x") = f(t,x") —n¥d[F(t,x)]

has properties analogous to those of g,(#, x) except that g, is below f and E, that
the cubes in W, are below the graph of g, etc.. We next deduce that :,l/;’s has the
same properties as the functions g, (and g;), enumerated below.

Proposition 3.25. Let E be uniformly rectifiable in the parabolic sense. Let D(E) =
GUB, G = Us+sS*, {I's+}s+es be the bilateral corona decomposition of E given by
Lemma 2.14, with constants n < 1 and K = 77_1, and by. Let My be the constant
from Lemma 4.1 below, with by = 2 and by = 1 + by. If  is sufficiently small,
depending only on dimension and ADR, then the following holds.

Let S* € 8. Then for every coherent subregime S of S*, there is a t-independent
plane Ps and two regular parabolic graphs T'§ over Ps given by functions 1#,4—;’5,

: 1/2 . .
with [WEgllLipa /2.1 < Can'>/'® and \D;*wEgllp-spo < (1 + bo), with the following
properties (in the coordinates given by Ps @ Pg):

(1) If Q € S, then Wy has a disjoint decomposition Wg = W, Jé U W, and
ifwelet U := Ulefwz)l, then
U < B(ltgs, Xgs), K diam(Qs)) N (2x, > #5551, X))
Here the notation {+x,, > ia,bis(t, x')} means
{(6,X) = (1, X', x0) ¢ 22 > 25 6(2, X))

In particular,

U Up S B((tgs. Xgg). K** diam(Qs)) N {x, > 2 5(t, 1)),
Q€S

gee the proof of Lemma 3.1, from which one can easily deduce that d[F(z, x')] has Lip(1/2,1)
norm less than 1 + 1 and hence A(t, x) has Lip(1/2,1) norm less than 1. This allows one to apply
Lemma 3.24.



PARABOLIC CME AND PARABOLIC UR 17

Q) If(1,X) € UQeS Uzj then
dist((1, X), E) =, dist((t, X), Tg).
(3) If (t,X) € B((tgs, X05), (K/32) diam(Qs)) N {+x, > ilﬂis(l‘, x')}, then
dist((z, X), E) > dist((z, X), [5).
(4) B((tos, Xgs), (K/32)diam(Qs)) N {+x, > J_rw;—;,s(t, X)) c UQeS Up.
(5) There exist (tg, Xg) € I's such that
(3.26) B((tgs, Xo5), MoK>'* diam(Qs)) c B((1§, X§), K''® diam(Qs))
and
(3.27) B((13, X3), K''® diam(Qs)) < B((tgs, X o), (K/32) diam(Qs)).
Proof. Let :,b;—;’s be as constructed before the statement of the proposition. Both
f;t,s are Lip(1/2,1) with constant less than C7715/16 because f is Lip(1/2,1) with

constant less than 7 and H has Lip(1/2,1) norm less than ¢3 = c3(n) (see Lemma
3.24). Similarly,

(3.28) ||Dzl/29’/is||P-BM0 < 1D} fllp-smo + 0" I\D* Hllp-sao

<D} fllp-gmo + can

provided 7 is sufficiently small. We define I'g to be the graphs of ;bis (resp.).
We claim that

B0 < by + 1

(3.29) 87/8(t, X') 2 Yy (1, X) 2 g31/32(8, X')

and

(3.30) 878t X)) <y s(8, X)) < 831 30(t, X).

Indeed, these inequalities are a result of the fact that ”/8 > 5'3/16 » 31/32 when

n is very small, and the properties of H in relation to d. For example,
Ut x') = g3zt x') = ' OH(s, ') = P2dIF @, X))
Using Lemma 3.24 we have
d[F(t,x")] = 2h(t, x") =, H(t, x).
Since the constants are independent of 7 the second inequality in (3.29) follows.

The other inequalities are treated similarly.

With (3.29)-(3.30) at hand, properties (1) and (2) can be deduced directly from
Lemmas 3.11 and 3.12. Note that to prove property (2), we observe that (t, X) € Ug
implies that (¢, X) is above the graphs of both g7/3 and g31,32. Similarly, properties
(3) and (4) can be deduced from (3.29) (or (3.30)), and Lemma 3.17: to prove (3)
and (4) in, e.g., the context of ‘//;,s(t’ x"), we simply observe that if (¢, X) is above

;’S(t, x’), then it is above g31/32.

To prove (5), we let (s, Y) be the closest point on I's to (7o, Xo4) and we observe

from Lemma 2.14(3) that

dist ((1gg, X0s), (5, Y)) < ndiam(Qs).
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As (s,Y) =(s,y,y,) = F(s,y’) we have that
H(s,y") =y d[F(s,y")] < diam(Qs) + 1 diam(Qs) < 2 diam(Qs),
where we have used the properties of H given by Lemma 3.24. Then by definition
dist ((tgs. Xgs)- (5. ¥irs(s.)")) < dist ((tgs. X5): (5, Y)) + 7"/ 1 H(s, y")
<0 7"91° diam(Qs).

Setting (15, X3) = (s,)",¢;,5(s,)")), and taking n sufficiently small (and hence K
sufficiently large), yield (5). O

4. CARLESON MEASURE EstiMATES: PROOF OF THEOREMS 1.1 AND 1.3

Before we get into the details of proving Theorems 1.1 and 1.3, we point out
that the domains we produced in Proposition 3.25 support (a local version of) the
Carleson measure estimate.

Lemma 4.1 ((HL2, Lemma A.2]). Let by, b, be fixed non-negative constants. Sup-
pose that ¢(t, x’) is a regular Lip(1/2,1) function with Lip(1/2,1) constant by and
such that ||D,1/2<p||p.BMo < by. Let

Q" ={(t,X) = (t, X', x,) : x, > (2, x)}.

Then there exist My = Mo(n,El,Ez) > 1 andcs = 05(n,l~)1,l~92), such that if u is a
bounded solution to (0; — A)u = 0 in

Q" (10, Xo), Mor) := B((to, Xo), Mor) N QF,

for some (ty, Xo) € 0C), then

4.2) f f IVu(s, V)PS(s, Y) dY ds < s ull o o x0) Mory-
B((t0,X0),r)NQ*

Here 6(s,Y) = dist((s, Y), 0Q"%). An analogous statement holds for bounded solu-
tions to (0; — Ay)u = 0 in Q™ ((ty, Xo), Myr) := B((ty, Xo), Mor) N Q~, where

Q" ={t,X) =, X, xp) : x, < (2, x")}.

Proof. The lemma is a consequence of [HL2, Lemma A.2]. However, to reduce the
proof of the lemma to [HL2, Lemma A.2] one has to note two things. First, by using
the parabolic version of the Dahlberg-Kenig-Stein pullback, the operator (9; — A) is
transformed to an operator of the form treated in [HL.2, Lemma A.2] in the upper
half space. Furthermore, Q* (9, Xo), Myr) is transformed into a region containing
a Carleson region of size roughly Myr. Second, while stated for solutions in the
upper half space, [HL2, Lemma A.2] only uses that u is a solution in a Carleson
region. O

Now we are ready to prove Theorem 1.1.
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Proof of Theorem 1.1. Let E be uniformly rectifiable in the parabolic sense and let
u be a bounded solution to (9;—Ax)u = 0 in E. We may assume that ||u||z~ge) # O,
since the conclusion of Theorem 1.1 holds trivially if ||u]|z~ge) = 0. Let

. u
" ullzeqee)
Then ||v||z~(£c) = 1 and it clearly suffices to prove the theorem with v in place of u.
For each Q € D(E) we set

Bo = f IVxv[>6(s, Y) dY ds.
Ug

We first reduce the proof of the theorem to a statement concerning the S¢’s.

Claim 4.3. 1If there exists C (independent of v) such that

(4.4) > Bo < Ca(Qo), YQo € D(E),
0C0o
then there exists C’ such that
(4.5) sup 7! f f IVxv?6(s, Y)dY ds < C’ .
(t,X)eE,r>0
B((2,X),r)

In particular, to prove the theorem it is enough to verify (4.4)

Sketch of Proof of Claim 4.3. To prove that (4.4) implies (4.5), we select a collec-
tion {Q}}; € D(E), such that, for each i, diam(Q}) ~ «r, and such that the collection
has uniformly bounded cardinality depending only on n and ADR. Furthermore,
B((t,X),rnNE C UiQf). Choosing « large enough depending only on allowable
parameters, we have that B((¢, X),r) \ E C U; UQCQS Ugp. We can then apply (4.4)

to each Qg = Qf). We omit the routine details. |

We have now reduced everything to the setting of our dyadic machinery and we
are almost ready to begin employing the constructions in Proposition 3.25. Notice
that these constructions are only likely to be helpful when bounding a 8o when Q
is a ‘good’ cube. That is why the following claim is important when handling the
‘bad cubes’.

Claim 4.6. There exists a constant A depending only dimension, K, n and ADR
such that

Bo < Ac(Q).

Sketch of Proof of Claim 4.6. The claim follows readily from Lemma 2.5 and ADR
as in [HMM1]. We omit the details. O

We now prove (4.4). Fix Qg € D(E). If Qg € S* for some S* € S we let
S = S§*NDy, and note that S is a coherent subregime of S* with maximal cube Q.
Dy, has the disjoint decomposition

@.7) Do, ={Q € B: Q< Qo} U (Us-ps)co, S*) US,
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where S = @ if Qg is not in a stopping time regime (i.e., if Qg is a bad cube). By
Lemma 2.14(2) and Claim 4.6

(4.8) D> Bo<C Y Q) < CCrLra(Qo).
0<Qo 0<Qo
QeB QeB

Let us suppose, for the moment, that we can show that

(4.9) > Bo s Co(QSY),
QeS*
for all S* such that Q(S*) C Qg and that
(4.10) > Bo < Ca(Q(8)) = Ca(Qo).
Q€S

if Qp is in some stopping time regime. Then, by Lemma 2.14(2),

Z,BQ + Z ZBQ

QeS S*:0(S*)cQp QeS*

<o@0) + Y, o(QE") s (Cpx + Do(Qo).
S*:0(8")CQo
Combining this estimate with (4.8), and using the decomposition of Dy, in (4.7),
proves (4.4) and hence the theorem. Thus, it suffices to verify (4.9) and (4.10). In
the following we only prove (4.9) as the only change needed when proving (4.10)
is to change S* to S.

To prove (4.9) we use Proposition 3.25. Fix S* such that Q(S*) c Q and let ‘M_;,s*
be the functions from Proposition 3.25. Then by Proposition 3.25(1), if Q € S*
then Ug = U, U Uy, and hence Bg = B, + B, where

By = f IVxv*6(s, Y) dY ds.
Ui
0

Clearly it is enough to show that
> Bg < Co(QS™).
QeS*

We prove the estimate for the sum of the ,85 leaving the straightforward modifica-
tion needed to handle the sum of the 3, to the interested reader. Moreover, since
the {Up}, and hence the {U 5}, have bounded overlap it is enough to prove that

4.11) f f IVxv?5(s, Y)dY ds < Ca(Q(S¥)).
UQES* Ué
Let
Q3. = B((t§-. X3). K"/® diam(Qs+)) N {x, > s (1, X))} ,

Q4. = B((tgs.» Xgg)» K/ diam(Qs)) 0 (x, > Y. (1, 1)},
and R
Q. = B((t0y.» X5 ) MoK>* diam(Qs-)) N {x, > i g-(1, X)),
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where we remind the reader that we use the coordinates Pg+ ® P§* and the notation
{x, > 1//:;,5* (t, ')} means

{(t, X, x0) = X0 > Yy (1, X))

We note that ﬁg c Q., by (3.26). Proposition 3.25(4) and (3.27) ensure that Q¢.
is an open subset of E¢ and hence v is a solution in Q.. Applying Lemma 4.1 we
have that

4.12) f |va|2 5(s,Y)dY ds < dialm(Q(S*))"Jrl ~ o (Q(SY),
Q.
where 8(s, Y) = dist((s, ), I'$.) and T, is the graph of ¥¢.. Note that if Q € S*,

then by Proposition 3.25(1), we have that Ué € Qg.. Moreover by Proposition
3.25(2), it holds that d(s, ¥) ~ 6(s, ¥) in Uges: U} Thus,

(4.13) f f IVxv[>6(s, Y)dY ds ~ f f IVxv[>8(s, Y)dY ds
U

QeS* Ué UQGS* Ué

= f f IVxvI28(s, ¥) s a(Q(SY)),
o

where we used (4.12) in the last inequality. This proves (4.11), and the proof of the
theorem is complete. m

The proof of Theorem 1.3 is nearly identical, the only difference being that
in this case one needs to take W(Q2), a Whitney decomposition of €, instead of
W(E®). Modulo the following remark we leave the details to the interested reader.

Remark 4.14. As in the elliptic setting, Theorem 1.3 does not require the corkscrew
condition. On the other hand, the converse of the elliptic version of Theorem 1.3
[GMT, AGMT] requires the additional assumption of interior corkscrews. Note
that when carrying out the proof of Theorem 1.3, without the corkscrew assumption
it may be the case that the Whitney regions Uy are empty for some cubes Q €
D(0L), but this does not affect the analysis above.

5. FURTHER REMARKS

In this section we make some remarks concerning possible extensions and con-
sequences of Theorem 1.1 and the constructions in Proposition 3.25. These ex-
tensions and consequences can be proved, or, we expect that they can be proved,
largely using the tools already developed in the elliptic setting. Again, we believe
that the main novelty of this paper is the approximation scheme, that is, Proposition
3.25.

The first observation is that solutions to the heat equation are (locally) smooth
and that 7-derivatives of solutions are, in fact, solutions. This allows one to pro-
duce a Caccioppoli-type inequality for the ¢-derivative which, in turn, allows one
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to improve the Carleson measure estimate in Theorems 1.1 and 1.3 to one that in-
cludes the t-derivative. In particular, under the same hypotheses as Theorem 1.1
the estimate

5.1)  sup ! f f (IVul® + (s, Y)*05ul®) 6(s, Y) dY ds < Cllullfe e,
(t,X)eE,r>0
B((t.X).r)
holds with a constant C depending only dimension and the parabolic UR constants
for E.
The second observation is that the proof of Theorem 1.1 uses essentially three
properties of u:
(i) u € L¥(E),
(i1) the Caccioppoli’s inequality of Lemma 2.5, and
(iii) the local square function estimate stated in Lemma 4.1.

If one wants to extend the validity of Theorem 1.1 to more general parabolic equa-
tions in divergence form,

£ =08, —divx A(t,X)Vy,

where A is a n X n uniformly elliptic matrix, then some regularity conditions on
the coeflicients need to be imposed in order to guarantee property (iii). A natural
sufficient condition is the parabolic analogue of the “Kenig-Pipher condition”'?.
More specifically, this means that A satisfies

IVxA(s, VI6(s, ¥), [0,A(s, V)|6%(s, ¥) € L°(R™!\ E),

where 6(s, Y) = dist((s, Y), E), and that there exists a constant M such that

sup ! f VxA(s, V)P6(s, Y) dYds < M,

(t,X)€EE,r>0
B((t,X),r)
(5.2) sup ! f f 10,A(s, Y)*6°(s, Y)dYds < M.
(t,X)eE,r>0
B((t,X),r)

In particular, our results apply to this class of coefficients.

A final observation is that it seems likely that some form of e- approximability
[HMM1, HMM?2] should hold in this parabolic setting along with the correspond-
ing quantitative Fatou theorem [BH]. In fact, it may be more reasonable to use the
dyadic constructions from [HMM 1] in proving these results. Indeed, our construc-
tion here would provide some of the necessary initial estimates (Theorem 1.1), but
it seems easier to deduce (parabolic) BV estimates using dyadic cubes. We also
mention that is natural to use the estimate (5.1) and to prove e-approximability via
a Carleson measure estimate which includes the #-derivative of the approximator.
Note that this estimate was not included in [RN1] and therefore the proof used in
[RN1, Proposition 4.3] is valid only if one works with a vertical version of the
non-tangential counting function N (or by a spatially non-tangential version based
on time-slice cones with 7 fixed), rather than a fully non-tangential version.

121, fact, in [HL2, Lemma A.2], a slightly more general class of coefficients is permitted.
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ApPENDIX A. PrOOF OF LEMMA 3.24

Here we give the proof of Lemma 3.24. The idea is to follow Stein’s construction
of the regularized distance [St, Chapter VI, §1 & §2] and to combine this with ideas
from some of the estimates produced in [DS1].

Proof of Lemma 3.24. letd :== n+ 1 and Z = {(t,x) : h(t,x") = 0}. Then Z is
closed since 4 is continuous. We set H(z, x’) = O for all (¢, x') € Z.

We need to define H off of Z, and following [DS1], we begin by producing a
Whitney-type decomposition'? of Z¢ with respect to k. For each (1, x') € Z¢, we let
I,y be the largest closed (parabolic) dyadic cube containing (¢, x") and satisfying

diam(/; v)) < (1/20) inf  A(1,2)).
(T,Z’ € (t.x")

Recall that the diameter is defined with respect to parabolic metric. To see that
such a cube exists, set r = h(t, x’)/2 and note, as & is Lip(1/2,1) with constant 1,
that h(t,z") > rin B((¢, x'), r). Therefore, any cube which contains (¢, x") and which
has diameter less than r/20 is a ‘candidate’ for ;. We conduct this construc-
tion for each (¢, x’) € Z¢, and we enumerate the resulting maximal cubes (without
repetition) as {/;};cp. We note that

(A.1) 10diam(l;) < h(t, x') < 60diam(l;), VY(t,x') € 101;,

where «/ is the parabolic dilation of I by a factor of «. Indeed, if (¢, x") € 10I; then
(z,x’) is at most a (parabolic) distance of 10 diam(/;) from a point in /; and hence,
using the selection criterion for /; and the Lip(1/2,1)-condition for A,

h(t,x") > min h(r,7") — 10diam(Z;) > 10 diam([;).
(r.2)el;

To prove the upper bound in (A.1), we note that if [ is the parent of /;, then [ fails
the selection criteria. Hence there exists (7, z’) € I such that A(t,7’) < 20 diam(/) =
40 diam([/;), and as h is Lip(1/2,1) with constant 1 and dist((7, ’), (¢, x")) < 20 diam([;),
it follows that

h(t, x') < h(r,7) + 20diam(l;) < 60 diam(Z;).
Using (A.1) we have that

1
(A.2) 3 diam(/;) < diam(/;) < 6 diam(/;),

whenever 10/; N 10; # @. By comparing volumes, it follows that {10/;} have
bounded overlap, with a constant depending on dimension alone, that is,

(A.3) > L tx) <N, V(tx)eR"
ieA
where N = N(n).

Let Qg = {(t,x") € R" : |x'|c < 1/2,t| < 1/4} be the unit parabolic cube in R”.
Let ¢ € C;’(3Q0), 0 < ¢ < 1, ¢ = 1 on 2Qy. Clearly the Lip(1/2,1) constant of ¢

1311 contrast to the usual Whitney decomposition, in which /% is the distance to a closed set, the
present version remains valid even in the case that Z is empty.
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is bounded. For each i € A, let (#;, x7) be the center of I; and £(/;) be the parabolic
side length of I;, that is, £(I;) = r;/2 and

Ii = {(t, x,) . |x— xiloo <r, It_ tll < rlz}

(1) = r—t x—Xx;
P =\ e wm )

Then 0 < ¢; < 1, ¢; is supported in 37;, ¢; = 1 on 21;, ¢; is Lip(1/2,1) with constant

less than ¢(1;)"" ~,, diam(Z;)"", and (on all of R") it holds
N30 @il + LAV v @il g diam(L)*"10} @il + diam(I)|V v @il < En.

‘We now define

Then for i € A; we set

H(t,x') := ) _ diam(l)gi(t, ).
ieA
Using (A.1) we see that 37; does not meet Z for any i € A, and hence H(t,x") = 0
for all (¢, x") € Z. By construction, if (f,x") € Z¢ then (t,x") € I; for some j € A
and as ¢;(t, x") = 1, using also (A.1), we have that
H(t,x") > diam(/;) > (1/60)A(t, x").
This proves the lower bound in (1). To prove the upper bound in (1) we have by
(A.2) and (A.3)
H(tx)< Y diam(Q)) < 6N diam(Q;) < (3/5)Nh(t, x'),
35,0310
where we used (A.1) in the last line. Having proved (1), we see that the proof of

(2) is very similar. For instance, using the bounds for the 7-derivatives of ¢;, if
(t,x") € Z then (¢, x") € I; for some j, and hence

0] H(t, X')| < Ean Y diam(J;) diam(Z;) ™"
31,0310
< CN diam(I;)™™*! ~ h(t, ')+
The bound for |V’ H| has a similar proof. Finally, to see that H is Lip(1/2,1) we

have

H(t,x') = H(s,y) < > diam(Ilgi(t, x') = ¢(s,Y)|
i:(t,x")e31;

+ Z diam(I)|gi(t, x') — @(s, ¥
i:(s,y)e3l;
< 2¢N[lt— s + X' = |1,

where we used that ¢; is a Lip(1/2,1) function with constant ¢’ diam(Z;)~".

Now we get to the heart of the matter, that is, proving the half-order in time
regularity of H (this part is not in Stein’s book, but rather draws a great deal of
inspiration from [DS1]). By the results in [HLN1, pp. 370-373] it suffices to verify
the Carleson measure estimate

(A4) 7(s,Y.p) < chp™', V(s,Y)ER",p>0
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where

0
(s, ,p) ::/ ff (r, 7, N2do(r,7) dr/r,
0 B((s.y"):p)

where do(t,7') = 1 + Vo H(t, 7)|dZ dt and

1/2

H(t,x) - L(x')\ >
57, r) = inf | f f ((”)(”) dot )|
L B((x.2).1) r

where the infimum is taken over all affine functions L of x” only, and we recall that
d=n+1.

The idea behind the proof of the estimate (A.4) is as follows. If the scale r is
large with respect to A(t, '), then H is well approximated by just the linear function
0, and if the scale is small with respect to i(t,z’) then, necessarily, A(t,z’) > 0 and
H is flat (below the scale r) by the derivative estimates (2) and therefore we can
approximate H by its “x’-tangent plane”.

Now let us begin the proof of (A.4). Fix (s,y") € R" and p > 0. Set h,(t, x") :=
min{A(z, x")/60, p}, and write

0
f/(s,y',p):/ ff i/(T,z',r)sz(T,z')dr/r
0 B((s,y").p)
0
= f f W, 2, ) dr/rdo(t,7)
B((s,y").p) J hp(1.2")

ho(1,2)
+ ff / y(,2 ) dr/rdo(r,2)
B((s.y").p) 40

=T +T>.

Let us handle term T first. For (7,7’) and r in the domain of integration, r > 0, and
h(r,z") > 60r. In particular, (7,z") € I; for some j € A and for all such j it holds
that 1; N B((s,Y"),p) # @, and r < diam(/;) (by the right hand estimate in (A.1)).
Thus, we have

min{diam(/;),p} dr
as Y[ / 30,2, L dor (e, ),
<A IinB((s.y").p) 40 r

where A = {j € A : B((s,Y'),p) N 1; # @). Fix j € A, (1,7') € I; and r < diam([).
Using the affine function

Loyy(X)=Ht7)+V H(t,Z') - (X = 2),
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we find by Taylor’s theorem, Lemma 3.24 (2) (already proved above), and (A.1),

that
N7 1) <r? ff <|H(Z’ x') = L(T,Z’)(x/)|)2 do(t,x")
B((t,2),r) r
sr* sup  [16,HP + |V2H|
(A.6) B(x;;,2 diam(Z))
<rt sup WAt x) < P diam(I) 2

B(X]J.,2 diam(7;))
< r(min{diam(/;), p}) 2,

where x;; = (11, x}j) is the center of /;. Using (A.6) and (A.5) we obtain

min{diam(/;), p} dr
T < g ﬁ / rz(min{diam(lj),p})_2 —do(1,7)
— JJIINB(sy").p) JO r
JjeA ’

> ldor(,2)
jeh IinB((s.y"), p)

<Y o (inB((s:)).p)) s o (B((s:))0)) <07,

jEA
as desired.

Having obtained the desired bound for 75, we turn our attention to 7. For
(1,77) e R" and r > 0 we set

N7, r)={ie;nB{(r,7),r) + B).

Note that in term 7, we have r € (h(t,7")/60, p), so that h(7,Z") < 61r for all
(7,%2") € B((1,7'), r) because h has Lip(1/2,1) constant 1. Hence, by (A.1), we have
diam(/;) < 7r < Tp for all i € A’(t, 7/, r). In particular, since (7,7") € B((s,y’), p),

(A7) U ZcB((s.y).10p).
ieN (1,2,r)

For (1,7') € B((s,Y’), p), with r € (h(t,7')/60, p), we plug L = 0 into the definition
of 9 and use property (1) (which we have already established) along with (A.1) to
see

’ 2
(AB) 3(r.Z.P <1 f f <H“’“) do(t, )
B((1,7),r) r

Z f f diam(I;)2r 2 do(t, X')

leA’(Tz ,r)
. d+2 . d+1
diam(/;) diam(/;)
< E < E
ieN (1,7 ,r) ieN (1,2 ,r)

where we used the fact that diam(/;) < r in the estimate on the last line. Thus, if
we let

Ao:={ieA: T c B((s,y), 10p), diam(I)) < 7p},
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then using (A.7), the definition of A’(t, 7', r), and again using the fact that diam(/;) <
7rforie A'(r,7,r), we obtain

P d
T < ff / > diam(p*! -G do(n.?)
B((sy).p) I h(z.2)/60 rd

ieN (1,2,r)
P dr
<) diam()™! / ldo(t.7) 45
diam(Z;)/7 J dist((1,2"),1;)<r

i€Ng

. « dr .
< Zdlam(li)d“/ - 3 Zdlam(l,-)d < pl.

; ; r
iAo diam(Z;)/7 iAo

This yields the desired Carleson measure estimate, and concludes the proof of the
lemma. O
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