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Abstract— This paper presents a cooperative driving testbed
based on vehicle-to-vehicle (V2V) communication, which can be
used for research in intelligent transportation systems, such as
collision avoidance in mixed traffic of both human-driven vehi-
cles and autonomous vehicles. To achieve the goal, an intelligent
copilot is developed. The copilot can share the data regarding
vehicle status, intention, etc, with other nearby vehicles through
V2V communication. Several case studies are conducted to
validate the proposed testbed and evaluate the performances
of cooperative driving. When dangerous situations occur, the
copilot solves the collision avoidance problem using Mixed
Integer Programming (MIP), which either provides control
commands to the autonomous vehicle, or advises the human
driver to take action. Experimental results show that the safety
and stability of the involved vehicles have been significantly
enhanced. This cooperative driving testbed can be used by
researchers to develop and test cooperative driving algorithms
before they are deployed in real vehicles.

Index Terms— V2V communication, cooperative driving,
driving simulator, ROS

I. INTRODUCTION

The global autonomous car market is expected to grow
from 5.6 billion in 2018 to 60 billion in 2030 [1]. While
more and more autonomous vehicles are emerging on the
roads, many people have doubt about autonomous vehicles’
safety and vulnerability. It is expected that a transportation
system with mixed traffic of both traditional human-driven
vehicles and autonomous vehicles will exist for a long time.
Therefore, it is highly desirable to develop cooperative driv-
ing approaches that can help improve transportation safety
through vehicle to vehicle (V2V) communication.

Although real vehicle-based testing is critical in the de-
velopment of cooperative driving algorithms, such tests are
still costly and dangerous. On the other hand, simulation
plays a significant role in accelerating and supplementing the
real world testing [2]. According to the annual Autonomous
Mileage Report published by the California Department of
Motor Vehicles, Waymo has logged 15 billion miles in
simulation on vehicle-related experiment and research [2].
Driving simulators have been used for a long-time in vehicle
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algorithm development and experiment. However, to the
best of our knowledge, there is no simulation testbed for
cooperative driving based on V2V communication [3]. This
paper aims to develop such a cooperative driving testbed
using driving simulators. The Carnetsoft simulator [4] is
adopted for this purpose which offers various interfaces to
support V2V communication and vehicle control. Connected
with a Logitech G29 driving kit that includes a steering
wheel, a shifter, and pedals, this driving simulator offers
realistic driving experience.

In order to facilitate cooperative driving, we propose to
develop a copilot, which is attached to the dashboard of a
vehicle (human-driven or autonomous), similar to a GPS unit.
The copilot has sensors such as a camera, a microphone,
an accelerometer, as well as a speaker and a touch screen.
The copilot connects with other copilots in nearby vehicles
and exchange data with each other. Equipped with machine
learning algorithms, the copilots can recognize driver inten-
tions, detect distracted driving behavior (for human-driven
vehicles only) and participate in cooperative driving with
nearby vehicles.

The major contribution of this paper is three-fold. First,
this work develops the first cost-effective experimental
testbed that consists of two driving simulators equipped with
a copilot and can be used for research in cooperative driving
involving multiple vehicles, including both human-driven
and autonomous vehicles. Second, this work designs and
implements an innovative copilot and its associated software
architecture, which facilitates various intelligent applications
including cooperative driving. Third, we conduct several case
studies to validate and assess the proposed testbed in a small-
scale cooperative driving setting.

This paper is organized as follows. The related work is
presented in section II. Sections III introduces the overall
system architecture of the copilot. Section IV describes the
cooperative driving testbed. Section V presents the experi-
mental setup and results for collision avoidance. The final
section provides the conclusion and the future work.

II. RELATED WORK

Cooperative driving is a vehicle control method that re-
lies on V2V communication to achieve coordinated vehicle
movement so that the driving safety can be improved for all
involved vehicles. In recent years, there has been increasing
interest in cooperative driving in the intelligent transportation
system (ITS) research community. Khayatian er al. proposed
an advanced and generic version of Responsibility-Sensitive
Safety (RSS) rules for Connected Autonomous Vehicles
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(CAV5s) that can be applied to any driving scenario [5]. Wang
et al. presented a cooperative ramp merging system and
demonstrated an online feedforward/feedback longitudinal
controller for CAVs, in order to reduce the average travel
time, energy consumption, and pollutant emissions [6]. A
new cooperative driving strategy for connected and auto-
mated vehicles at unsignalized intersections was presented
in [7], which is based on tree representation of the solution
space by combining Monte Carlo tree search and some
heuristic rules to find a globally optimal passing order within
a very short time. Xie et al. proposed two cooperative driving
strategies for connected vehicles that move in heterogeneous
traffic of regular vehicles and connected vehicles, in order to
stabilize the traffic flow [8]. Liu et al. proposed a two-step
distributed model predictive control approach for providing
collision-free properties in cooperative driving between con-
nected autonomous vehicles [9].

Advanced driver-assistance systems (ADAS) are technolo-
gies that assist human-drivers in order to improve driving
safety [13]. A lot of research has been conducted to enhance
the effectiveness and functionality of ADAS. For example,
Cueva et al. developed an ADAS based on computer vision
to detect drowsiness of a human driver, thereby avoiding
potential traffic accidents [10]. Divakarla et al. proposed
a cognitive ADAS for level 4 autonomous vehicles which
achieved 23% energy economy increase compared to human-
driven vehicles [11]. Lin et al. developed a video-based
lane-departure and blind-spot detection algorithm based on
machine learning [12]. However, existing ADAS only func-
tions in individual vehicles. There lacks an ADAS that can
assist drivers in a cooperative driving setting. There has
been growing interest in human-machine interface for vehicle
driving. Walch et al. proposed a user interface for drivers
to switch between driving and monitoring effectively [14].
Zimmermann et al. proposed a theory-driven interaction and
user interface concept for a cooperative lane-change scenario
in a highly automated driving environment [15]. Li et al.
proposed a novel learning-based human-machine cooperative
driving scheme with active collision avoidance capacity using
deep reinforcement learning [16]. Improving human-in-the-
loop decision making is becoming a meaningful challenge
for developing vehicle-related algorithms and controlling
systems [17].

Apparently, conducting real world tests involving multiple
vehicles is very expensive and risky. Therefore it would be
highly desirable to develop realistic simulation testbeds for
cooperative driving. However, according to [3], there is no
existing cost-effective research testbed that simulates coop-
erative driving involving multiple vehicles, not to mention in
mixed traffic of both human-driven and autonomous vehicles.

III. SYSTEM ARCHITECTURE

A. Copilot Hardware Architecture

The design of the copilot is shown in Fig. 1. It has
two embedded computers which share the computational
tasks. Raspberry Pi 4B is an excellent platform for imple-
menting user interface functions while Jetson Nano is an

excellent computation engine for machine learning tasks. In
the copilot, Jetson Nano is responsible for driver distraction
detection, environmental understanding and road condition
analysis, etc. Dividing the computational tasks between these
two computers improves the performance and makes it easier
to debug, test and maintain the copilot system. Two cameras,
one facing the road in front of the vehicle and the other facing
the driver, are used to collect visual data of the traffic and
the driver, respectively.

Carnetsoft

N Camera 1
Simulator

Microphone Camera 2

lus Ribbon\\‘ /{ibbon
Cable Cable

Ethernet

Computer

Raspberry Pi Jetson Nano

—

( Server

Speaker

Fig. 1: Copilot hardware architecture.

The Carnetsoft driving simulator provides an open envi-
ronment for application development such as autonomous
driving and human driving. It has 1) a road map database,
which consists of pre-designed maps and is also open for
adding user-designed maps; 2) a script language, which
allows to create various driving scenarios; 3) an interface
to other devices, which communicates data through a UDP
protocol; 4) user-friendly tools to configure the simulator,
through which we can customize light and shadow effects,
displays, resolutions, and driving traffic rules. This simulator
makes it possible to test vehicle-control algorithms without
entailing physical damage to real vehicles or test participants.

B. Software Architecture of Copilot

The software architecture of the copilot is shown in Fig. 2.
The software on Jetson Nano has mutliple ROS packages to
interface with two cameras and is responsible for publishing
vision data to other packages, detecting driver’s status, and
recognizing and detecting objects in front of the vehicle.
The software architecture also includes a computational
engine called Gurobi solver [19] which is used to solve the
optimization problem of cooperative driving.

The copilot software consists of a backend and a frontend.
The backend has several ROS packages for different tasks,
including communicating with the driving simulator and
other vehicles based on ROS topics, logging vehicle data
and copilot data, interacting with machine learning modules
and the Gurobi solver, and implementing cooperative driving
control.

The frontend is the interface between the user and copilot.
The screen has an animated face, which is capable of
changing expressions depending on the commands sent from
the backend. The purpose of the frontend is to give the

11404

Authorized licensed use limited to: Oklahoma State University. Downloaded on June 30,2023 at 00:11:52 UTC from IEEE Xplore. Restrictions apply.



Sample Web Server
T sensor | UDP(JSON) Upload log— Database
fundamental module Raspberry Pi 48 0w 1.ogs
ML functions Monitor ‘ ‘ Microphone&Speaker Website
front-end functions L]
Front-end Jetson Nano
other functions TSkils T T Tt Vision Data
! ! ROS camera node
} ‘ Reminder ‘ ‘ Navigation ‘ } _
1 1 )
Gurobi Server e l Detect driver's status
TFunctions T T T T T T T TTTTTTTTTTTTTTTS Distraction detection
(ROS) Gurobi Solver | Functions !
| Speech API ‘ ‘ Interface GUI ‘ | Model external objects
| 1 Environment
Driving Simulator R et R e ! preception
Motion Speed @Ek%%%%%“; Detect glangerous objects
Sensor Control Back-end Collision detection
ROS Topic _«Solver requests i Cli
ROS) Gurobi Client
ROS Service Solver results (RoS)
Position Direction }
Sensor Control [ (ROS) Logging (ROS) ML Client L Sgg ;op\(_: ML function fesults
Gathering Data Controlling Vehicle | i I ervice ML function commands—
— —
Other Copilot's raspberry pi 4B
Vehicle Interface (ROS) V2V (ROS) Gooperative
Driving Control

ROS Topic Pmichtion-» (ROS) V2V I

Vehicle Sensor Data—

«Vehicle Control Command

ROS Service o I J

Fig. 2: Copilot software architecture.

- -
-~

Monitors for
In-Vehicle
N View

2
Steering Whee| [SSSSiS
A and Shift

Fig. 3: The prototype of the copilot.

Copilot

user feedback during driving, warn the user of hazardous
conditions, and give access to convenient features such as
setting reminders. For autonomous vehicles, the copilot only
has the backend, serving as a control agent to the rest of
the autonomous driving software. Communicating with the
backend via a TCP connection, the frontend’s functions could
easily be migrated to a smartphone or other mobile devices.

IV. COOPERATIVE DRIVING TESTBED

The cooperative driving testbed consists of two human-
driven vehicles each assisted by a copilot (human driving
assistant) and multiple autonomous vehicles each assisted
by a copilot (autonomous driving control agent). The copilot
is deployed next to the steering wheel, as shown in Fig. 3.
Each human-driven vehicle is controlled by a user through a
Logitech G29 driving setup, which includes a steering wheel,
floor pedals, and a shifter. Each autonomous vehicle is con-
trolled by a separate thread in the Carnetsoft simulator. The
vehicle data is sent by the simulator to their corresponding
copilots. On the other hand, vehicle control commands are
sent from the copilots to the corresponding vehicles in the
simulator that specify the speed and direction of involved

vehicles.

A. V2V Communication

There are two UDP connections between the driving
simulator and the backend of each copilot, as shown in Fig. 4.
The ROS V2V module, a UDP server, periodically receives
vehicle data sent by the driving simulator which in turn
receives commands sent by the cooperative driving control
module in the backend. Each vehicle, whether autonomous
or human-driven, has both connections established.

The data sent from the backend to the frontend consists of
reminder messages, ego vehicle status and adjacent vehicle
status, which are in JSON format. The backend analyzes the
vehicle data sent by the driving simulator and formats it as
a ROS message to be published, which includes five parts:
1) vehicle ID; 2) speed; 3) vehicle intention; 4) longitudinal
position; 5) lateral position.

B. Data Logging on Server

A Flask webserver is used to collect and analyze the data
generated by the simulated vehicles. The database is an H2
embedded database which stores session data relevant to the
experiment. Once an experiment is concluded, the data is
exported as a CSV file to be analyzed by tools such as
Microsoft Excel and MATLAB.

V. CASE STUDY

We conducted experiments to demonstrate the effective-
ness of the proposed cooperative driving testbed. First, we
formulated a cooperative driving problem as a mixed integer
optimization problem. Second, we tested the performance
of cooperative driving in two lane-merging scenarios: 1)
the copilot warns the human driver to avoid collision when
an adjacent autonomous vehicle is trying to merge into the
human-driven vehicle’s lane, and 2) the copilot controls an
autonomous vehicle to avoid collision when the human driver
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Fig. 4: The architecture of the cooperative driving testbed.

is trying to merge into the autonomous vehicle’s lane. In
each scenario, experimental results with or without copilot
advising were collected. Only one driving simulator was
involved in these case studies of cooperative driving, where
a human-driven vehicle was the ego vehicle and autonomous
vehicles were adjacent vehicles.

A. Cooperative Driving as Mixed Integer Optimization

After connecting with the driving simulator, the backend
will publish vehicle data as a ROS message mentioned
above to all vehicles once it receives the corresponding
vehicle data from the driving simulator. In the meantime,
each backend subscribes to data published by other vehicles.
Cooperative driving between the two vehicles is modeled as
an mixed integer optimization problem, which will be solved
on a central server through the Gurobi solver. When the
message from another vehicle indicates a merging intention,
the copilot will send the parameters to the Gurobi solver,
including velocity and position for both vehicles. The solver
calculates the control command of vehicle speed to establish
the safe distance for the merging. For the copilot on the
autonomous vehicle, the command with the updated speed
will be sent every 0.8 sec after the merging starts. On the
human-driven vehicle the copilot’s frontend will use voice to
remind the driver to speed up or brake.

We formulate a mixed-integer program (MIP), which is
solved using the Gurobi solver to coordinate the behaviors
of the vehicles under various operating conditions for coordi-
nated lane merging. The dynamic model of the autonomous
vehicle is given by

$2+1 = A,«.Z‘Z + B'PU'Zv (D

where k is the time index with 0.8 sec interval, xj €
R? represents the longitudinal position and velocity of the
autonomous vehicle, A, and B, are matrices of suitable
dimensions, and wuj, is the autonomous vehicle acceleration.

For the human-driven vehicle, the dynamics of 2} € R?
is described by

follow the advising @)

Lht1 =
Ahxz + Bhuz,

h Ahxﬁ + Bhuz,
otherwise

where uf is the suggested acceleration from the copilot,
and uZ is the acceleration under human control. In the
simulations, we use the double integrator dynamics for both
(AT, BT) and (Ah, Bh)

Let 2 = [(@)T (20)T]T denote the states of both
vehicles, % = {0,1} denote the event of the human-
driven vehicle following the advising (1) or not (0), and

2 = xP(ug — u}). Following the formulation of mixed-

logical dynamical systems [18], we obtain the dynamics of
T as

A, 0 B, 0 0\ (%
Thtl = ( 0 Ah> Tk ( 0 By Bh) Zﬁ - @
k

Let M, and m, be the upper and lower limit of the
acceleration difference (u$ — ul), respectively. Then 2V
satisfies

2 < Myay, 2 > myzy 4)
Zi < (ufp —ug) —my (1 —2) (5)
zp > (uf — ul) — M, (1 — ,TE) (6)

To avoid the collision during the lane merging, we would
like the longitudinal distance between the two vehicles to be
greater than a threshold d,, > 0 at some time step k, i.e.,

h
Ty — x| > dy, 7)

where 1 denotes the position state. To make (7) amenable
for optimization, we introduce two binary variable b; , and
ba i, where by, = 1 when sz — xZ)l >d, and by =1
when z7 | — x}; < —d,. We then convert (7) to

ahy —apy < —dp + Mbyy, (8)
ahy —apy >dp — Mbag 9)

where M is sufficiently large. When by = 0 and by, =
1, it follows from (8)—(9) that Tpq — 952,1 < —d,, and
xhy —ap, > d. — M that holds for a sufficiently large
M. Similarly, when b, = 1 and by = 0, we have
ap, —ap, > dp and af, — < —d, + M. We also
note that it is invalid to have by = by = 0. We then
introduce a constraint

bk +bok =1 (10)
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Fig. 5: Experiment Scenario 1.

When by = byy = 1, whether [z}, — ap | > d, is
undetermined. It then follows that (7) is satisfied at time
k if and only if by + b = 1.

To reduce the time to reach the condition (7) in the next
K time steps, we propose to solve the following MIP at each
time step j = 1,2,---.

J+K

min E (b1, +bo ) + wa (ud)? 4w, (uf)?
U, Upy 215 b1,k b2 ks Py
k=g KR

(1)
subject to (3),(4) — (6), (8) —(10),

my < up < My, my < up < My,
m§$k§M7 k:]> aJ+K’

where w, and w, are positive weights. In particular, m <
zr < M can include any speed and position constraints.
At time step j, the Gurobi solver solves (11) to obtain
ug,ug, 2, k=j,---,j+K. Then uj is implemented for the
autonomous vehicle while the copilot of the human vehicle
advises uj to the driver. The human input variable u;»‘ is
predicted based on the current and the previous human-driven

vehicle’s state.

B. Human Reaction with Copilot Advising

In this experiment, the road has three lanes in one di-
rection. Three vehicles are driving alongside with the same
initial speed. As shown in Fig. 5, the rightmost vehicle is an
autonomous vehicle driving on the road and keeps its lane the
whole time. The vehicle in the middle is the human-driven
vehicle (ego vehicle). The leftmost vehicle is in our blind
spot and will try to merge into the center lane at a random
time after the experiment starts.

Four participants, each with driving experience of over
three years and good vision, took a 40-minute test. Each par-
ticipant completed the test ten times for the given scenario.
Five tests were conducted without advising from the copilot,
while the other five tests were conducted with the advising
from the copilot. For each test, the participant did not
have prior knowledge of whether the copilot would remind
them. As a control variable, the speed of the autonomous
vehicle is set at 20 metre/second. The speed of the human-
driven vehicle and the reaction time from when the merging
started to when the human driver took action were recorded.
The copilot reminds the driver through voice advising, for
example, “slow down” and “speed up”. Table I shows the

TABLE I: Average time of reaction.

Participant With Copilot | Without Copilot
participantl | 0.88sec 1.44sec
participant2 | 0.92sec 1.84sec
participant3 | 1.08sec 1.56sec
participant4d | 0.96sec 2.04sec

comparison of reaction times between with and without the
copilot’s advising. During the experiment, collision occurred
three times when there was no copilot advising. However,
for the tests with copilot advising, no collision occurred
and the safety distance was overall larger than without
copilot advising. An example of the recorded speed history
during experiment is shown in Fig. 6. Test example A is
the recording of volunteer 2’s first test. The driver noticed
the autonomous vehicle in blind-spot 2 sec after it started
to merge and then braked suddenly, which will be risky if
there is a vehicle behind. Test example B is the recording
of volunteer 2’s last test without copilot advising, where he
could notice the merging intention in time and the braking
process was more smooth. Test example C' shows that,
with copilot advising, the driver could notice the merging
intention earlier.

shortest distance(m)

|

—&—testA:copilot off
testB:copilot off
—e—testC:copilot on

[

10 L L L L L :
o 0.5 1 1.6 2 25 3 3.5 4 4.5 5

time(s)
Fig. 6: Examples for recorded speed history of voluteer 2.

From the above results, we can see that with the copilot’s
advising through cooperative driving, the safety of driving is
improved significantly.

C. Copilot’s vehicle control to avoid collision

In order to test the copilot’s capability in autonomous
vehicles, we also conducted an experiment in which a human
driver is trying to merge into an autonomous vehicle’s lane.
The experiment setting is shown in Fig. 7. The human driver
tried to merge into the middle lane, where an autonomous
vehicle was. For five times of the tests, the copilot of the
autonomous vehicle provided the correct control commands
to guide the autonomous vehicle to brake and therefore es-
tablish the safety distance for the merging. The performance
of copilot detecting adjacent vehicle’s abnormal activity and
controlling its associated vehicle was evaluated. To compare,
a test without copilot control was conducted.
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Fig. 7: Experiment Scenario 2.

Fig. 8 shows the curve of the shortest distances between
these two involving vehicles. The blue curves are the results
of the experiments with copilot controlling vehicles, while
the red curves are the results of the experiments without
copilot, which stops at the point when the collision happened.
From the above results, we can find that with copilot’s guid-
ance, an autonomous vehicle can achieve improved safety
with nearby vehicles.

— Tests without copilot
| |— Tests with copilot

shortest distance(m)
(5] - o o

L)

time(s)

Fig. 8: Autonomous vehicle’s shortest distance

VI. CONCLUSIONS AND FUTURE WORK

This paper proposed a cooperative driving testbed based
on V2V communication which can be used in ITS research
that aims to enhance the safety of mixed traffic consisting
of both autonomous and human-driven vehicles. The testbed
is based on an intelligent copilot serving as a driving
assistant to human drivers and a control agent to autonomous
vehicles. Experiment results show that copilot advising helps
human drivers to react faster in dangerous situations, while
autonomous vehicles effectively avoid collision with other
vehicles guided by the copilot. In the future, we will enhance
the work in the following aspects. First, we will improve
the advising method from audio advising to visual feedback,
such as a circular chart on the copilot screen showing
the desired speed and the current speed. Second, we will
develop more advanced cooperative driving algorithms in
more complicated driving scenarios involving more vehicles.
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