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Algorithm and Hardware Co-Design of
Energy-Efficient LSTM Networks for Video
Recognition with Hierarchical Tucker Tensor
Decomposition

Yu Gong, Miao Yin, Lingyi Huang, Chunhua Deng, Yang Sui, and Bo Yuan

Abstract—Long short-term memory (LSTM) is a type of powerful deep neural network that has been widely used in many sequence
analysis and modeling applications. However, the large model size problem of LSTM networks make their practical deployment still
very challenging, especially for the video recognition tasks that require high-dimensional input data. Aiming to overcome this limitation
and fully unlock the potentials of LSTM models, in this paper we propose to perform algorithm and hardware co-design towards
high-performance energy-efficient LSTM networks. At algorithm level, we propose to develop fully decomposed hierarchical Tucker
(FDHT) structure-based LSTM, namely FDHT-LSTM, which enjoys ultra-low model complexity while still achieving high accuracy. In
order to fully reap such attractive algorithmic benefit, we further develop the corresponding customized hardware architecture to
support the efficient execution of the proposed FDHT-LSTM model. With the delicate design of memory access scheme, the
complicated matrix transformation can be efficiently supported by the underlying hardware without any access conflict in an on-the-fly
way. Our evaluation results show that both the proposed ultra-compact FDHT-LSTM models and the corresponding hardware
accelerator achieve very high performance. Compared with the state-of-the-art compressed LSTM models, FDHT-LSTM enjoys both
order-of-magnitude reduction (more than 1000) in model size and significant accuracy improvement (0.6% to 12.7%) across different
video recognition datasets. Meanwhile, compared with the state-of-the-art tensor decomposed model-oriented hardware TIE, our
proposed FDHT-LSTM architecture achieve 2:5, 1:46 and 2:41 increase in throughput, area efficiency and energy efficiency,
respectively on LSTM-Youtube workload. For LSTM-UCF workload, our proposed design also outperforms TIE with 1:9 higher
throughput, 1:83 higher energy efficiency and comparable area efficiency.

Index Terms—Long Short-term Memory (LSTM), Hardware Architecture, Tensor Decomposition, Hierarchical Tucker (HT), Video

Recognition.

1 INTRODUCTION

ONG short-term memory (LSTM) networks are popularly
L used in many real-world sequential analysis and processing
tasks. Thanks to their inherent strong capability of capturing the
temporal dependency and modeling the sequential correlation, the
state-of-the-art LSTMs have achieved unprecedented success in
many important temporal sequence-involved applications, such as
video recognition [7], speech recognition [9] and natural language
processing (NLP) [3].

Despite their current widespread adoptions, the large model
sizes of LSTM networks make the practical deployment still very
challenging. To be specific, because the input data of many real-
world applications, e.g., video processing and NLP, naturally
exhibit high dimensionality, the corresponding input-to-hidden
weight matrices of LSTMs are typically extremely large. For
instance, as analyzed in [20], even with small-size (256 states)
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hidden layer, the LSTM evaluated on UCF11 video recognition
dataset [16] already requires more than 50 million weights.
Evidently, such ultra-large model size poses a series of severe
challenges for the efficient deployment of LSTMs, including
but not limited to high memory footprint, long processing time,
low energy efficiency, and insufficient accuracy incurred by high
difficulty of training.

To address these challenges, various model compression meth-
ods, such as pruning and quantization, have been proposed to build
compact LSTMs. Consider the compression ratio provided by
these methods are typically limited and may be insufficient for the
very large LSTMs, tensor decomposition, as a low-rank approxi-
mation approach, have attracted a lot of attention towards high-
performance compression of LSTM models. In general, tensor
decomposition aims to factorize a large-size tensor to a series of
small tensor cores with maintaining small approximation error. Af-
ter performing tensor decomposition, a very elegant mathematical
phenomenon is that the resulting space and time complexity can
be significantly reduced, sometimes even with order-of-magnitude
reduction. Motivated by this attractive property, recently several
different tensor decomposition approaches, such as tensor train
(TT), tensor ring (TR) and block-term (BT), have been adopted to
build compact LSTMs models [6] [17] [21] for various temporal
data analysis tasks, e.g., video recognition and long-term dynamic
forecasting. Compared with the original uncompressed large-size



LSTMs, these tensor decomposed models exhibit much smaller
memory footprints and competitive classification/prediction accu-
racy.

Although the state-of-the-art tensor decomposed LSTMs
demonstrate their promising potentials, they are still facing two
inherent limitations. First, the existing approaches can only factor-
ize the input-to-hidden layers instead of the entire model, thereby
limiting the overall compression performance. Notice that, as
will be shown in Section 3, the straightforward decomposition
on the hidden-to-hidden layers cannot solve this problem due to
the significant accuracy degradation. Second, the tensor decom-
position approaches adopted in the existing LSTM compression
works have inherent limitations. To be specific, TT decomposition
requires that the border tensor cores be rank-1 tensors, thereby
directly limiting the overall representation power. Also, using BT
decomposition brings extra flatten and permutation operations,
which causes significant computation overhead for the resulting
BT-LSTM models. More importantly, as will be analyzed in
Section 3, the existing adopted tensor decomposition approaches
(TT, TR and BT) in model compression, theoretically, do not
provide the best space complexity reduction. Consequently, they
are not the ideal solutions for building tensor factorized high-
accuracy ultra-compact LSTM models.

To overcome these limitations and develop high-performance
LSTM models, in this paper * we propose to leverage Hierarchical
Tucker (HT) [10] technique, an under-explored yet powerful tensor
tool, to fully decompose the LSTM networks. The resulting com-
pressed model, namely FDHT-LSTM, enjoys ultra-low complexity
with still maintaining high accuracy. Then, to fully reap the
benefits brought by the proposed efficient compression approach,
we further develop the corresponding hardware architecture to
accelerate the execution of FDHT-LSTM models. Overall, the
contributions of this paper are summarized as follows:

At the algorithm level, we propose to impose fully decom-
posed hierarchical Tucker (FDHT) structure on the LSTM
networks to achieve ultra-high compression performance.
The proposed FDHT structure contains two main features
(as shown in Figure 1). First, the underlying LSTM is
built via using HT decomposition, a powerful approach
that can properly capture and model the correlation and
structure in high-dimensional data. Second, the entire
LSTM model, instead of one or few component layers, is
fully decomposed in the HT format in a homogeneous way.
In other words, the low-rank correlation among different
component layers are fully exploited, and thereby bringing
order-of-magnitude reduction in model size while still
achieving very high accuracy.

At the hardware level, we design and implement the
corresponding FDHT-LSTM hardware architecture to fully
leverage the algorithmic benefits. In order to support
various complicated matrix transformations introduced by
the computation flow of FDHT-LSTM, we first propose to
utilize 2-D SRAM array to properly map the high-order
tensor transpose on the physical 2-D memory component.
Based on this philosophy, we further propose novel write
and read access schemes to the 2-D SRAM array, thereby
enabling conflict-free memory access with high flexibility
and reconfigurability to different workloads.

1. This paper is the extension of the authors’ prior work [22].
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Fig. 1: Architecture of tensor decomposition-based LSTM. (a)
Prior TT-LSTM. (b) The proposed FDHT-LSTM. Reproduced
from [22].

Evaluation results demonstrate the superior performance
of our proposed FDHT-LSTM and the corresponding hard-
ware accelerator. Experiments show that the FDHT-LSTM
models can use very few parameters (less than 10,000
weights) to achieve very high accuracy across different
video recognition datasets. Compared with the state-of-
the-art compressed LSTM models, FDHT-LSTM enjoys
both order-of-magnitude reduction (more than 1000) in
model size and significant accuracy improvement (0.6%
to 12.7%). Meanwhile, compared with the state-of-the-art
tensor decomposed model-oriented hardware TIE, our pro-
posed FDHT-LSTM architecture achieves 2:5, 1:46 and
2:41 increase in throughput, area efficiency and 2:41
energy efficiency, respectively on LSTM-Youtube
workload. For LSTM-U CF workload, our proposed design
also outperforms TIE with 1:9 higher throughput, 1:83
higher energy efficiency and comparable area efficiency.

The rest of this paper is organized as follows. Section 2 intro-
duces the background of tensor decomposition and the motivation
of hierarchical Tucker (HT)-based LSTM compression. The pro-
posed fully decomposed HT-structured (FDHT) LSTM algorithm
is described in Section 3. Section 4 presents the corresponding
FDHT-LSTM hardware architecture. The evaluation performance
at both algorithm and hardware levels is reported in Section 5.
Section 7 draws the conclusions.

2 BACKGROUND AND MOTIVATION

2.1 Preliminaries
2.1.1 Notation

In this paper, boldface lower-case, boldface capital and boldface
calligraphic letters represent vectors, matrices and higher-order
tensors, respectively, e.g. x, X and X. Additionally, letters
with indices in bracket denote the entry, e.g., xpiq, Xpi;jq,
Xpi1; ;idQ.
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Fig. 2: Standard HT decomposition example for a 4-order tensor.
The hierarchy is a binary tree with root t1; 2; 3; 4u, where nodes
are denoted by rounded rectangles. tlu, t2u, t3u t4u are leaf
nodes, and t1; 2u, t3;4u are their parents. In HT format, only
colored leaf frames and transfer tensors are needed to store.
Reproduced from [22].

2.1.2 Tensor Contraction

Tensor contraction is the multiplication between two higher-order
tensors where more than one dimension matches. For example,
given two tensors A P RM1M2C gnd B P REN1N2 \where the 3rd
dimension of A is identical to the 1st dimension of B with size C,
the result of tensor contraction C A 3B, as a sizg-M1 M2 N1
N> tensor, can be calculated as:

C
Api1;iz; kgBpk;ji;j2q: (1)
k1

’

Cpiz;i2;j1; 29

2.1.3 Hierarchical Tucker Decomposition

As a special case of tensor decomposition, hierarchical Tucker
(HT) approach recursively decomposes the original tensor into
small tensor cores with hierarchical levels from top to bottom in a
binary tree. As illustrated in Figure 2, the upper-level intermediate
components can be factorized to lower-level components. Here
the intermediate components are referred as frames, each of
which corresponds to a unique node. Additionally, each node
in the binary tree is represented by a dimension set. In gen-
eral, given a d-order tensor A P RN1N¢  we can build a binary
tree to split the original dimension set t1; ;du and assign the
index to each node. To be specific, the root nodeD t1;2; ;du
is associated with the root frame A Up, s °~ D is the node
corresponding to frame Us, and s1;s2 " s are the left and right
child nodes of node s. Notice that if we define minpsq;
maxpsq,_ then each nqn-leaf frame U P RRsNs Ns can be
regursively decomposed to frames (Us, and Us, ) and transfer

tensor Bs P RRsRs1iRsy a5

Us Bs, U2 U2 (2)

where Rs; Rs, ; Rs, are referred as hierarchical ranks. Overall, by
using hierarchical Tucker decomposition that recursively decom-
poses the frames from top to bottom, we can use the combination
of the small-size 2-order leaf frames and 3-order transfer tensors
to store the original large-size d-order tensor X Up.

2.2 Compressing LSTMs via Tensor Decomposition

In the recent years tensor decomposition has emerged as a very
attractive technique to compress very large LSTM models. In
[20], tensor train (TT) decomposition is applied to factorize the
input-to-hidden layer of LSTMs and GRUs for video recognition.
The reported experimental results show that very significant com-
pression ratio can be achieved while maintaining high accuracy.
Motivated by this success, other advanced tensor decomposition
approach, such as block-term (BT) [21] decomposition and tensor
ring (TR) decomposition [21], are also used to build compact
LSTM models (BT-LSTM and TR-LSTM) in video processing
tasks. In addition, tensor decomposed LSTMs also demonstrate
high performance in other sequential analysis and prediction tasks.
For instance, [23] proposes a TT-format LSTM to perform long-
term forecasting in dynamic systems.

2.3 Motivation of Compressing LSTM via HT Decompo-
sition

In this paper we propose to adopt HT decomposition, a relatively
little noticed yet powerful tensor factorization approach for LSTM
compression. Our choice is motivated by two reasons. First,
compared with its well-explored counterparts (e.g. TT, TR and
BT decomposition) in the model compression field, HT decompo-
sition, by it nature, can provide higher space complexity reduction
on the same-size tensor data with the same selected rank, thereby
implying that even smaller LSTM models can be constructed in
the HT format. Second, from the perspective of tensor theory, the
inherent hierarchical structure of HT also enables better weight
sharing and hierarchical representation from high-dimensional
data, which are very important to guarantee the representation
capability of tensor decomposed LSTM models. As we will report
in Section 5, the HT structure-based LSTM models consistently
demonstrate superior performance than the existing compressed
LSTMs using other tensor decomposition methods with respect to
both model accuracy and compression ratio.

3 THE PROPOSED FDHT-LSTM: ALGORITHM
3.1 Compact HT-structure Linear Layer

Consider the linear layer is the foundation of LSTM models, in this
subsection we first build a compact HT-structure layer that serves
as the key component of the proposed FDHT-LSTM model.

3.1.1 Tensorization

In the compact HT-layer, computations are performed with high-
order tensor contraction, thus we first need to transform all the
original variables into tensor format. In general, for an original
linear layer with weight matrix W P RO that linearly maps an
input vector x P R' to an output vector y P R® in HT-based
format, we first transform the weight matrix W to an d-

order tensor W P R®1Cd!1!s In addition, by defining

| idl li and O jdl Oj, we can also tensorize the
affiliated input vector x and output vector y to input and output
tensor X PR't'e andY P RO10¢, respectively.

3.1.2 Decomposing W

After tensorizing the large-size weight matrix W as weight tensor
W P RO10d¢!1ls ' we can then utilize HT decompo-sition to
denote the original W with a set of small-size matrices



and tensors. With the definition of HT decomposition in Eq. (2),
W can be factorized as

BD R’D1 R,Dz
Bopk; p; aq
k1l p1 q1 (3)
Up, pp; b, Po;iqaUp,pd; "p, po;iqq;

where 'spo; iq is a mapping function which returns the associate
indices 0 po1; ;049 and i pi1; ;igq for a specified frame U
with a given node s and d. For example, with d 6 ands t3; 4u, the
output of 'spo; iq is pos; 04; i3; iaq. Additionally, Up, and Up,
can be further recursively decomposed as

Wpoi; ;o0d;i1; ;idd

Rs; Rs,

" pBsqpk; p; qq
plqgl (4)

pUs,app; s, po; iaapUs,qpa; s, po; iqq;

where D t1;2; ;du, D1 t1; ;td{2uu and D, trd{2s; ;du
are the left and right child nodes of the root node D.

pUsqpk;’spo;iaq

3.1.3 HT-Structure Layer

As the original weight matrix is decomposed to HT-format, the
HT-structured linear layer can be readily constructed via HT-
format matrix-vector multiplication instead of recovering back to
original format. To be specific, the forward pass of an HT-layer is
computed as:

Rp Rpo; Rop,
pBoapk; p; aq
i k1lplaqgl (5)
Up,pp; b, Po;iqqUp,pd; b, Po; iqaX pig:
After the above computation, we need to reshape the output tensor

Y back to the original vector-format y. Hence, we can simplify
the entire computing process as a single HT-structure layer:

Ypoq

y HTLpW; xq: (6)

As depicted in Figure 3, the consecutive arrows denote the
computation flow in the computation process of an HT-structure
layer. Specifically, the input vector x is first tensorized, and then
it is contracted with the HT-format weight tensor in a hierarchical
way. Finally, the obtained output tensor is reshaped back to output
vectory.

3.1.4 Benefits on Low Cost

With the proposed HT-layer, one most important benefit is huge
complexity reduction. Table 1 shows the theoretical space com-
plexity in comparison with other tensor factorized linear layer as
well as the uncompressed one. Considering tensor rank R is gener-
ally smaller than | or O, HT-structure layer can provide the lowest
space complexity as shown in this table. Additionally, to verity the
practical ability of parameters reduction, we plot curves of number
of parameters with respect to R in different tensor decomposition
formats. As shown in Figure 4, to store size-57; 600 256 weight
matrix used in [17], [20], [21], our HT-structure layer requires
the fewest number of parameters with the same rank settings
among all different types of tensor factorization methods. As will
be shown in Section 5, such advantages will further be verified
via empirical experimental results across various popular video
recognition datasets.
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Fig. 3: Computation flow in the HT-layer for d=4. Arrows repre-
sent the directions of tensor contractions among the decomposed
tensors. Here leaf frames tUu?, are 3-order tensors since the
weight tensor is tensorized from a matrix. Reproduced from [22].

TABLE 1: Space complexities for different tensor-format linear
layers. Here R maxs'p Rs, 1*  maxkpp Ik, O maxkpp
Ok. Reproduced from [22].

Compressed Linear Layer

Space Complexity

Uncompressed Opl'0lq
Tensor Train (TT)-structure OpdIt0'R%q
Tensor Ring (TR)-structure OpdIt0'R%q
Block-Term (BT)-structure OpdITOTR R9q
Hierarchical Tucker (HT)-structure | OpdI*OIR  dR3q

3.2 Fully Decomposing the HT-structure LSTM
3.2.1 Challenges of Fully Compressing LSTM

Recall that a typical LSTM model consists of input-to-hidden
layer and hidden-to-hidden layer. Built on the top of the under-
lying HT structure for each component layer, performing fully
decomposition on the entire LSTM models can evidently bring
further performance improvement. To that end, one naive way
is to simply compress each layer with HT decomposition. In
other words, all weight matrices in the LSTM model are inde-
pendently decomposed to HT format. Although this strategy can
indeed bring full compression on the entire LSTM network, such
straightforward layer-wise compression strategy suffers from huge
accuracy drop. Figure 5 shows the experimental results using
the layer-wise compression with HT decomposition. Here more
than 2% accuracy drop can be observed as compared to the
conventional input-to-hidden-only compression adopted in [17],
[20], [21]. Overall, fully compressing the entire LSTM model
using HT decomposition without accuracy drop is challenging and
non-trivial.

3.2.2 Proposed FDHT-LSTM

To fully compress LSTM models without performance degrada-
tion, we propose a homogeneous compression method, namely
fully decomposed HT (FDHT) decomposition, to obtain highly-
compact LSTM models. Figure 1 illustrates the key idea of the
proposed full decomposition. To be specific, in order to maxi-
mally leverage the linear correlation across all weight matrices
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in the entire LSTM model, we first concatenate all the weight
matrices as a single huge matrix such that the entire model can be
considered as a “mega” linear layer. Then, at each time step, all
the intermediate results only need one-time multiplication in the
forward propagation process:

frtAs W ¢ V¢
urts W Vy xrts
brts We Ve o hrt 1s (7)
Orts Wo Vo
W lrts:

With the above interpretation, we can directly impose the
desired HT structure on the integrated single huge matrix in an
LSTM model. To be specific, following the scheme described in
Section 3.1, we can tensorize and decompose the entire LSTM
models to the HT format, and then perform forward pass as:

frts
N
cregftszrts HTLpW ; Irtsq: (8)
Orts

Correspondingly,/\the outputs of the FDHT-LSTM can be calcu-
lated as follows:
frts pfrts  beq
urts parts  byq
crts frtsd crt 1s
orts port*  boq
hrts orts d tanhpcrtsq;

urts d tanhpcrts® beq (9)

where , tanh and d are the sigmoid function, hyperbolic
function and element-wise product, respectively.

3.2.3 HT-based Gradient Calculation

Notice that in order to ensure that the desired FDHT-LSTM
model can be properly obtained, the backward propagation in the
training process should also be reformulated to HT-based format.

In general, given an HT-structure linear layer W U  and
80— X, and defining s, Fpsq and Bpsq as non-root node,

parent and sibling nodes of node s in the binary tree, respectively,
the partial derivative of the output tensor with respect to frames
can be recursively calculated as:

BY 3
Brpsq ~ Ugpsq
BU; 1
1,353 20ps028p5q 4 BY (10)
1;;Bp5qu5q Z;Fpsqusq 3; ;
JFpsqFpsq BpsqBpsg 3 BUFqu
where s  minpsq;s maxpsq. Notice that when Fpsq is equal

to node D, the above recursive procedure terminates.
Furthermore, with Eq. (10) the gradients for leaf frames and
transfer tensors can also be recursively calculated as:

BL BY ss 3;:d 1 BLBU;
— T BU, 1;;61;s 1;;d W; (11)
BL Y 2;5s s 2 BBs
_ 1 T u
BU. ZTs1s, 2 S1
355 s2 3 2 4;;d 3 BL 2;;5252. (12)

S 1;;d

In general, our proposed “integrate-then-decompose” com-
pression strategy can bring significant performance benefit for the
FDHT-LSTM models. As shown in Figure 5, compared with the
naive layer-wise compression strategy that suffers significant ac-
curacy degradation, our proposed approach ensures high accuracy
without performance loss. Furthermore, compared to the input-
to-hidden-only compression counterpart, our FDHT-LSTM enjoys
much smaller model size. More detailed and comprehensive em-
pirical evaluation results across different datasets will be reported
in Section 5.

4 THE PRoPOSED FDHT-LSTM: HARDWARE AR-
CHITECTURE

Based on the above described FDHT-LSTM structure and algo-
rithm, in this section we further develop the corresponding hard-
ware architecture that can fully leverage the algorithmic benefits
to support the efficient execution of the FDHT-LSTM model.

4.1 Analysis of Computation Flow: A 2-D Matrix Per-
spective

As described in Section 3, the overall computation scheme of
FDHT-LSTM can be interpreted as a series of tensor contraction
along a binary tree (see Figure 3). Consider tensor contraction
(Eg. 1) is essentially a high-dimensional operation; while the
underlying arithmetic and memory hardware components can only
support 2-D operation, a re-analysis of the computational flow,
from 2-D matrix perspective, is very necessary and desired.
Figure 6 illustrates the overall computational flow of the
proposed FDHT-LSTM in the 2-D matrix format. Here B %34,
Bi2 B34 Ul U2 U3 and g are the weight matrices of
the flatten high-order tensors, y ' is the reshaped input matrix
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Fig. 6: Computation flow of high-order FDHT-LSTM from the perspective of 2-D matrix multiplication and transformation.

data, and T is the intermediate result. Notice that here T cannot
be multiplied with the next weight matrix directly due to the
mismatch of matrix dimension. Therefore, T needs to be first
transformed to T to ensure functional validity.

As shown in Figure 6, a total of six matrix transformations
(from T to Tl) is required in the entire computation flow of
FDHT-LSTM. After further analysis, we can obtain two important
observations: First, these transformations are not simple matrix
reshape but essentially permutation that requires complex matrix
operations such as row/column merge and concatenation etc.;
Second the six transformations can be categorized to three types.
To be specific, Type-| (Transformation (T} and (&) is to convert
T P RAPBiB2d o T' p RPAB14B2 and the mapping
principle for this transformation is as:

1
Tpm;nga T pp;qq; (13)
wherem a, n pby 1gB2 bz, p pa 1q B;
1;2;:5A, b1 1;2;:::;Brand by 1;2;:::; Ba.
Type-Il (Transformation (2 and (5)) is to convert T P
RPA1A2A30pB1B20 1o T' p RPA1A3B1aPA2B20  and the mapping
principle for this transformation is as:

bi,q bz, a

Tpm;nga T pp;qq; (14)
where m pai 1g Az As paz 1g As a3, n pbilgBz bz, p
pa1lqAszBi1 paslqBi bi,q paz 1q by, a1 1;2;:: A1, az
1;2;::5 A2, a3 1;2;::5 A3, b1 1;2;:::;Brand by 1;2;:::; Ba.

Type-lll (Transformation (3) and (6)) is to convert T P
RPA1A2A30B 15 T' p RPA1A3BAA2 and the mapping principle
for this transformation is as:

Tpm;nge T pp;qq; (15)
wherem pa; 1q A, As  paz 19 A3 as, n b,p palgAsB
pazlgB b,q az, a1 1;2;:::;A1,a2 1;2;::5 A2, a3 1;2; 055 As
andb 1;2;:::;B.

4.2 Access Conflict on Conventional SRAM Architec-
ture

Without losing the generality, we use the basic matrix transfor-
mation M P RPA1A2apBi1B2a 5 |\ ! P RPA1B1apA2Bag ¢4
elaborate the challenges incurred by the complicated transfor-
mation above, where A1 A Bi1 Bz 2. As shownin Figure 7,
when using conventional SRAM architecture, in the writing phase,
each row of the matrix is written to one address (one row) in this
SRAM in one cycle. For example, data 01; 02; 03 and 04 is written
to the address 01 of the SRAM. However, the access conflict
happens in the read phase. When reading the SRAM, the
desired data is 01; 02 and 04; 05. These four data are located at
two different addresses 01 and 02, and these two addresses can not
be accessed simultaneously, thereby causing access conflict.

The basic solution to the access conflict problem is relocating
one address multiple times (as shown in Figure 7). More specif-
ically, in cycle 1, address 01 is located and data 01; 02;03; 04 is
read out from the SRAM. Data 01; 02 is saved in the register file,
while 03; 04 is the undesired data and discarded. Similarly, in cycle
2, address 02 is located; 05;06;07; 08 is read out from SRAM,
and 05; 06 is stored in the register file and 07;08 is discarded.
In the assemble unit, 01;02 and 05;06 form the data array
01;02; 05;06. However, such a solution suffers two main
limitations:

1. Additional memory overhead is needed to support matrix
transformation. Since the matrix transformation cannot be ex-
ecuted in an on-the-fly way when using conventional memory
architecture, an additional register file is necessary to save the
desired data. Thus, this solution significantly increases the cost of
the register file, reducing the area and energy performance of the
overall hardware.

2. The write and reading scheme becomes much more com-
plicated because of frequent re-locating of the memory address.
Also, notice that the example we raise here is only a simple case,
and in practical workload, the matrix transformation is very large
and complicated. Hence it is not feasible to read all the data to
register files and assemble them when using conventional SRAM
architecture.
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The physical SRAM bank and logically partitioned 2-D
array. Here W and M are the width and depth of one
SRAM bank, respectively. D is the depth of one segment of
SRAM bank, where M D N. Here D can be reconfigured
according to workload.

4.3 2-D SRAM Array

In order to implement the desired matrix transformation, which is
essentially the 2-D mapping of high-order tensor transpose, we
propose to read and write the data in the 2-D SRAM array. In
other words, we aim to increase the dimension of the SRAM from
physical 2-D to ”virtually” 4-D, to better support the operation
in the high-order tensor operation. As illustrated in Figure 8, our
proposed SRAM array physically consists of G banks of SRAM,
where each of them has width of W and depth of M. Based
on such fixed arrangement, the controller will logically partition
the SRAM array to more fine-grained format when supporting
different workloads with various matrix sizes. To be specific,
according to the demand of the workload, each SRAM bank is
logically partitioned into N segments along the depth dimension,
and each segment has a depth of D where M N D. Notice that
here G, M and W are the fixed dimensions of the entire SRAM
module, and D and N are reconfigurable and determined by the
main controller, thereby providing the controller sufficient
capability to adjust the granularity of the memory operation for
different workloads.

To achieve this goal without introducing any memory access
conflict, delicate design of memory read/write scheme is required
and will be described next.

4.4 Matrix Transformation on 2-D SRAM Array

Based on the 2-D SRAM array, the corresponding conflict-free
memory access scheme can be developed. Without loss of gener-
ality, in this subsection we first study the read and write schemes
for a basic transformation M P RPA1A20PBiB2d » M’ p
RPA1B1aPA2B2a  The obtained outcome will further serve as the
foundation of implementing the specific matrix transforma-tions
(Eq.13 — Eq.15) used in FDHT-LSTM.

To facilitate the notation, as illustrated in Figure 8, the bank
and segment indices of the 2-D SRAM array are denoted as x
and vy, respectively, where x 1;2;::;;Gandy 1;2;::;N.In
addition, z and k are the row and depth indices in each SRAM
segment, respectively, where z 1;2;:::;; W and k 1;2;:::;D.
Following such notation, one data entry in one SRAM segment,
one row in one SRAM segment, one SRAM segment, and one
SRAM bank can be represented as Spx;y;k; zq, Spx;y;k;:q,
Spx;y;:;:q and Spx;:;:; :q, respectively. Also, we use Mpa;:q
and Mp:; bq to represent the a-th row vector and the b-th col-
umn vector of M, respectively. In addition, Mpa;b : cq and
M pa : b; cq denote the part of M pc; :q and M p:; cq that are with
column and row indices from a to b.

4.4.1 Memory Write Scheme

Next we describe memory write scheme for the example transfor-
mation M P RPA1A20PB1B2d 5 ' p RPA1B14PA2B20 Here D,
as the granularity of 2-D SRAM array, is config-ured as B to
support the operation for this example. Initially, Mp1;1 : B2qis
written along the z dimension into Sp1l;1;1;:q as the first row of
SRAM segment Sp1; 1q. Then, if we interpret the B, data entries
in one row as a group, and one row of M contains B1 groups, these
B1 data groups are scheduled to be sequentially written into
Spl;1;::q in a row-wise way. For instance, the data entries of
Mpl;B, 1:2 Byq are written into Sp1; 1;2;:q, and the data
entries of Mpl;pB1 1q B2 1:B1 Bzq are written into
Sp1l;1;B1;:q. After that, a row of data entries of M is stored in
one segment of 2-D SRAM array. Then, Az rows of M are written
into A2 SRAM segments along the x dimension, e.g., Sp1;2;:;:q
stores the data of Mp2;:q and Spl;Sz;:;:q stores the data of
MpA3; :q. By using this way, M pl : Ay;:q is written into one
SRAM bank Sp1l;:;:;:q. Writing the rest of the data in M to
SRAM follows the similar way, e.g., Sp2;:; :; :q stores the data of
MpA> 1 : 2 Ay;:q, and SpAs;:;:;:q stores the data of
MppA1 1g A2 1 : A1 Ajz;:q. Figure 9 shows the detailed
scheme for an example matrix transformation, where
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Fig. 9: The proposed write and read scheme to 2-D SRAM array for a basic matrix transformation.

G 2,M 4,W 2,and A1 A Bi1 B2 2. Itisseen that with
such writing scheme the 2-D SRAM array stores the re-arranged
data, which will be ready to realize the desired transformation
after proper reading scheme.

4.4.2 Memory Read Scheme

In the reading phase, the data in G banks are read simultaneously
in a row-wise way. To be specific, the data in Sp:; 1; :; kq are first
read in the first cycle, and then they are sent to assemble unit to
form M’ p1; :q. In the following cycles, such operation is repeated
row by row along the k and y dimensions. Figure 9 shows the
details of reading scheme for the example matrix transformation.

In general, the proposed 2-D SRAM with a corresponding
write and read scheme can solve the challenges mentioned above:

1. The matrix transformation can be executed in an on-the-fly
way. In the reading phase, all the to-be-read data is the desired
data and only a small register file is needed to save the data. In
our FDHT-LSTM, the size of the register file is only 448Bytes.

2. Since in the writing and reading phase, the desired memory
address increases sequentially, it is very easy to design and
implement the address controller. Also, because the 2-D SRAM
architecture is logically split, it is very easy to be reconfigured
and very flexible for different matrix transformations with various
shapes.

4.5 Realizing Matrix Transformation for FDHT-LSTM

Recall that the read/write access schemes described in Section 4.4
are designed for a basic matrix transformation that is different
from the ones described in Eq. 13 — Eg. 15. In this subsection
we leverage the approach developed in Section 4.4 to further
realize the three matrix transformations specifically adopted in
the computation flow of FDHT-LSTM.

4.5.1 Memory Access Scheme for Type-I Transformation

In this case D is set as 1. During the memory writing phase,
consider B, data as a group, then the data in each group are
written to one row of SRAM segment along the z dimension. Since
each row of T contains B1 data groups, they are written into one
row of SRAM array along the x dimension sequentially. In other
words, one row of SRAM array Sp:; 1;:; :q stores one row of T
as Tpl;:q. Following this strategy, the A rows of T are written
into the SRAM array row by row along the y dimension in a
sequential way. Then during the memory reading phase, consider
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Fig. 10: Example memory write and read schemes for Transfor-
mation 1.

each row of SRAM array Sp:; 1;:;:q has B1 B2 data; hence the
assemble unit will partition one row data to form a data array with
B1 columns and B, rows. By repeating such reading operation
along the y dimension, T can be read out and sent to PE array
for further processing. Figure 10 illustrates the details of memory
write and read schemes to an example Transformation T, where
A l1 1213 3,B1 O4 3andB2 Rs 2.

4.5.2 Memory Access Scheme for Type-Il Transformation

In this case, the transformation can be rewritten as T P
RPA1A2GPPA3B1GB2g 5 T P RPA1PA3B14aPA2B20 and then it
becomes the basic format example described in Section 4.4 with D
A3 B1. Then, during the writing phase, we rearrange the data of
T along B2, A3B1, Az and A1 dimensions on the z, k, x and y
dimensions of 2-D SRAM array, respectively. In the memory
reading phase, A2 B> data entries in the SRAM array are read
simultaneously and combined as one row of T .

In general, by reading along the k and y dimensions of 2-D
SRAM array, the row data of T as A1 As B entries can be
obtained. Figure 11 illustrates the details of memory access
scheme to an example Transformation @where B> Rz 2,A3B1
O4R34 3,A2 I3 3andAq I112 2.
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Fig. 11: Example memory write and read schemes for Transfor-
mation 2.
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Fig. 12: Example memory write and read schemes for Transfor-
mation 3.

4.5.3 Memory Access Scheme for Type-IIl Transformation

In the writing phase of this case, consider each row of T as a
group, and the data in each group is written along the dimension
z in each SRAM segment, e.g., Spl;1;1;:q stores the data in
Tpl;:qg. Consequently, in order to keep A 5 in the column index
of Tl, D should be set as A3z to ensure that each A3z rows of
T are written along the k dimension in each SRAM segment,
e.g., Tpl : As;:q is stored in Spl;1;:;:q. In addition, the data
of T along Az and A1 dimensions are re-arranged on the x and
y dimensions of 2-D SRAM array, respectively, to guarantee A
appear in the row index of T .'During the reading phase, A, B data
entries in the SRAM array are read simultaneously, and they are
reshaped into an array with A, columns and B rows in the
assemble units. Figure 12 illustrates the details of memory read
and write schemes of the Transformation .3 , where B O3 2, A3
04 R34 2, and A1 |1 1.

4.6 Overall Architecture

Based on the proposed 2-D SRAM array and the corresponding
read/write access schemes, the hardware architecture that supports
the execution of FDHT-LSTM models can be developed. As
illustrated in Figure 13, the datapath of the accelerator is a PE
Array that consists of multiply-accumulators (MACs) to perform
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Fig. 13: The overall hardware architecture.

TABLE 2: Compression settings for HT-layer. Here because YT C
dataset is smaller than UCF11 dataset, we choose smaller R (non-
leaf) for LSTM-YTC to achieve higher compression ratio with still
preserving high accuracy.

Model LSTM-UCF11 LSTM-YTC
Size p57600; 256q p57600; 256q
d 4 4
| r16; 16;16; 15s | r16;16;16; 15s
(@] rd; 4;4; 4s rd; 4;4; 4s
R (Leaf) 14 14
R (Non-leaf) 12 11
Compr. Ratio 6,726 7,117

matrix multiplication. Notice that because FDHT-LSTM operates
on the the dense matrices rather than the sparse ones, the multiplier
utilization is very high. In addition, the weight of the factorized
tensor cores and the intermediate results are stored in the weight
SRAM and working SRAM, respectively. Notice that here only
working SRAM is in the format of 2-D array since the desired
matrix transformation is only involved with the intermediate
results. The read/write access schemes described in Section 4.5
are mapped into an individual address generator, which receives
the configuration information from main controller for different
workloads.

5 EVALUATION
5.1 Performance of FDHT-LSTM Model

We evaluate the performance of our proposed FDHT-LSTM ap-
proach on various video recognition tasks and compare it with
other state-of-the-art tensor decomposition-based LSTM compres-
sion methods. In particular, in order to verify the benefits of our
full decomposition strategy and fairly compare the HT decompo-
sition with other tensor decomposition for LSTM compression, we
also conduct experiments on only performing HT decomposition
on the input-to-hidden layer of LSTM models.

5.1.1 Experimental Settings

For fair comparison, we set d, the order of the target tensors of the
tensorized input, output and weights, identical to the settings in
prior works [20] and [21]. For the tensor ranks, we also follow the
prior works to select r towards reaching a good balance between
compression ratio and model accuracy. For the setting of other
hyper-parameters, dropout rate and batch size are set as 0.25 and
16, respectively, and ADAM is selected as the underlying training
optimizer with weight decay of 0.001.



TABLE 3: Compression performance of different tensor
decomposed-based LSTM models on UCF11 dataset.
Number of Parameters Top-1
Model Input-to-Hidden | Overall | Acc. (%)
LSTM 58.98M 59.24M 69.7
TT-LSTM [20] 265.50K
(ICML"17) 3,360 (223) 796
BT-LSTM [21] 265.53K
7 .
(CVPR’18) 3,38 (223) 8.3
TR-LSTM [17] 1725 263.87K 26.9
(AAAI'19) (225 )
HT-LSTM 263.39K
(Ours) 1,245 (225) 87.2
FDHT-LSTM 8,808
(Ours) N/A (6,726) 87.5

5.1.2 Results on UCF11 Dataset

The UCF11 dataset [16] is a set of 1,600 human action video
clips which can be categorized as 11 classes. The resolution of
each clip is 320 240. We follow the prior works [21] [17] to pre-
process the video data. To be specific, the resolution of each video
clip is downgraded to 160 120, then we randomly sample 6 frames
from each clip and combine them as a single sequential data point.
In the original uncompressed LSTM model, there are 4 input-to-
hidden layers and 4 hidden-to-hidden layers. We also follow the
prior works to set the input size and the number of hidden states
in the baseline model as 160 120 3 57; 600 and 256, respectively.
For the compressed FDHT-LSTM model, the concatenated vector
I can be reshaped as a tensor of shape as 16 16 16 15, and the
hidden state is reshaped to a tensor of shape as 4 4 4 4. In
addition, all leaf and non-leaf ranks are set as 14 and 12,
respectively.

The compression performance of the proposed FDHT-LSTM
and other state-of-the-art tensor decomposed LSTM are sum-
marized in Table 3. It is seen that compared with the orig-inal
uncompressed LSTM model with 59 million parameters, our
proposed FDHT-LSTM only needs 8,808 parameters while
resulting in a 17.8% accuracy increase. Compared with other
tensor decomposition-based LSTM compression methods, i.e., TT-
LSTM, BT-LSTM and TR-LSTM, FDHT-LSTM enjoys order-of-
magnitude reduction in model parameters and at least 0.6% higher
accuracy.

5.1.3 Results on Youtube Celebrities Face Dataset

Youtube celebrities face dataset [13] contains 1,910 video clips
with different resolutions which are categorized as 47 labels.
Similar to the case of UCF11 dataset, we also follow the prior
works [21] [17] for data pre-processing. To be specific, we scale
down all the video clips to 160 120 and randomly sample 6
frames to form a single sequence. Other experimental settings are
also consistent with the case of UCF11 dataset except that all the
non-leaf ranks are set as 11.

Table 4 summarizes the compression performance on this
dataset for different tensor decomposed LSTMs. It is seen that
compared to the baseline LSTM model our FDHT-LSTM can
provide as high as 7,117 compression ratio with test accuracy in-
crease. Compared with the state-of-the-art TT-LSTM, our FDHT-
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TABLE 4: Compression performance of different tensor
decomposed-based LSTM models on Youtube celebrities face
dataset.

Number of Parameters Top-1
Model -
Input-to-Hidden \ Overall | Acc. (%)
LSTM 58.98M 59.24M 33.2
TT-LSTM [20] 3,392 265.54K 755
(ICML’17) (223 )
HT-LSTM 810 262.95K 88.1
(Ours) (225) ’
FDHT-LSTM N/A 8,324 88.2
(Ours) (7,117 )

TABLE 5: Experimental comparison among FDHT-LSTM and
other non-tensor decomposition models, e.g., DML-PV [5], VG-
GFACE + RRNN [14] and VGG16-GCR [15], on Youtube celebri-
ties face dataset.

Number of Top-1

Model Parameters Acc.p(%)
DML-PV 220K 82.8
VGGFACE + RRNN ¥42M 84.6
VGG16-GCR 138M 82.9
HT-LSTM (Ours) 263K 88.1
FDHT-LSTM (Ours) 8,324 88.2

LSTM still enjoys 6,894 smaller model size and 12.7% higher
accuracy.

Besides, we also compare the performance of FDHT-LSTM
with several other tensor decomposition-free models for video
recognition, and the results are summarized in Table 5. It is seen
that our FDHT-LSTM can outperform the state-of-the-art work
[14] with 3.6% higher accuracy and much smaller model size.

Rank Selection. As analyzed before, for compressing large
LSTM models, HT decomposition can improve accuracy with
very high compression ratio because it can effectively reduces
the structural redundancy. Therefore, for high rank setting such
as R 32, the accuracy is not as good as low rank setting
because considerable unnecessary redundancy still exists and it
is not friendly for training. On the other hand, for extremely low
rank setting, e.g., R 2, the model size is too small and thus the
model capacity will be hurt. Therefore, as shown in Table 6, in
order to achieve good balance between compression rate and
model accuracy, R 12 and R 11 are set for LSTM-UCF11 and
LSTM-Youtube, respectively.

5.2 Performance of FDHT-LSTM Hardware

5.2.1 Configuration of Experiment and Design Example

A bit-accurate cycle-accurate simulator is developed to model the
high-level behavior of the proposed FDHT-LSTM architecture.
Then, we build a Verilog-based RTL model and verify the func-
tional validation. This model is synthesized with CMOS 28nm
library. Table 7 shows the detailed configuration information of the
design example based on the proposed FDHT-LSTM architecture.
Here the overall hardware consists of 16 PEs, and each PE is
equipped with 16 16-bit multipliers and 16 24-bit accumulators,
hence 256 MAC operations are performed in each clock cycle.
The working memory is composed of 14 banks of SRAM, and



TABLE 6: Accuracy comparison with various R on LSTM-UCF11
and LSTM-Youtube.

Models R Top-1 Acc.(%)
81.4
LSTM-UCF11 12 87.5
32 79.3
2 78.9
LSTM-Youtube 11 88.2
32 77.4

TABLE 7: Architectural configuration for design example.

System Parameter Value
PE 16
Quantization 16-bit
Memory Parameter
Width (W) 256-bit
Working Memory Depth (M) 2048
# of Banks (G) 14
Total Size 1.7MB
Width 16-bit
Weight Memory Depth 8808
Size 17.2KB
PE Parameter
Amount of Multiplier 16
Amount of Accumulator 16

each SRAM bank has the width of 256 bits and the depth
of 2048, thereby leading to 875KB budgeted capacity that is
sufficient for storing the activation and intermediate result in most
applications. Since the working SRAM contains two copies to
serve as a ping-pong buffer, the total size of the working SRAM
is 875KB 2 1:70MB. For the weight SRAM, it has 16-bit
width with depth of 8808 to store the weight parameters of the
compressed FDHT-LSTM models. Thanks to the ultra-strong
compression capability of FDHT technique, the budgeted 17.2KB
weight SRAM can support the storage of many large-scale LSTM
models.

5.2.2 Comparison with GPU

Though the decomposed model reduces the weight size signifi-
cantly and enjoys the parallel processing, the computation flow of
FDHT-LSTM contains complicated matrix transformation, which
is not naturally supported by GPU in an efficient way. We
implement the decomposed LSTM-Youtube and LSTM-UCF11 on
NVIDIA RTX A6000, and compare the inference speed with our
FDHT hardware accelerator. The result shows that FDHT-LSTM
hardware achieves 2.30 and 1.85 inference speedup than GPU for
executing LSTM-Youtube and LSTM-UCF11, respectively.

5.2.3 Comparison with EIE and TIE

In this subsection, we compare the proposed architecture with two
prior compressed model-oriented hardware accelerators EIE [12]
and TIE [6]. Table 9 summarizes the implementation results for the
three listed ASIC designs. Table 8 shows the compression perfor-
mance of FDHT-LSTM, EIE and TIE, where top-1 accuracy is the
accuracy that the recognition result with the highest probability
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TABLE 8: Compression performance of EIE, TIE and our FDHT-
LSTM on UCF11 and Youtube dataset. Top-1 accuracy is the
accuracy that the recognition result with the highest probability
is exactly the expected answer.

Design Compres. Rate  Top-1 Acc.(%)
EIE 117 82.9
UCF11 TIE 4954 79.6
FDHT-LSTM
6726
(Ours) 87.5
EIE 111 84.2
Youtube TIE 4608 78.8
FDHT-LSTM 7117
(Ours) 88.2

is exactly the expected answer. It is seen that our FDHT-LSTM
outperforms EIE and TIE with respect to compression rate and
accuracy performance on both UCF11 and Youtube datasets.

Comparison with EIE. EIE is a sparse model-oriented hard-
ware architecture. Consider EIE is implemented with a different
technology node, as reported in Table 9, the performance metrics
of EIE are projected to 28nm technology for fair comparison. Here
the projection follows the scaling rule adopted in [12]: linear,
quadratic and constant scaling for clock frequency, silicon area
and power consumption, respectively. In addition, considering the
different budgeted arithmetic and memory resource, Figure 14
compares our proposed FDHT-LSTM with EIE with respect to
different hardware performance metrics. It is seen that the FDHT-
LSTM achieves 1:69, 8:99 and 6:22 increase in throughput, area
efficiency and energy efficiency on UCF11, and 2:06, 10:94
and 7:58 increase in throughput, area efficiency and energy
efficiency on Youtube respectively.

Comparison with TIE. TIE is the state-of-the-art tensor train
(TT) decomposed model-oriented hardware accelerator, which is
the most related work to our FDHT-LSTM architecture. Figure 14
shows the performance comparison between the two designs
in terms of processing throughput, area efficiency and energy
efficiency on two LSTM workloads 2. It is seen that for executing
LSTM-Youtube workload, our proposed FDHT-LSTM architec-
ture achieves 2:5, 1:46 and 2:41 increase in throughput, area
efficiency and 2:41 energy efficiency, respectively. For LSTM-
UCF workload, our FDHT-LSTM design also outperforms TIE
with 1:9 higher throughput, 1:83 higher energy efficiency and
comparable area efficiency.

5.2.4 Flexibility

The proposed FDHT-LSTM architecture can provide high flexibil-
ity to support different compressed LSTM models with different
topology settings. Considering the rank R is the most important
parameters that directly determines the storage requirement and
computational costs of the underlying models, we study the
flexibility of the proposed hardware architecture with respect to
different R’s. As reported in Figure 15, FDHT-LSTM hardware
demonstrates strong flexibility.

2. Because TIE is based on the TT decomposition that only compresses the
input-to-hidden layer of the original LSTM, the reported performance of TIE is
evaluated on that single layer.
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TABLE 9: Comparison on hardware performance.

Design | EIE[12] | TIE[6] [ OurFDHT
Compression . Tensor Train | Hierarchical
Pruning
Approach (TT) Tucker (HT)
CMOS 28nm
Technology (projected) 28nm 28nm
F equency 1280 1000 1000
(MHz)
Quantization 4-bit index 16-bit 16-bit
Scheme 16-bit wpight
Area (mm) 15.7 1.74 2.96
Power (mW) 590 154.8 160.4
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Fig. 15: Flexibility of FDHT with respect to different decomposi-
tion ranks.

6 RELATED WORK

Customized hardware accelerators for deep neural networks have
been extensively studied in recent years. To accelerate the execu-
tion of convolutional neural networks (CNNs) in a real-time and
energy-efficient way, a series of CNN hardware architecture have
been proposed in [4] [24] [2]. In particular, fully leveraging the
sparsity is a very important optimization strategy towards high-
performance CNN hardware accelerators [18] [1] [8].

Different from computation-bounded CNNs, LSTMs are in-
herently memory-bounded and require very large model size
because of its component linear layer. Therefore, the focus of
efficient LSTM hardware design is to efficiently integrate upper-
level model compression algorithm to the lower-level architecture

optimization. Motivated by this design philosophy, several com-
pressed model-oriented LSTM hardware have been developed in
[19] [11] [12] [6]. To be specific, EIE [12] and ESE [11] are built on
pruned model and the focus of their architectural optimization is to
properly leverage sparsity opportunities. C-LSTM [19] aims to use
FFT-based compression compression to accelerate LSTM, and
hence its underlying architecture mainly consists of optimized FFT
modules. TIE is the first tensor decomposition-based DNN
hardware architecture, which is the most closed work to our
design. By leveraging the tensor train decomposition, TIE [6]
can achieve competitive hardware performance with good resource
utilization.

7 CONCLUSION

In this paper, we propose algorithm and hardware co-design
for FDHT-LSTM, a ultra-compact high-performance compressed
LSTM network. By fully decomposing the entire LSTM models
via hierarchical Tucker decomposition, the entire LSTM model
size can be significantly reduced. Meanwhile, an energy-efficient
customized hardware architecture with delicate design of memory
access scheme is developed. The proposed algorithm and hardware
are empirically evaluated on different video recognition datasets
and LSTM workloads. The experimental results show that our
proposed FDHT-LSTM networks and the corresponding hardware
accelerator can achieve very high model performance and hard-
ware performance as compared to the state-of-the-art designs.
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