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Abstract

We consider several molecules characterized by m-electron conjugation whose extent changes along
a flexible torsional coordinate, and which represent the monomer units of polymorphic molecular
crystals. Delocalization error in density functional theory (DFT) adversely impacts conformational
energies in these species, overstabilizing the conformation that maximizes conjugation length and
leading to incorrect relative energies for the corresponding crystal polymorphs. We demonstrate that
density-corrected (DC-)DFT, in which a DFT exchange-correlation functional is evaluated using a

Hartree-Fock density, significantly reduces these conformational energy errors.

When DC-DFT

monomer energies are used as a low-cost intramolecular correction to a periodic DFT calculation of
the molecular crystal, the resulting relative polymorph energies are within 1 kJ/mol of benchmark

results.
I. Introduction

Crystal packing plays an important but difficult-to-
predict role in controlling physical properties of organic
molecular crystals, including solubility, shelf stability,
and bioavailability.! 3 Polymorphism,'* or the poten-
tial to form multiple distinct crystal packing motifs, is
critically important to the pharmaceutical industry,>
as highlighted by the case of the HIV drug ritonavir,
where the appearance of a previously-unknown and low-
solubility polymorph made it impossible to produce the
original polymorph and forced a drug recall.® Other phar-
maceutical examples of such “disappearing polymorphs”
are known,”” and more recently it has been suggested
that the thermodynamically stable crystal form has not
been found experimentally for 15-45% small-molecule
drugs currently available on the market.'”

Over the past decade, ab initio crystal structure
prediction has moved from the category of “impos-
sible”, as it was famously characterized 30 years
ago,' 12 to merely “extremely challenging”.!23 Suc-
cessful crystal structure prediction, including quantita-
tive ranking of low-energy polymorphs, is most feasible
for small-molecule species with limited conformational
flexibility.?4 26 Quantitative prediction of thermodynam-
ically stable polymorphs comes with stringent accuracy
requirements, as an estimated 50% of polymorph pairs
differ by less than 2 kJ/mol and around 95% of the con-
formers differ by less than 8 kJ/mol.*27:28

Dispersion-corrected  density  functional  theory
(DFT+D) had made enormous strides towards making
crystal structures predictable from first principles,?2:29-34
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but this success is mitigated in certain cases by over-
stabilization of delocalized m-electron systems,?628:35,36
which is a consequence of self-interaction error (SIE).37
This issue is thought to impact polymorph predic-
tion in well-known examples such as the anti-cancer
drug axitnib,?® the organic semiconductor molecule
rubrene,® the well-studied ROY molecule,?6:28:35:39:40
molecule X2%4! from the third blind test of crystal
structure prediction,*? as well as other systems.?6:36:43
Structures for several of these molecules are shown in
Fig. 1. Each of these molecules exhibits conformational
polymorphism whereby changes in intramolecular con-
formation access different intermolecular crystal packing
motifs. Notably, in each of these molecules the extent of
m-electron delocalization changes as a function of one or
more intramolecular torsional coordinates. To the extent
that delocalization error may overstabilize the more
highly-conjugated conformations, we expect that DFT
will produce erroneous conformational energy profiles
for these flexible monomers. Those errors propagate into
errors in the relative energies for the crystal polymorphs
formed from these monomers.?%-28:35:39 Given the small
energy differences between polymorphs, even modest
conformational energy errors can have a qualitative
impact on polymorph stability ordering.

In principle, these issues can be addressed using more
advanced electronic structure models, but application
of such methods to periodic crystals of pharmaceutical-
sized molecules is generally cost-prohibitive. A more
pragmatic approach combines a conventional periodic
DFT calculation using a generalized gradient approxi-
mation (GGA) with an intramolecular correction based
on the difference between the baseline DFT functional
and a more advanced model, computed for a gas-phase
molecule.?6 For example, using the B86bPBE-+XDM
functional,** 4% a GGA that includes a dispersion cor-
rection based on the exchange dipole moment (XDM),*6
in combination with dispersion-corrected second-order



rubrene

C3_C4

Figure 1: Structures of the four molecules investigated in this
work, indicating the torsional angles that modify the conjuga-
tion length. In rubrene, it is a twisting of the C;-C2-Cy4—Cs3
dihedral angle that modulates the conjugation.

Mgller-Plesset perturbation theory (MP2D),*"4® the
resulting polymorph stability rankings are consistent
with experiment for ROY, acetamidobenzamide, and
axitinib.26:40

A possible alternative solution to the w-delocalization
problem comes in the form of density-corrected
(DC-)DFT.497%% In this approach, an approximate den-
sity functional E[p] is evaluated using a density pur that
is obtained at the Hartree-Fock (HF) level:

Epc.prr = Elpyr] - (1)

This procedure, which has also been called HF-DFT,56:57
has been shown to correct some of the worst delocal-
ization problems associated with GGA functionals, in-
cluding those with reaction barrier heights,®”®° torsional
barriers,®® halogen bonding,%' potential energy surfaces
for main-group radicals,**®! and polaron defects in metal
oxide materials.?® In the present work, we investigate the
ability of DC-DFT to correct conformation energies of
the m-delocalized systems in Fig. 1, and examine how
that impacts the predicted stabilities of the correspond-
ing polymorphs.

II. Methods
A. DC-DFT

In conventional Kohn-Sham DFT, the approximate en-
ergy functional E[p] is minimized with respect to p. The
resulting energy approximates what would be obtained
via optimization of an exact functional E[p], if the lat-
ter were known. Burke, Sim, and coworkers?®5® suggest
that it is pedagogically useful to separate the error £ — E
into two contributions: a functional-driven part

AEp = Exc [p] = Exclpo] (2)

that originates in the approximate nature of the
exchange-correlation (XC) functional, and a density-
driven error

AEp = E[p] - Elpo] - 3)

Here, p indicates the density obtained by variational min-
imization of E, as in an ordinary self-consistent DFT
calculation, whereas py indicates the exact ground-state
density obtained upon minimization of the exact func-
tional E[p]. For cases where |AEpR| > |AEg|, the over-
all error may be reduced by evaluating the approximate
functional using a SIE-free density (such as pyp) rather
than a self-consistent one.*%:%275°

With this idea in mind, the DC-DFT energy functional
in Eq. (1) can be written more explicitly as

Epcoprr(p] = E{arg min (EMF [p])} ) (4)

P
This form makes it clear that pyp must first be obtained
from a self-consistent HF calculation, starting from the
input density p. Following this, the energy is obtained
by evaluating the approximate functional E[p| using the

density pgp. A more detailed expression for the same
DC-DFT energy is

Epc.prrlp] = EMF[p] + (Exc loue] — EXF [p]) , (5

where EH¥[p] is the HF total energy functional whereas
EHF[p] is its exchange component, and Ey[p] is the XC
part of E[p]. The expression in Eq. (5) recognizes that
the functionals EMF[p] and E[p] differ only in their XC
parts, whereas the kinetic energy, Hartree self-repulsion,
and nuclear—electron (or “external”) potential terms are
the same.

The DC-DFT procedure sacrifices self-consistency,
which implies that the functional defined in Egs. (4) and
(5) is not variational. This necessitates modification to
the analytic gradient.’”*° Lack of self-consistency also
means that DC-DFT is not beneficial in all cases,?®%2
but rather only cases that are dominated by density-
driven error. Delocalization driven by SIE tends to fall
into the category of density-driven error, as evident from
the fact that DC-DFT based on GGA functionals signif-
icantly improves results for radicals**>1:%° and barrier



heights.?” "% (Transition states are usually characterized
by partially-broken bonds and thus fractional charges on
different chemical moieties, a classic SIE problem.%%:64)

A “density sensitivity” metric (S) has been suggested
to determine whether a given problem is dominated by
AFEp or AEp.53755 This metric is defined as

S = ’E[IOLDA] - E[PHF” (6)

for an approximate functional E[p], where pyp is the
self-consistent HF density and p; , is the self-consistent
density computed using the local density approxima-
tion (LDA). Burke and co-workers®»5® suggest S >
2 keal/mol as an indicator of cases that are likely to be
dominated by density-driven error (or S > 8 kJ/mol in
the units that will be used herein), although that thresh-
old was calibrated using small molecules. For larger sys-
tems with unpaired spins, one can find examples where
S ranges from 150-650 kJ/mol across a set of similar
chemical systems.?® This suggests using

Satom = S/Natoms (7)

as a metric that is normalized for system size.?®

B. Monomer-Corrected DFT

In this work, DC-DFT and other models will be used to
correct intramolecular conformational energies and then
the monomer correction approach?® is employed to ex-
amine the impact of the corrected conformational ener-
gies on polymorph stabilities. In this approach, one first
performs a periodic DFT calculation on the full crys-

tal, and herein that energy (Egg;{ﬂ) is computed using

the BS6bPBE-+XDM functional, as in previous work.?64°
Then, for each of the N molecules in the unit cell, one
computes a gas-phase energy difference between the low-
level DFT treatment that is used for the periodic cal-

culation (ERHL. ;) and a more advanced level of theory
(Ef;icg)l};c_j)7 where the “high-level” method could be DC-

DFT or else a correlated wave function method. The
crystal energy approximated in this way is

N
_ ADFT high DFT
Ecrystal = Ecrystal + Z (EmOIGC;i o mOIQC’i) ’ (8)
=1

In the present work, the high-level method will be com-
puted with SIE-free model, whereas BS6bPBE+XDM is
responsible for modeling the intermolecular interactions.
The summation in Eq. (8) can usually be simplified by
exploiting symmetry equivalences of molecules within the
unit cell. The geometries used for the gas-phase molecu-
lar corrections are those extracted directly from the crys-
tal structure.

C. Computational Details

All the DC-DFT calculations were performed using the
Q-Chem software.%® For consistency with previous work,
DFT-optimized crystal structures for axitinib, ROY, and
molecule X, along with their intramolecular conforma-
tions, were taken directly from Ref. 26. BS6bPBE+XDM
crystal energies and gas-phase monomer calculations for
use in Eq. (8) were also taken from Ref. 26. All other
gas-phase DFT single-point energy calculations were per-
formed using the aug-cc-pVQZ basis set and the SG-2
integration grid.%6 We use the D3 dispersion correction®”
with BeckeJohnson damping, DFT+D3(BJ). Density
sensitivities S in Eq. (6) were evaluated using the SCAN
functional®® for E[p], with aug-cc-pVQZ basis set.

Additional calculations using the spin-component
scaled (SCS-)MP2D method*® are provided for compar-
ison with the DFT results. SCS-MP2D subtracts out
the uncoupled HF dispersion® from MP2, replacing it
with coupled Kohn-Sham dispersion.”® Finally, spin com-
ponents of the MP2 correlation energy are empirically
scaled.*® This approach is inspired by Hefelmann’s cor-
rected MP2 (MP2C) model,”! the key difference being
that the SCS-MP2D correction is framed in terms of
the atom-atom D3 dispersion correction,%” rather than
intermolecular perturbation theory response functions.
This makes SCS-MP2D applicable to both inter- and
intramolecular interactions. SCS-MP2D does not suf-
fer from SIE, and benchmark calculations demonstrate
very good performance for challenging conformational
energies.*® SCS-MP2D results reported here were extrap-
olated to the complete basis set (CBS) limit based on
calculations using aug-cc-pVTZ and aug-cc-pVQZ, fol-
lowing the procedure described in Ref. 26.

Relaxed conformational energy scans are examined
for several of the molecules in Fig. 1, using geometries
taken from the literature.?®3® For the ROY molecule,
the ZS—-C-N-C torsional angle indicated in Fig. 1 is used,
whereas for rubrene and fluorinated derivatives thereof,
the dihedral angle /C;—Co—C3—C4 was used. Single-
point potential energy profiles here were then computed
at the SCAN+D3, SCAN(0+D3, and SCS-MP2D/CBS
levels of theory. For ROY, the DFT calculations use the
aug-cc-pVQZ basis set as indicated above, although for
rubrene and its derivatives, aug-cc-pV'TZ is used instead.

These results are compared to benchmarks obtained
at the level of coupled-cluster theory with single, dou-
ble, and perturbative triple excitations [CCSD(T)]. The
benchmark results were taken from various sources. For
molecule X, ROY, and rubrene, the CCSD(T)/CBS
benchmarks were taken from Refs. 26, 28, and 38, re-
spectively. For axitinib, CCSD(T)/CBS results were
computed here at the domain-localized pair natural or-
bital (DLPNO-)CCSD(T) level,” using Orca v. 5.073
The latter benchmarks combined MP2/CBS results with
a DLPNO-CCSD(T,)/aug-cc-pVDZ correction, obtained
using tight PNO settings and with TCutMKN = 10~%.



Table 1:  Density sensitivities [Egs. (6) and (7)] for the
molecules considered in this work.”

Sensitivity (kJ/mol)

Molecule g S

ROY? 126.9+£2.2 4.70 £0.08
Molecule X° 153.04+ 1.0 5.88+0.04
Axitinib® 1376+ 1.4 299 +0.03
Rubrene® 123.94+0.8 1.77+£0.01
Half-fluoro rubrene® 323.9+1.2 4.63£0.02
Perfluororubrene® 528.2+ 1.2 7.55+0.02

®Average across all conformers; uncertainties repre-
sent one standard deviation.

bComputed at the SCAN /aug-cc-pVQZ level.
¢Computed at the SCAN /aug-cc-pVTZ level.

ITII. Results and Discussion

A. Density Sensitivities

Before analyzing energy landscapes for the molecules
in Fig. 1, we first scrutinize the degree of density-driven
error in these systems, as it has been observed that
DC-DFT offers a better solution than conventional (self-
consistent) DFT only when the density-driven error is
large.9:52755 (Systems with significant static correlation
also do not benefit from DC-DFT,%? which is consis-
tent with the idea that SIE may sometimes masquer-
ade as strong correlation.”) We use the metric S in
Eq. (6), evaluated using the SCAN functional, to as-
sess density sensitivity. Based on small-molecule results,
S > 8 kJ/mol has been suggested as a threshold beyond
which DC-DFT is likely to improve the results.?*:?

Table 1 provides values of S for various molecules con-
sidered in this work, computed as an average over all
conformers since the variations from one conformer to
the next are < 2 kJ/mol. (Differences in S from one con-
former to the next will be considered later.) We obtain
values ranging from S = 124-528 kJ/mol although our
molecules are considerably larger than the ones used to
set 8 kJ/mol as the threshold value. It has also been
suggested that that S is not a size-extensive metric until
the system is large enough for delocalization to attenuate
naturally.®” (In an infinite conjugated polymer described
by a GGA functional, it is not clear that the delocal-
ization length must ever terminate, as has been demon-
strated for excitons described by time-dependent DFT
with semilocal functionals.” ") For the molecules con-
sidered here, the size-normalized metric Satom [Eq. (7)]
is as large as 7.6 kJ/mol. We will see that all of these
molecules are affected by w-delocalization error, thus the
8 kJ/mol threshold (even if applied to Satom) does not
appear to be a sufficient diagnostic.
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Figure 2: Relaxed potential energy scans of the ROY
molecule along the Z(S-C-N-C) dihedral angle (as indi-
cated in the inset molecular structure), computed using the
SCAN+D3 and SCAN0+D3 functionals their DC-DFT ana-
logues. SCS-MP2D and the CCSD(T) benchmarks are also
shown. Energy profiles are computed relative to the struc-
ture with a 120° dihedral angle, which is the minimum at the
CCSD(T) level.

B. Torsional Energy Profiles

We next consider one-dimensional energy landscapes
along some of the torsion angles suggested in Fig. 1. For
the ROY molecule, intramolecular conformations found
in its crystal polymorphs differ primarily by a single dihe-
dral angle that is indicated in Fig. 2.3%49:78-80 Dihedral
angles between ~ 50-130° disrupt the 7 conjugation be-
tween the two aromatic rings, leading to a larger band
gap and polymorphs that are yellow in color (“Y-"). More
planar conformations increase the extent of 7 delocaliza-
tion and shift the color towards red (polymorphs named
“R-") or orange (“O-").

Previous work has shown that commonly-used GGA
and hybrid functionals overstabilize the red and orange
polymorphs relative to the yellow ones.?26:28:35:39,40,79
This can be understood as an SIE effect stemming from
over-delocalization of the m electrons in near-planar ge-
ometries, where the system is better conjugated. As
shown in Fig. 2, both GGAs and hybrid function-
als over-stabilize the more planar conformations rela-
tive to benchmark CCSD(T) calculations. Hybrid func-
tionals reduce the SIE and improve the conformational
energy profile, but errors remain significant and are
large enough to erroneously alter the polymorph sta-
bility rankings.?®3° Torsional profiles computed using
(DC-)B3LYP+D3 and (DC-)PBE0+D3 are shown in
Fig. S1 and are similar to the (DC-)SCANO+D3 results
in Fig. 2.

Figure 3 plots torsional energy profiles of rubrene
and some fluorinated derivatives thereof, along the
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Figure 3: Relaxed one-dimensional scans of the (a) rubrene,
(b) half-fluorinated (F14) rubrene, and (c) perfluororubrene,
along the dihedral coordinate /C1—C2—C3—C4 that is sug-
gested in Fig. 1. The (DC-)DFT energies are computed using
the aug-cc-pVTZ basis set. SCS-MP2D and CCSD(T) cal-
culations are taken from from Ref. 38, and all structures are
taken from that work as well.

/C1—Co—C3—C, angle that is indicated in Fig. 1. (The
fluorinated derivatives have been suggested as a means
of tuning the noncovalent interactions and therefore the
crystal structure,3'%3 modulating the band gap,52%3 or
to enhance stability with respect to oxidation.®*) We re-
fer to “planar” versus “twisted” configurations in Fig. 3
with respect to the core tetracene unit. As noted in
previous work,?® twist angles > 30° can increase con-
jugation, by bringing the 7 electrons of the aromatic
side chains into play, and common density functionals
thus overstabilize twisted orientations relative to planar
ones, even while the twisted configuration is more sta-
ble according to CCSD(T) calculations.® In the case of
the SCAN+D3 functional, DC-DFT improves the rel-
ative conformational energies of the planar (0°) and
fully-twisted (60°) structures by 2—4 kJ/mol, although
the twisted conformation is still somewhat overstabi-
lized even with DC-DFT. This remains the case for the
B3LYP+D3 and PBE0+D3 functionals also; see Fig. S2.
With the SCANO+D3 functional, DC-DFT improves the
relative energies of the fully-twisted structures, and these
energies match quite well with the CCSD(T) benchmark
for the two out of three derivatives; see Figs. 3(a) and
3(b).

C. Relative Conformer and Polymorph Energies

The remainder of this work focuses on relative en-
ergies of ROY, molecule X, and axitinib, both as iso-
lated molecules (considering the conformations found in
the relevant crystal polymorphs) and in the crystalline
phase, where the lattice energies are estimated using the
monomer-correction scheme in Eq. (8).

The energy ordering of some ROY conformers are
shown in Fig. 4(a), as computed using various density
functionals (both self-consistent and DC-DFT) as well
as SCS-MP2D and CCSD(T). According to CCSD(T)
calculations,?® the correct gas-phase conformational en-
ergy ordering is

YT04 <Y < YN <R~ OP =~ ON

9
< PO13 < ORP < R05a =~ R05b . )

R05a and R0O5b refer to the two symmetry-unique molec-
ular conformations found in the RO5 polymorph. In the
self-consistent DFT calculations, shown in the left panel
of Fig. 4(a), all the dispersion-corrected GGA and meta-
GGA functionals perform very poorly, over-stabilizing
the red and orange conformers over the yellow ones by
several kJ/mol. This can be understood as a SIE ar-
tifact, as discussed above. PBE+D3 shows the worst
performance, completely reversing the energetic order-
ing relative to CCSD(T). Hybrid functionals partially
mitigate the effect of SIE and behave better than the
GGA functionals, and the hybrid meta-GGA functional
SCANO+D3 emerges as the best performer amongst the
set of functionals tested here, although it still does not
reproduce the CCSD(T) energy ordering.
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Figure 4: Energetic ordering of conformers of ROY (Fig. 1), computed using both self-consistent DFT and DC-DFT for the

same set of functionals:

(a) isolated monomer energies, and (b) crystal polymorph energies, computed using the monomer-

correction scheme of Eq. (8). Energies are plotted relative to that of the Y conformer.

DC-DFT results for ROY are shown in the middle sec-
tion of Fig. 4, for the same set of functionals. The DC
procedure improves upon the self-consistent DFT results
in all cases, coming much closer to the correct energetic
ordering except in a few quasi-degenerate cases. This val-
idates the hypothesis that w-delocalization error drives
the erratic and mostly erroneous results obtained using
conventional DFT. Lowest- and highest energy conform-
ers are correctly predicted by DC-DFT for all functionals
tested here, and the three lowest-energy conformers are
correctly predicted by all of the DC-DFT methods except
for DC-PBE+D3. Failure of the latter approach may be
a sign of larger functional-driven error as compared to the
hybrid functionals to the SCAN meta-GGA functional.
Even for PBE+D3, however, the DC procedure moves
the results closer to the correct energetic ordering as com-
pared to the corresponding self-consistent DFT calcula-
tion. The DC-SCAN0+D3 and DC-PBE0+D3 methods
afford correct energetic ordering for the most of the con-
formers, as judged by comparison to CCSD(T) bench-
marks. The success of DC-SCAN and DC-SCANO has
been noted in unrelated work.5?

Having identified SCAN+D3 and SCAN(0+D3 as the
best of the self-consistent DF'T approaches for the ROY
molecule, let us return to the one-dimensional potential
energy scans in Fig. 2. Both DC-SCAN+D3 and DC-
SCANO0+D3 perform well in comparison to benchmark
CCSD(T) calculations from Ref. 26, although neither is
quite as faithful to the benchmark as is SCS-MP2D. In
contrast, the self-consistent SCAN+D3 and SCAN0+D3
calculations yield erroneously large rotational barriers
around 40-90°, as structures with angles of 0-30° are
over-stabilized due to the SIE. Torsional energy profiles
computed using (DC-)B3LYP+D3 and (DC-)PBE0+D3
are shown in Fig. S1 and exhibit most of the same trends
that are seen for the hybrid (DC-)SCANO+D3 level of
theory in Fig. 2. Thus, the good performance of DC-
SCAN+D3 and DC-SCAN0+D3 is not simply a matter
of choosing a good functional to correct; the correction
itself improves the results substantially.

Density sensitivities for ROY conformers are plotted
in Fig. 5(a), computed using SCAN for the approximate
functional E[p] in Eq. (6). Yellow conformers (indicated
by names starting with Y) exhibit smaller values of S
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Figure 5: Density sensitivities [Eq. (6)] for different conformers of (a) ROY, (b) molecule X, and (c¢) axitinib, computed using

SCAN /aug-cc-pVQZ for the approximate functional E[p].

as compared to the other conformers, by ~ 4 kJ/mol,
a significant amount given the rather small energy dif-
ferences between the various conformers. Larger SIE in
near-planar geometries associated with the orange and
red conformers explains the larger values of S in those
cases. Application of DC-DFT thus selectively modifies
the energy landscape of the conformers with the largest
density sensitivity, meaning red and orange more so than
yellow in this case. The result is a potential energy sur-
face that pushes the energetic ordering in the right direc-
tion.

Up to this point we have discussed the behavior of
an isolated molecule of ROY. Figure 4(b) reports the
relative energies of the crystal polymorphs, computed
using the monomer-correction scheme in Eq. (8) using
various levels of theory. As reported previously,? the
B86bPBE+XDM functional yields extremely poor rela-
tive energies with form Y, which is the thermodynami-
cally most stable form, predicted to be the second-least
stable polymorph. The relative order of the other lattice
energies is also poor at this level of theory, relative to
experimental lattice enthalpies or CCSD(T) lattice ener-
gies. Furthermore, replacing B8S6bPBE+XDM with an-
other self-consistent GGA or hybrid functional does not
meaningfully improve the energy rankings. In contrast,
the DC-DFT models all perform much better. The close
energy spacings of the ROY polymorphs make this a chal-
lenging problem for any method, but SCS-MP2D and
DC-DFT with hybrid functionals all give fairly consis-
tent qualitative rankings, even if the quantitative lattice
energies differ.

We next perform a similar analysis for molecule X.
The relevant conformers involve rotation of the bonds
indicated with arrows in Fig. 1 and alter the extent of
7w conjugation with the central aromatic ring. Accord-
ing to CCSD(T) calculations,® the gas-phase energetic
ordering of the various conformers is

van Eijck-3 < van Eijck-2 < Dzyabchenko-3

10
< Ammon-2 < Expt. < Day-1 . (10)

The nomenclature in Eq. (10) reflects structures submit-

ted by different groups in the third blind test of crys-
tal structure prediction,*? with “Expt.” indicating the
conformer in the experimental crystal structure. DFT
calculations were previously found to reverse the order
of the experimental conformer with that of conformer
Day-1, and furthermore to over-stabilize the van Eijck-3
conformer by about 2 kJ/mol.?%

DFT and DC-DFT results for molecule X in the gas
phase are shown in Fig. 6(a). Similar to trends observed
previously,?6*! each of the GGA and meta-GGA func-
tionals that we consider overestimates the stability of the
van Eijck-3 conformer relative to the experimental one.
Of the conventional (self-consistent) DFT approaches,
only BLYP+D3, B3LYP+D3, and SCAN0+D3 predict
qualitatively correct relative energies for the closely-
spaced experimental and the Day-1 conformers, which
are the least-stable conformers in isolation. On the other
hand, using DC-DFT all of the functionals examined here
place those two conformers in the correct energetic order.
The DC procedure also reduces the overstabilization of
conformer van Eijck-3, relative to the self-consistent DFT
results.

Density sensitivities for conformers of molecule X are
plotted in Fig. 5(b). We mainly focus on the Day-1 con-
former and the experimental one since these are the rela-
tive energies that are most susceptible to switching order
as one functional is swapped for another. The value of
S for the Day-1 conformer is 1.7 kJ/mol larger than the
value obtained for the experimental conformer, which is
perhaps significant in view of the fact that these two
conformers differ only by about 1 kJ/mol, according to
DLPNO-CCSD(T) calculations.?® The large sensitivity
for the Day-1 conformer is consistent with its overstabi-
lization (relative to the experimental conformer) by func-
tionals such as PBE and PBEQ. The over-stabilization of
the van Eijck-3 conformer with the traditional DFT can
also be explained by the larger S associated with it.

Relative polymorph energies for molecule X are given
in Fig. 6(b). Once again, the predicted lattice ener-
gies improve significantly when DC-DFT is used instead
of self-consistent DFT. At the same time, some of the
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Figure 6: Energetic ordering of conformers of molecule X (Fig. 1), computed using both self-consistent DFT and DC-DFT for
the same set of functionals: (a) isolated monomer energies, and (b) crystal polymorph energies, computed using the monomer-
correction scheme of Eq. (8). Energies are plotted relative to “Expt.”, which is the conformer found in the experimental crystal

structure.

energy orderings remain sensitive to the choice of func-
tional, even when DC-DFT is used. This largely reflects
the difficulty of the problem, with relative energy changes
of ~ 1 kJ/mol being enough to affect the ordering. In this
particular example, DC-SCAN+D3 (based on semilocal
SCAN rather than the hybrid SCANO) best reproduces
the CCSD(T) benchmarks.

We next discuss results for the anti-cancer drug ax-
itinib. This drug has five known conformational poly-
morphs that are denoted I, IV, VI, XXV, and XLI, and
many more multi-component crystal forms.®%57 In most
polymorphs, the axitinib molecule adopts an extended
conformation but in the thermodynamically most sta-
ble XLI form, however, rotation about the sulfur group
leads to a more folded conformation. In the process, the
7 conjugation between the aromatic ring and the termi-
nal amide moiety is disrupted; see Fiig. 1. This causes the
XLI form to be artificially destabilized by GGA function-
als, leading to erroneous polymorph energy rankings.?

Relative energies of axitinib conformers are shown in

Fig. 7. New DLPNO-CCSD(T;)/CBS calculations per-
formed here afford the following energetic ordering for
the isolated monomer:

IVb < XLI < VI < XXV < IVa < 1. (11)

None of the self-consistent functionals reproduces this or-
dering, and many of the functionals (with notable excep-
tions BLYP+D3 and B3LYP+D3) significantly destabi-
lize form XLI, which is the conformer that appears in
the lowest-energy crystal polymorph. DC-DFT gener-
ally shifts the conformational energies in the correct di-
rection by stabilizing XLI relative to the other conform-
ers. However, the extent to which this is true varies by
several kJ/mol depending upon the choice of functional,
and for the BLYP+D3 and B3LYP+D3 functionals that
perform reasonably well in conventional self-consistent
calculations, the errors increase when DC-DFT is used.
Other functionals do improve when DC-DFT replaces a
self-consistent calculation, and the best-performing DFT
approach is DC-PBE+D3, with root-mean-square (RMS)
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Figure 7:

Energetic ordering of conformers of axitinib (Fig. 1), computed using both self-consistent DFT and DC-DFT for

the same set of functionals: (a) isolated monomer energies, and (b) crystal polymorph energies, computed using the monomer-
correction scheme of Eq. (8). Energies are plotted relative to that of the XLI conformer.

error of 0.9 kJ/mol with respect to the CCSD(T) bench-
marks. However, SCS-MP2D does slightly better, with a
RMS error of 0.5 kJ/mol.

Relative energies of the axitinib crystal polymorphs are
shown in Fig. 7(b) and the various DC-DFT approaches
perform similarly except that the energy gap between the
lowest-energy polymorph (XLI in all cases) and the oth-
ers varies by up to 8 kJ/mol depending on the choice of
functional. The ordering of the (near-degenerate) poly-
morphs VI and XXV is uncertain in the DC-DFT calcu-
lations, but that is true experimentally as well.3® Other-
wise, DC-DFT consistently predicts the correct energetic
ordering of the polymorphs, for all functionals tested, al-
though the energies are spread out over too large a range
in some cases, by up to 4 kJ/mol.

The relatively poor performance of DC-DFT for axi-
tinib, as compared to ROY or molecule X, is a bit puz-

zling given that Saiom is smallest for axitinib. That
observation, combined with the fact that self-consistent
BLYP+D3 and B3LYP+D3 calculations perform well for
axitinib, suggests that functional-driven error may ex-
ceed density-driven error for this molecule. Given the
nature of the conformers that are considered here, the
m-delocalization issues are largely confined to one end of
this molecule, and the considerably larger size of axitinib
(relative to either ROY or molecule X) may wash out the
advantages of DC-DFT in this case. It is possible that
a fragmentation approach,®® with DC-DFT applied only
to the part of the molecule that is subject to significant
delocalization problems, could improve the situation, but
we have not pursued such an approach here. In any case,
results for axitinib highlight how density-driven error is
only one factor that affects conformational energies in
large, conjugated organic molecules, and caution against
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Figure 8: Summary of conformational energy errors (in kJ/mol) for isolated molecules ROY, molecule X, and axitinib, relative
to CCSD(T) benchmarks. The box-and-whisker plots summarize quartiles of the error distributions, while the points show the

errors for individual conformational energies.

assuming that DC-DFT is a panacea for such problems.

Stepping back from the finer details of each system,
Fig. 8 plots errors in conformational energies for all three
molecules (ROY, molecule X, and axitinib), relative to
CCSD(T) benchmarks, indicating the RMS error for each
DFT approach and for SCS-MP2D. (The RMS errors are
also summarized in Fig. S3.) Relative to self-consistent
DFT, the DC-DFT approach generally reduces the width
of the error distributions by up to a factor of 3—4, and
DC-hybrid functionals afford the tightest error distribu-
tions. At the same time, even the best of the DC-DFT
models affords errors that are about twice as large as
those obtained using SCS-MP2D. Taken together, these
results highlight how DC-DFT models can provide a use-
ful, pragmatic approach for improving the quality of
common DFT functionals in challenging systems with
density-driven delocalization error, but that higher-level
methods may still be preferred for high-accuracy work.

IV. Conclusion

We have used the DC-DFT technique to study the en-
ergy landscape of several conjugated organic molecules,
as well as the relative polymorph energies in the crys-
talline phase. These are challenging problems due to the
appearance of multiple low-energy conformers (and cor-
responding low-energy polymorphs), and self-consistent
DFT calculations with standard semilocal and hybrid
functionals fail to reproduce benchmark ab initio results.
We attribute this to SIE, in the particular form of =-
delocalization error as the degree of conjugation is tuned
by means of various intramolecular torsion angles. Appli-
cation of DC-DFT, using the same common functionals,
significantly mitigates the errors in most cases and usu-
ally results in the correction energetic ordering of crystal

polymorphs, when computed by means of a monomer-
correction scheme?® applied to a periodic DFT calcula-
tion.

The DC-SCAN+D3 and DC-SCANO0+D3 methods
work reasonably well for conformers and polymorphs of
the benchmark ROY and molecule X systems, although
the larger molecule axitinib proves to be more difficult.
For axitinib, most (but not all) of the DC-DFT ap-
proaches improve upon their conventional self-consistent
analogues, but none of the DFT methods produces fully
satisfactory agreement with CCSD(T) benchmarks. We
speculate that the relevant m-delocalization error in this
case may be isolated within a particular aromatic moi-
ety, and that DC-DFT applied to the entire (much larger)
molecule may upset the balance of reasons why particu-
lar functionals perform well for the parts of the molecule
that do not suffer from over-delocalization of 7 electrons.
A fragmentation strategy might help, with DC-DFT ap-
plied only to part of the molecule, but in any case this
system highlights potential difficulties in applying DC-
DFT to systems where SIE problems are confined to a
relatively small portion of a much larger molecule. Over-
all, our results underscore previous work?$4? indicating
that monomer-corrected periodic GGA calculations, with
an appropriately selected level of theory for the monomer
corrections, is an effective and low-cost strategy for poly-
morphic molecular crystals.
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