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Abstract. We provide new proofs based on the Myers–Steenrod theorem
to confirm that travel time data, travel time difference data and the broken
scattering relations determine a simple Riemannian metric on a disc up to the
natural gauge of a boundary fixing diffeomorphism. Our method of the proof
leads to a Lipschitz-type stability estimate for the first two data sets in the
class of simple metrics.

1. Introduction

We study three geometric inverse problems. The task is to reconstruct a simple
Riemannian manifold from (1) travel time data, (2) travel time difference data,
or (3) the broken scattering relations. A compact Riemannian manifold is called
simple if the boundary is strictly convex and the exponential map is a global dif-
feomorphism.

The third problem has been solved previously for dimension three and higher
in general geometry, and we extend the result to dimension 2 in simple geometry.
For the other problems previous results give Hölder or similar stability in great
generality, and we show that in simple geometry we improve this to Lipschitz. In
many previously known cases (e.g. uniqueness on simple manifolds for problems 1
and 2) our proofs are elementary due to simple geometry.

If the Earth is modeled as a Riemannian manifold (which is a popular albeit not
exactly accurate choice; cf. [1, 3]), these problems correspond simplified versions of
problems arising from seismology. The Earth is full of small-scale inhomogeneities
that cause seismic waves to scatter. Seen on the scale of the whole planet, these
inhomogeneities such as rocks are best seen as point-like objects of zero size even
though a single point is irrelevant from the point of view of the elastic wave equation.
The model for scattering is mesoscopic: the scatterers are big enough to cause the
waves to scatter but small enough to be considered mere points on the global scale
that fill the planet densely. For the first two problems no such considerations are
needed, and the point sources can be either natural (e.g. earthquakes) or artificial
(e.g. produced by focusing waves). Seismic ray paths correspond to geodesics.
We will focus on the geometric problems in this paper and ignore details of the
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physical model. We introduce the inverse problems in physical terms below and in
mathematical terms in the following subsections.

In the first and second inverse problems we record the arrival times of seismic
waves, initiated by a dense set of point sources going off at some unknown origin
times, measured on a dense set of receivers on the surface of the planet. The arrival
time of a wave is the difference of the travel time (distance from the source to
receiver) and the origin time. In our first main result (Theorem 9), we assume that
origin times are known and show that the collection of travel times stably determine
the isometry class of a simple Riemannian metric. If the origin time of a seismic
event is unknown and we have measured the corresponding arrival times, then by
computing the difference of arrival times we obtain a travel time difference. In our
second main result (Theorem 13), we show that the travel time differences stably
determine a simple metric up to a Riemannian isometry.

In our third inverse problem, the data consists of the knowledge of ingoing direc-
tions on the boundary of the planet and for each such direction the set of all out-
coming directions and the associated travel times of all single-scattered geodesics.
This data is encoded in the broken scattering relations. Our third main result
(Theorem 15) shows that this data determines a simple metric up to a Riemannian
isometry.

1.1. Inverse problem 1: Travel time data. Let (M, g) be a compact, connected,
oriented, and smooth Riemannian manifold with smooth boundary ∂M . For any
points x, y ∈ M , we use the notation d(x, y) for the Riemannian distance between
them. The first data set we study in this paper is the travel time data.

Definition 1. For every point p ∈ M its travel time function rp : ∂M → R is
defined by the formula rp(z) = d(p, z). The travel time map of the Riemannian
manifold (M, g) is then given by the formula

(1.1) R : (M, g) → (C(∂M), ‖ · ‖∞)

with R(p) = rp. The image set R(M) ⊂ C(∂M) of the travel time map is called
the travel time data of the Riemannian manifold (M, g).

Remark 2. The travel time data of a Riemannian manifold is an unlabelled col-
lection of travel time functions. The locations of point sources related to these
functions are unknown.

It was showed in [8, Section 3.8] and [10] that the travel time data determines
any compact, connected, oriented, and smooth Riemannian manifold up to an isom-
etry. A corresponding uniqueness result for a partial travel time data of a compact
manifold with strictly convex boundary was established in [15]. If the metric is
Finslerian, then the travel time data can be used to determine the metric, up to
a natural obstruction, in the directions of the tangent bundle corresponding with
distance minimizing geodesics that reach the boundary [1]. The authors also ver-
ified that this is the largest set in which a Finsler metric can be determined from
its travel time data. Approximate reconstruction of the Riemannian manifold and
Hölder-stability of the travel time data, under certain geometric bounds, have been
studied in [2, 9].

In the present paper we study the uniqueness and Lipschitz-stability of the travel
time data on simple Riemannian manifolds. It is important for our proofs that on a
simple manifold there are no conjugate points, and consequently any two points on
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the manifold, including the boundary, are joined by a unique geodesic depending
smoothly on the endpoints.

We will make use of the Myers–Steenrod theorem: “Every distance-preserving
map between two connected Riemannian manifolds is actually a smooth isometry
of Riemannian manifolds [13, 14].” This result is true also on simple manifolds
with boundary [2, Lemma 29]. In Proposition 6 of this paper we use this theorem
to show that the travel time map on simple Riemannian manifolds is a metric
isometry and provide a new, short proof for Proposition 8 for the aforementioned
uniqueness result in the class of simple Riemannian manifolds. Our first main result
(Theorem 9) is a Lipschitz-type stability result for the travel time data on simple
Riemannian manifolds.

1.2. Inverse problem 2: Travel time difference data. The second data set
studied in this paper is the travel time difference data.

Definition 3. The travel time difference function of a point p ∈ M is the function

Dp : ∂M × ∂M → R,

Dp(z, w) = d(p, z) − d(p, w).

Then the travel time difference map and the travel time difference data of the
Riemannian manifold (M, g) are

D : (M, g) → (C(∂M × ∂M), ‖ · ‖∞)

with D(p) = 1
2Dp, and its image set

D(M) ⊂ C(∂M × ∂M),

respectively.

The factor 1
2 in D(p) = 1

2Dp is convenient in making the map D an isometry.
This data was introduced in [12], where instead of doing boundary measure-

ments, the travel time difference Dp(z, w) was measured for every source point
p ∈ N between any receiver points z, w ∈ F , where F ⊂ N contains an open subset
of a closed Riemannian manifold (N, g). The authors showed that the knowledge
of the metric on F , in conjunction with the travel time difference data, determine
the isometry type of (N, g). This result was later extended for the boundary mea-
surements on compact manifolds in [4]. On complete manifolds the uniqueness and
a non-quantitative stability of the travel time difference data was obtained in [6,7].

In the present paper we revisit the travel time difference data on simple Riemann-
ian manifolds. We provide a new short proof for the uniqueness of the geometry
from this data (Proposition 12) by utilizing the Myers–Steenrod Theorem. Our
second main result is a Lipschitz-type stability for the travel time difference data
on simple manifolds (Theorem 13).

1.3. Inverse problem 3: Broken scattering relations. Our third main result
is the uniqueness result for the broken scattering relations on simple manifolds.
Let TM and SM be the tangent and the unit sphere bundles of (M, g), respectively.
The geodesic flow of (M, g) is denoted by

φ : SM × R → SM, φt(η) = (γη(t), γ̇η(t)),

and γη is the geodesic of (M, g) given by the initial conditions (γη(0), γ̇η(0)) = η ∈
SM.
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Let π : TM → M be the canonical projection to the base points given by
π(z, v) = π(v) = z, and let ν be the inward pointing unit normal vector field
on the boundary of M . The boundary of the sphere bundle is the set

∂SM = {v ∈ SM : π(v) ∈ ∂M}.

We call the set

∂inSM = {v ∈ ∂SM : 〈v, ν〉g > 0}
the inward pointing bundle at the boundary. Similarly, we define the outward
pointing bundle as

∂outSM = {v ∈ ∂SM : 〈v, ν〉g < 0}.

The unit ball bundle of ∂M is then defined by

(1.2) B∂M = {ξ ∈ T∂M ; |ξ| < 1}.

There are natural diffeomorphisms

Nin : ∂inSM → B∂M and

Nout : ∂outSM → B∂M

given by the fiberwise projection Nin/out(ξ) = ξ − 〈ξ, ν〉gν in the direction of the
normal vector ν. The point of these maps is to identify the bundle B∂M , which
is intrinsic to ∂M , with the bundles ∂inSM and ∂outSM which in principle carry
information of how the boundary sits within the unknown manifold M .

We are ready to define the broken scattering relations.

Definition 4. For each T > 0, the broken scattering relation BT on B∂M is such
that the vectors v1, v2 ∈ B∂M satisfy v1BT v2 if and only if there exist two numbers
t1, t2 > 0 for which t1 + t2 = T and π(φt1(N

−1
in v1)) = π(φt2(N

−1
in v2)).

The family {BT : T > 0} of relations is called the broken scattering relations of
Riemannian manifold (M, g).

Remark 5. We emphasize that a study of broken scattering relations requires the
knowledge of the unit ball bundle, which is equivalent to knowing the first funda-
mental form of ∂M .

Our third main result (Theorem 15) shows that the broken scattering rela-
tions determine any simple Riemannian manifold up to a Riemannian isometry.
A stronger version of this result (for dim(M) ≥ 3) has been presented originally
in [11], where the authors only assumed that (M, g) is a smooth compact Rie-
mannian manifold with smooth boundary. In [3] this result was extended to cover
reversible Finsler metrics that satisfy a convex foliation condition.

Up to our best knowledge, Theorem 15 of this paper is novel in the two dimen-
sional case. As in [11], our proof is based on a reduction step (Proposition 14) to the
travel time data. Due to simplicity, we can provide a new proof for the reduction.
This and our Proposition 8 yield a novel streamlined proof for the uniqueness of
the broken scattering relations for simple metrics of all dimensions.

1.4. Outline of the paper. In Sections 2, 3 and 4 of this paper, we consider
the travel time data, travel time difference data, and broken scattering relations,
respectively. In Section 5 we consider a diffeomorphism invariant travel time and
travel time difference data and provide a stability result for them.
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TRAVEL TIME INVERSE PROBLEMS ON SIMPLE MANIFOLDS 5

2. Uniquenss and Stability of the Travel Time Data

We recall that every simple Riemannian manifold is diffeomorphic to the closed
unit ball Dn of Rn. Thus, from here onwards we study simple metrics on Dn.

Proposition 6. Let g be a simple Riemannian metric on Dn. The travel time map
R, given by formula (1.1), is a metric isometry.

Proof. By triangle inequality the map R is easily seen to be 1-Lipschitz. To prove
the reverse estimate, let x, y ∈ Dn. Since g is simple, there exists a unique distance
minimizing geodesic γ connecting the points x and y to some boundary point z ∈
Sn−1.

Since γ exits Dn at z, and all three points x, y, z are on the same distance
minimizing curve γ, we have

|rx(z) − ry(z)| = |d(x, z) − d(y, z)| = d(x, y).

Thus we have verified the equality

‖R(x) − R(y)‖∞ = d(x, y) for all x, y ∈ Dn.

The proof is complete. !
Since Dn is compact, the previous proposition yields that R(Dn) is a compact

subset of the Banach space (C(Sn−1), ‖ · ‖∞). In order to compare two such image
sets, we next define a notion of distance between them.

Definition 7. We set the distance of travel time data of two simple Riemannian
metrics g1 and g2 on Dn to be

dC(Sn−1)
H (R1(Dn), R2(Dn)) ≥ 0,

where dC(Sn−1)
H is the Hausdorff distance of C(Sn−1) and the travel time maps Ri

are as in formula (1.1).
Moreover, we say that the travel time data of the simple Riemannian metrics g1

and g2 on Dn coincide if

dC(Sn−1)
H (R1(Dn), R2(Dn)) = 0.

If Φ : Dn → Dn is a diffeomorphism whose restriction on Sn−1 is the identity
map and g1 is any simple metric of Dn, then the pullback metric g2 := Φ∗g1 is a
simple metric on Dn isometric to g1. Thus the equality

d2(p, z) = d1(Φ(p),Φ(z)) = d1(Φ(p), z)

(valid for all p ∈ Dn and z ∈ Sn−1) yields the equations R2(Dn) = R1(Dn) and

dC(Sn−1)
H (R1(Dn), R2(Dn)) = 0.

In other words, the travel time data is invariant under boundary fixing diffeo-
morphisms. This is the natural gauge of the problem of determining the metric
from its travel time data. In the following proposition we confirm that this is the
only obstruction.

Proposition 8. If the travel time data of simple Riemannian metrics g1 and g2

on Dn coincide, then the map

R−1
2 ◦ R1 : (Dn, g1) → (Dn, g2)

is a Riemannian isometry whose boundary restriction is the identity map.
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Proof. Due to Definition 7 we have

(2.1) R2(Dn) = R1(Dn).

Then by Proposition 6, the map

Ψ := R−1
2 ◦ R1 : (Dn, d1) → (Dn, d2)

is a well defined bijective metric isometry. Thus by the Myers–Steenrod theorem,
the map Ψ is a smooth Riemannian isometry.

We get from equation (2.1) that for every z ∈ Sn−1 we have

d2(Ψ(z), z) = d1(z, z) = 0,

which ensures that Ψ is the identity at the boundary. !

To measure how close two compact metric spaces X and Y are to each other, we
use the Gromov–Hausdorff distance

dGH(X, Y ) := inf{dZ
H(f(X), g(Y ));

Z is a metric space,

f : X → Z and g : Y → Z

are isometric embeddings}.

(2.2)

This distance is zero if and only if the metric spaces X and Y are isometric (see [5]).
We are ready to formulate and prove our first main result:

Theorem 9 (Stability of the travel time data). Let n ≥ 2, and let g1 and g2 be
two simple Riemannian metrics of Dn. Then

(2.3) dGH((Dn, g1), (Dn, g2)) ≤ dC(Sn−1)
H (R1(Dn), R2(Dn)).

In particular, if the travel time data for two metrics coincide, then they agree up to
a boundary fixing isometry.

Proof. Inequality (2.3) follows from Proposition 6 and the definition of Gromov–
Hausdorff distance. !

3. Uniqueness and Stability of the Travel Time Difference Data

Proposition 10. If g is a simple metric on Dn, then its travel time difference
map D, given in Definition 3, is a metric isometry.

Proof. First we observe that by triangle inequality the map D is 1-Lipschitz. For
the reverse estimate, let x, y ∈ Dn. Since g is a simple metric, there exists a unique
globally distance minimizing geodesic γ that goes through x and y, having some
endpoints z, w ∈ Sn−1. Since all four points x, y, z, w are on the same distance
minimizing curve, we have

|(D(x) − D(y))(z, w)| =
1

2
|d(x, z) − d(y, z) + d(y, w) − d(x, w)| = d(x, y).

Thus the map D is a metric isometry as claimed. !

Definition 11. We set the distance of the travel time difference data of two simple
Riemannian metrics g1 and g2 on Dn to be

dC(Sn−1×Sn−1)
H (D1(Dn), D2(Dn)) ≥ 0,
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TRAVEL TIME INVERSE PROBLEMS ON SIMPLE MANIFOLDS 7

where dC(Sn−1×Sn−1)
H is the Hausdorff distance of the Banach space (C(Sn−1 ×

Sn−1), ‖ · ‖∞) and the travel time difference maps Di are as in Definition 3.
Moreover, we say that the travel time difference data of the simple Riemannian

metrics g1 and g2 on Dn coincide if

dC(Sn−1)
H (D1(Dn), D2(Dn)) = 0.

Clearly the travel time difference data is invariant under boundary fixing diffeo-
morphisms. In the following proposition we show that this is the only obstruction
of determining the metric from its travel time difference data.

Proposition 12. If the travel time difference data of simple Riemannian metrics
g1 and g2 on Dn coincide, then the map

D−1
2 ◦ D1 : (Dn, g1) → (Dn, g2)

is a Riemannian isometry whose boundary restriction is the identity map.

Proof. By Definition 11 we have

(3.1) D1(Dn) = D2(Dn)

as subsets of the Banach space C(Sn−1 × Sn−1). Therefore, Proposition 10 implies
that the map

Θ := D−1
2 ◦ D1 : (Dn, d1) → (Dn, d2)

is a well defined bijective metric isometry. By the Myers–Steenrod theorem, the
map Θ is a smooth Riemannian isometry.

For every z ∈ Sn−1, equation (3.1) yields

d2(Θ(z), z) = d2(Θ(z), z)− d2(Θ(z),Θ(z)) = d1(z, z)− d1(z,Θ(z)) = −d1(Θ(z), z),

and so Θ is the identity on the boundary as claimed. !

Our second main result is as follows.

Theorem 13 (Stability of the travel time difference data). Let n ≥ 2, and let g1

and g2 be two simple Riemannian metrics of Dn. Then

(3.2) dGH((Dn, g1), (Dn, g2)) ≤ dC(Sn−1×Sn−1)
H (D1(Dn), D2(Dn)).

In particular, if the travel time difference data for two metrics coincide, then they
agree up to a boundary fixing isometry.

Proof. Inequality (3.2) follows from Proposition 10 and the definition of Gromov–
Hausdorff distance. !

4. Uniqueness of the Broken Scattering Relations

Suppose that g1 is a simple metric on Dn and g2 is the pullback metric of g1

under some boundary fixing diffeomorphism Φ of Dn. Then the first fundamental
forms of these metrics on Sn−1 are the same. The broken scattering relations of
these metrics also coincide.

In this section we show that two simple metrics of Dn whose first fundamental
forms on Sn−1 and broken scattering relations coincide, agree up to a diffeomor-
phism fixing Sn−1. This is obtained via the following reduction step to the travel
time data.
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Proposition 14. Let g1 and g2 be two simple Riemannian metrics on Dn whose
first fundamental forms agree on Sn−1. If the broken scattering relations of these
metric coincide, then their travel time data also agree.

Proposition 14 will be proved at the end of this section with the help of auxiliary
lemmas. We will first present and prove our third main result.

Theorem 15 (Uniqueness of the broken scattering relations). Let n ≥ 2, and
let g1 and g2 be two simple Riemannian metrics of Dn whose first fundamental
forms on Sn−1 agree. If the broken scattering relations of these metric coincide,
then there exists a smooth Riemannian isometry Ψ : (Dn, g1) → (Dn, g2) whose
boundary restriction Ψ : Sn−1 → Sn−1 is the identity map.

Proof. By Proposition 14 the travel time data of the metrics g1 and g2 coincide,
and we can choose the Riemannian isometry Ψ as in Proposition 8. !

The exit time function τexit : SDn → [0,∞] of (Dn, g) is defined so that the
maximal domain of definition for the geodesic with initial conditions η ∈ SDn is
[−τexit(−η), τexit(η)]. If g is a simple metric, the exit time is always finite and
continuous in η ∈ SDn (see e.g. [3, Lemma 13]). Moreover, the boundary point
γv(τexit(η)) is the first point where the geodesic γv hits the boundary.

Lemma 16. Let g be a simple Riemannian metric of Dn. Let v1, v2 ∈ ∂inSDn be
such that the geodesics γv1 and γv2 do not have exactly the same endpoints on the
boundary. There exists v3 ∈ ∂inSDn such that γv3 intersects γv1 but not γv2 .

Proof. Let z ∈ Sn−1 be and endpoint of γv1 that is not an endpoint of γv2 . Therefore
short geodesics with both endpoints sufficiently close to z will not meet γv2 . (These
geodesics can be thought of as being almost tangent to the boundary.) By strict
convexity of the boundary at z such geodesics exist, and some of them meet γv1 .
We simply let v3 to be the initial data of one of these geodesics. !

Remark 17. Lemma 16 may fail if the boundary is not strictly convex. On the
closed hemisphere of S2 every pair of geodesics intersects each other. This follows
easily from geodesics being great circles, i.e., intersections of the sphere and a plane
through the origin. The claim of the lemma is, however, true for hemispheres of
higher dimension.

Lemma 18. Let g be a simple Riemannian metric on Dn. Let v1, v2 ∈ ∂inSDn.
The following two statements are equivalent:

(1) We have V (v1) = V (v2), where

(4.1) V (vi) := {w ∈ BSn−1 : there is T > 0 for which Nin(vi)BT w}.

(2) Either v1 = v2 or v2 = −φτexit(v1)(v1).

Proof. Clearly (2) implies (1), and it suffices to prove the implication from (1) to (2).
Suppose, towards contradiction, that condition (2) is not true, so that the traces of
geodesics γv1 and γv2 are not the same. Since g is simple, these geodesics cannot
have the same endpoints. Whence, by Lemma 16, there exists v3 ∈ ∂inSDn such
that γv3 intersects γv1 but does not intersect γv2 . This contradicts condition (1). !

The broken scattering relations a priori record the information whether two
geodesics, starting at the boundary, intersect. Next we show that in the case of
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TRAVEL TIME INVERSE PROBLEMS ON SIMPLE MANIFOLDS 9

simple metrics, more geometric information can be easily extracted from the broken
scattering relations.

For us the scattering relation is the map ∂inSDn - η .→ −φτexit(η)(η) ∈ ∂inSDn.
The negative sign makes the relation map inward pointing vectors to inward point-
ing vectors. In the subsequent lemma, we show that the broken scattering relations
determine the exit time function and the scattering relation on ∂inSDn.

Lemma 19. Let g be a simple Riemannian metric of Dn. The broken scattering
relations determine the scattering relation and exit time function on ∂inSDn.

Proof. First we observe that the broken scattering relations determine the exit time
function via the equation

τexit(v) =
1

2
sup{T > 0 : (Ninv)BT (Ninv)}, for any v ∈ ∂inSDn

.

Then we use these relations to find the set V (v), as in equation (4.1), for every
v ∈ ∂inSDn. Let v1, v2 ∈ ∂inSDn. Then by Lemma 18 we have V (v1) = V (v2) if
and only if v2 = v1 or v2 = −φτexit(v1)(v1). Thus, the broken scattering relations
determine the scattering relation. !

Remark 20. After we have recovered the scattering relation and the exit time func-
tion on ∂inSDn, together known as the lens relation, we could reduce the proof
of Theorem 15 to the classical boundary rigidity problem, which has been solved
on simple 2-manifolds [16] and for generic simple metrics in dimensions three and
higher [17]. As the broken scattering relations carry more information than the lens
relation, we can provide an easier proof for Theorem 15 via Proposition 14.

Lemma 21. Let g be a simple Riemannian metric on Dn. Let v1, v2 ∈ BSn−1.
Suppose that there exist a number T > 0 such that v1BT v2. Then the broken scat-
tering relations determine the travel times t1, t2 > 0 that satisfy the equations

T = t1 + t2, and γN−1
in (v1)

(t1) = γN−1
in (v2)

(t2).

Proof. Since g is simple, each pair of distinct geodesics can intersect at most once,
and for any two distinct v, w ∈ BSn−1 the sets

T (v, w) := {T > 0; vBT w}

are either empty or singleton sets. Thus the function T : BSn−1×BSn−1 → R∪{∞}
defined by

T (v, w) =






T (v, w), v 0= w, T (v, w) 0= ∅
∞, v 0= w, T (v, w) = ∅
τexit(N

−1
in (v)), v = w,

can be found by using the broken scattering relations. In particular T = T (v1, v2).
As the broken scattering relations determine the scattering relation, we know the di-
rections ηi = Nin(−φτexit(N

−1
in vi)

(N−1
in vi)) ∈ BSn−1. Thus, there are some numbers

t1, t2, s1, s2 ≥ 0 that satisfy the equations

γN−1
in (v1)

(t1) = γN−1
in (v2)(t2) = γN−1

in (η1)
(s1) = γN−1

in (η2)
(s2),

t1 + t2 = T (v1, v2), t1 + s1 = T (v1, η1),

t2 + s2 = T (v2, η2), t1 + s2 = T (v1, η2).
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Since the linear system has a unique solution we obtain

t1 =
1

2
(T (v1, v2) − T (v2, η2) + T (v1, η2)) and

t2 = T (v1, v2) − t1.

This completes the proof. !
We are ready to prove Proposition 14.

Proof of Proposition 14. First we assume that g is a simple metric on Dn. Recall
that ν is the inward pointing unit normal vector field on Sn−1 with respect to this
metric. We define the set

D := {(s0, z0) ∈ R × Sn−1 : s0 ∈ [0, τexit(ν(z0))]},

and the map

(4.2) E : D → Dn, E(s0, z0) = expz0
(s0ν(z0)).

Let (z0, s0) ∈ D. We define the set V (ν(z0)) as in equation (4.1). Since for each
v ∈ V (ν(z0)) there exists a unique T > 0 that satisfies the relation Nin(ν(z0))BT v,
we can apply Lemma 21 to find two functions tz0 , sz0 : V (ν(z0)) → R that satisfy
the equation γν(z0)(sz0(v)) = γv(tz0(v)) for every v ∈ V (ν(z0)). Then we study the
subset

V (s0, z0) = {v ∈ V (ν(z0)) : sz0(v) = s0},

and note that by simplicity this set is an embedded submanifold of BSn−1, and
the restriction of the canonical projection π : BSn−1 → Sn−1 on V (s0, z0) is a
diffeomorphism onto Sn−1. Moreover, we have

tz0(π|−1
V (s0,z0)(q)) = d(E(s0, z0), q) for every q ∈ Sn−1.

Since (s0, z0) ∈ D was arbitrary and the map E is onto, we have

{tz0 ◦ π|−1
V (s0,z0) : Sn−1 → R : (z0, s0) ∈ D} = R(Dn).

Let the metrics g1 and g2 be as in the assumption of this theorem. Since the first
fundamental forms of these metric agree on Sn−1, they have the same unit normal
vector fields on Sn−1. Since the broken scattering relations of these metrics also
coincide, all the objects constructed in this and the preceding proofs are the same
for both of these metrics. Therefore the travel time data of these metrics coincide.
The proof is complete. !

5. Diffeomorphism Invariant Data

If Φ : Dn → Dn is a diffeomorphism that does not need to be an identity on the
boundary Sn−1, and g1 is a simple metric on Dn, then the simple pullback metric
g2 := Φ∗g1 satisfies the equation

d2(p, q) = d1(Φ(p),Φ(q))

for all p, q ∈ Dn. However, the equation R1(Dn) = R2(Dn) does not need to be
true and in general the travel time data of Definition 1 is not fully diffeomorphism
invariant.

For instance, set z = (1, 0) and let Φ be a diffeomorphism of D2 for which
Ψ(−z) 0= −Ψ(z). Let g1 be the Euclidean metric and g2 = Ψ∗g1. There are many
such q ∈ D2 that the travel time function d1(q, ·)|S has its extreme values at ±z,
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but only one p ∈ D2 (namely, p = Φ−1(0)), for which ±z are both extreme points
of d2(p, ·)|S. Therefore R1(Dn) 0= R2(Dn).

If we set a diffeomorphism ψ : Sn−1 → Sn−1 to be the restriction of Φ−1 on Sn−1,
we obtain

R1(Dn) = {d2(q,ψ(·)) : Sn−1 → R| q ∈ Dn} =: R2,ψ(Dn)

and

D1(Dn) = {d2(q,ψ(·)) − d2(q,ψ(·)) : Sn−1 × Sn−1 → R| q ∈ Dn} =: D2,ψ(Dn).

These suggest the following diffeomorphism invariant definitions for the differ-
ence of the travel time and of the travel time difference data.

Definition 22. Let g1 and g2 be two simple Riemannian metrics on Dn. We set
the distance of their travel time data to be the number

R(g1, g2) := inf
ψ

{dC(Sn−1)
H (R1(Dn), R2,ψ(Dn))| ψ is a diffeomorphism of Sn−1}.

The distance of the travel time difference data of the metrics g1 and g2 is

D(g1, g2) := inf
ψ

{dC(Sn−1)
H (D1(Dn), D2,ψ(Dn))| ψ is a diffeomorphism of Sn−1}.

The last theorem of this paper is a diffeomorphism invariant version of Theo-
rems 9 and 13.

Theorem 23 (Stability of the diffeomorphism invariant data). Let n ≥ 2, and
let g1 and g2 be two simple Riemannian metrics of Dn. Then

dGH((Dn, g1), (Dn, g2)) ≤ R(g1, g2) and

dGH((Dn, g1), (Dn, g2)) ≤ D(g1, g2).
(5.1)

In particular, R(g1, g2) = 0 or D(g1, g2) = 0 if and only if the metrics g1 and g2

are isometric.

Proof. We only provide the proof for the travel time data since the proof for the
travel time difference data is analogous. For every ε > 0 there exists a diffeomor-
phism ψ : Sn−1 → Sn−1 satisfying the inequality

dC(Sn−1)
H (R1(Dn), R2,ψ(Dn)) < R(g1, g2) + ε.

If we define a map Ψ : C(Sn−1) → C(Sn−1) by the formula Ψ(f) = f ◦ ψ, then
Proposition 6 yields that the maps

R1 : (Dn, d1) → (C(Sn−1), ‖ · ‖∞) and

Ψ ◦ R2 : (Dn, d2) → (C(Sn−1), ‖ · ‖∞)

are metric isometries whose image sets are R1(Dn) and R2,ψ(Dn), respectively.
Since ε > 0 can be chosen arbitrarily, the definition of Gromov–Hausdorff distance
gives the inequality (5.1).

If R(g1, g2) = 0, then by the inequality (5.1) the metric spaces (Dn, d1) and
(Dn, d2) are isometric. Whence, the last claim follows from the Myers–Steenrod
theorem. !
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2007. Based on the 1981 French original; With appendices by M. Katz, P. Pansu and S.
Semmes; Translated from the French by Sean Michael Bates. MR2307192

[6] Sergei Ivanov, Distance difference representations of Riemannian manifolds, Geom. Dedicata
207 (2020), 167–192, DOI 10.1007/s10711-019-00491-9. MR4117565

[7] S. V. Ivanov, Difference-distance functions on nonconvex boundaries of Riemannian man-
ifolds (Russian, with Russian summary), Algebra i Analiz 33 (2021), no. 1, 81–92, DOI
10.1090/spmj/1689; English transl., St. Petersburg Math. J. 33 (2022), no. 1, 57–64.
MR4219505

[8] Alexander Katchalov, Yaroslav Kurylev, and Matti Lassas, Inverse boundary spectral prob-
lems, Chapman & Hall/CRC Monographs and Surveys in Pure and Applied Mathemat-
ics, vol. 123, Chapman & Hall/CRC, Boca Raton, FL, 2001, DOI 10.1201/9781420036220.
MR1889089

[9] Atsushi Katsuda, Yaroslav Kurylev, and Matti Lassas, Stability of boundary distance rep-
resentation and reconstruction of Riemannian manifolds, Inverse Probl. Imaging 1 (2007),
no. 1, 135–157, DOI 10.3934/ipi.2007.1.135. MR2262750

[10] Ya. Kurylev, A multidimensional Gelfand-Levitan inverse boundary problem, Differential
equations and mathematical physics (Birmingham, AL, 1994), Int. Press, Boston, MA, 1995,
pp. 117–131. MR1703577

[11] Yaroslav Kurylev, Matti Lassas, and Gunther Uhlmann, Rigidity of broken geodesic flow
and inverse problems, Amer. J. Math. 132 (2010), no. 2, 529–562, DOI 10.1353/ajm.0.0103.
MR2654781

[12] Matti Lassas and Teemu Saksala, Determination of a Riemannian manifold from
the distance difference functions, Asian J. Math. 23 (2019), no. 2, 173–199, DOI
10.4310/AJM.2019.v23.n2.a1. MR3978249

[13] S. B. Myers and N. E. Steenrod, The group of isometries of a Riemannian manifold, Ann.
of Math. (2) 40 (1939), no. 2, 400–416, DOI 10.2307/1968928. MR1503467

[14] Richard S. Palais, On the differentiability of isometries, Proc. Amer. Math. Soc. 8 (1957),
805–807, DOI 10.2307/2033302. MR88000

[15] Ella Pavlechko and Teemu Saksala, Uniqueness of the partial travel time representation of
a compact Riemannian manifold with strictly convex boundary, Inverse Probl. Imaging 16
(2022), no. 5, 1325–1357, DOI 10.3934/ipi.2022028. MR4475854

[16] Leonid Pestov and Gunther Uhlmann, Two dimensional compact simple Riemannian man-
ifolds are boundary distance rigid, Ann. of Math. (2) 161 (2005), no. 2, 1093–1110, DOI
10.4007/annals.2005.161.1093. MR2153407

[17] Plamen Stefanov and Gunther Uhlmann, Boundary rigidity and stability for generic simple
metrics, J. Amer. Math. Soc. 18 (2005), no. 4, 975–1003, DOI 10.1090/S0894-0347-05-00494-
7. MR2163868

Licensed to North Carolina St Univ. Prepared on Fri Jun 30 12:45:58 EDT 2023 for download from IP 152.14.136.32.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use

https://arxiv.org/abs/1901.03902
https://arxiv.org/abs/2102.11799
https://mathscinet.ams.org/mathscinet-getitem?mr=4384035
https://mathscinet.ams.org/mathscinet-getitem?mr=4015439
https://mathscinet.ams.org/mathscinet-getitem?mr=2307192
https://mathscinet.ams.org/mathscinet-getitem?mr=4117565
https://mathscinet.ams.org/mathscinet-getitem?mr=4219505
https://mathscinet.ams.org/mathscinet-getitem?mr=1889089
https://mathscinet.ams.org/mathscinet-getitem?mr=2262750
https://mathscinet.ams.org/mathscinet-getitem?mr=1703577
https://mathscinet.ams.org/mathscinet-getitem?mr=2654781
https://mathscinet.ams.org/mathscinet-getitem?mr=3978249
https://mathscinet.ams.org/mathscinet-getitem?mr=1503467
https://mathscinet.ams.org/mathscinet-getitem?mr=88000
https://mathscinet.ams.org/mathscinet-getitem?mr=4475854
https://mathscinet.ams.org/mathscinet-getitem?mr=2153407
https://mathscinet.ams.org/mathscinet-getitem?mr=2163868


TRAVEL TIME INVERSE PROBLEMS ON SIMPLE MANIFOLDS 13

Department of Mathematics and Statistics, University of Jyväskylä, Jyväskylä, FI-
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