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The threat of cyberattacks on smart manufacturing systems has been rapidly growing with the potential for a
multitude of different attack types, varying from traditional espionage to sabotaging physical assets and prod-
ucts. A thorough and systematic understanding of the different elements of cyberattacks, from motivation to
potential consequences and respective countermeasures, is a crucial stepping-stone towards proactive manage-
ment of manufacturing cybersecurity risks. This understanding is essential for developing the necessary tools to
identify, prevent, detect, diagnose, and mitigate cyberattacks. In response, several attack taxonomies have been
proposed in the literature as methods for recognizing and categorizing various attributes of cyberattacks,
including potential attack vectors/methods, targets/locations, and consequences. However, those taxonomies
only cover selected attack attributes depending on the research focus, sometimes accompanied by inconsistent
naming and definitions. These seemingly different taxonomies often overlap and can complement each other to
create a comprehensive knowledge base of cyberattack attributes that is currently missing in the literature.
Additionally, there is a missing link from creating structured knowledge by using a taxonomy to applying this
structure for cybersecurity tools development and aiding practitioners in using it. To tackle these challenges,
first, this article reviews and analyzes current taxonomical classifications of manufacturing cybersecurity threat
attributes and countermeasures, as well as the proliferation of the scope and coverage in current taxonomies. As a
result, these taxonomies are compiled into a more comprehensive and consistent meta-taxonomy for the smart
manufacturing space. The resulting meta-taxonomy provides a holistic analysis of current taxonomies and in-
tegrates them into a unified structure. Based on this structure, this paper identifies gaps in current attack tax-
onomies and provides directions for future improvements. Finally, the paper introduces potential use cases for
attack taxonomies in smart manufacturing systems for assessing security threats and their associated risks,
devising risk mitigation strategies, and informing the application of cybersecurity frameworks.

1. Introduction abundance of legacy systems run by outdated software, which is not
supported by the providers anymore, and the open-by-design commu-

The convergence of Information Technology (IT) and Operational nication protocols to accommodate the heterogeneity of manufacturing

Technology (OT) has transformed once isolated manufacturing systems
into data-driven and interconnected smart manufacturing systems.
Integrating emerging digital technologies with physical manufacturing
processes has created unprecedented opportunities for production
automation, real-time data-driven operations, adaptive decision-making
and control, and enhanced system visibility [1,2]. However,
manufacturing operations are now subject to the same or even more
significant cyber threats compared to only IT systems. This is due to the
interdependence between cyber and physical assets of the system, the
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assets. Additionally, higher production uncertainty and large data vol-
umes arising from higher product mixes, potential insider threats,
complex global supply chains, and unique attack impacts make generic
cyber-physical system security methods and guidelines ineffective for
smart manufacturing system security. Those factors also make
manufacturing organizations lack the visibility required for effective
threat detection and response — specifically for OT assets. Previously
isolated OT devices — neither designed with cybersecurity in mind nor
required before — are now cyber-accessible and have become part of the
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growing and diverse attack surface.

Increased accessibility, along with the existing and emerging vul-
nerabilities in industrial control systems and digital manufacturing
technologies, are escalating the risk and impact of cyberattacks on
manufacturing [3,4]. This is evident in several recent market analysis
surveys and reports by cybersecurity solutions providers. For example,
as shown in Fig. 1, IBM Security reported that the ever-increasing
cybersecurity threat to the critical manufacturing industry is now at
an all-time high, and manufacturing became the top-attacked industry in
2021 after encountering 23.2% of all cyberattacks [5]. In 2022, the
manufacturing industry experienced 72% of all ransomware attacks,
when 437 manufacturing entities across 104 manufacturing subsectors
(e.g., metal products, automotive, semiconductors, and machinery)
were targeted [6]. Moreover, small and medium enterprises, with little
to no cybersecurity awareness and limited resources, are attractive
targets for cybercriminals. This can have severe impacts on the economy
knowing that 60% of small enterprises suffering a data breach close their
businesses within six months [7]. Acknowledging this growing risk and
the significant need to address manufacturing-specific cyberattacks, the
US Department of Homeland Security (DHS) designated the critical
manufacturing sector in 2016 as one of sixteen critical infrastructures
that “are so vital to the United States that their incapacity or destruction
would have a debilitating impact on security, national economic secu-
rity, national public health or safety, or any combination thereof” [8].
Different government agencies and organizations worldwide (e.g., the
European Union, the United Kingdom, and Canada) also acknowledge
that adversaries are increasingly targeting manufacturing and industrial
processes, and emphasize developing cross-functional knowledge on IT
and OT security, enhancing cybersecurity in smart manufacturing sys-
tems, incorporating cyber resilience in the product lifecycle, and
fostering security awareness [9-11].

Considering the cyber-physical nature of smart manufacturing sys-
tems, as opposed to traditional IT systems, cyberattacks against
manufacturing be categorized by the targeted/influenced domain and
the domain that is affected/victimized, resulting in four attack classes:
Cyber-to-Cyber (C2C), Physical-to-Physical (P2P), Cyber-to-Physical
(C2P), and Physical-to-Cyber (P2C) [16]. Cyberattacks on
manufacturing systems can also be a combination of these classes. For
example, a C2C attack can be executed to access the G-code file,’

Attacks encountered (%)

2016 2017 2018 2019 2020 2021

Year

Fig. 1. Percentage of cyberattacks encountered by the manufacturing industry
according to the IBM Security X-Force Threat Intelligence Index, ranks among
the top ten attacked industries are shown in parentheses [5,12-15].

1 Adversaries can use malware and phishing attacks to steal login credentials
(cyber-domain is the target of the C2C attack) from employees and leverage the
stolen credentials for accessing digital files such as G-codes in a cloud storage
(cyber-domain is the victim of the C2C attack) [18,21,57,58].
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followed by a C2P attack altering critical process parameters (such as
nozzle movement or extrusion rate) in this file (cyber-domain is the
target of the C2P attack) to alter with the part geometry (phys-
ical-domain is the victim of the C2P attack). Several national institutes
and organizations, such as the US Cybersecurity Manufacturing Inno-
vation Institute (CyManll), project that manufacturing cyberattacks will
concentrate more on advanced persistent threats or sabotage, rather
than solely traditional cyber espionage such as intellectual property
theft or ransomware, aiming to disrupt critical manufacturing ecosys-
tems [17]. Those attacks can target/victimize the manufacturing phys-
ical domain, including the manufactured products [3,4,18-21], the
manufacturing equipment [22-24], and/or the integrated
manufacturing ecosystem and sub-systems [25-28]. Multiple academic
studies have already demonstrated product-oriented attacks, such as the
insertion of voids in a component in stress concentration areas in ad-
ditive manufacturing or slightly altering the part’s geometric integrity,
which can result in a significant loss of the part’s strength and functional
performance [18,19]. An example of a cyberattack targeting
manufacturing equipment was on the powder delivery system for
sabotaging a Powder Bed Fusion (PBF) additive manufacturing process
[22]. Another real-world example of an attack on manufacturing
equipment was when adversaries struck a German steel mill, which
caused physical components failures in a blast furnace, resulting in
massive system damage [23]. Finally, several attacks on manufacturing
ecosystems and sub-systems happened in recent years. For example, in
2022, one of Toyota’s plastic parts and electronic component suppliers
was targeted by a cyberattack, leading to suspended operations in
Toyota’s twenty-eight production lines across fourteen plants in Japan
and halting one-third of its global production for more than a day [27].

To address the growing manufacturing cyberattack threat and its
devastating impacts, manufacturing stakeholders must rethink their
threat landscape and adopt a proactive cybersecurity risk management
approach to secure critical smart manufacturing systems. Such approach
should prioritize cybersecurity control, develop controls for system
resilience, and optimize security investment [29]. The first objective in
pursuit of proactive risk management encompasses understanding,
identifying, and assessing threat actors; methods, locations, and conse-
quences of potential cyberattacks; and available defense measures in
manufacturing systems. Taxonomies can help achieve this objective by
offering a consistent and structured classification scheme to systemati-
cally characterize and categorize these different attributes of cyber-
attacks. Recognizing the value of taxonomies, the manufacturing
research community has proposed several taxonomies providing tax-
onomical classifications of the attributes and countermeasures of
manufacturing-specific cyberattacks. Several research articles also pro-
posed classifications of specific attributes of attacks in their works which
can be considered taxonomical in nature. However, the proposed tax-
onomies vary due to differences in the scope (e.g., covered attack at-
tributes), level of detail, and organizing principles [30]. As different
taxonomies often complement each other, a holistic analysis of the
existing taxonomies and their integration under a unified structure en-
ables identifying new research opportunities for characterizing and
addressing cybersecurity issues in manufacturing. Such a comprehen-
sive overview of research efforts related to manufacturing cyberattack
taxonomies is currently missing. Additionally, while cyberattack tax-
onomies are valuable in enabling a comprehensive and consistent un-
derstanding of cyberattacks, it is not always clear whether and how such
taxonomies’ enabled understanding can be leveraged to aid the devel-
opment of different cybersecurity tools in applications such as risk
assessment and mitigation and the implications of this to practitioners.

In response to these two gaps, this work presents the first review of
manufacturing-specific attack taxonomies and synthesize them to create
a meta-taxonomy of manufacturing cybersecurity threat attributes and
countermeasures, followed by introducing potential use cases of
manufacturing cyberattack taxonomies. First, in Section 2, current
manufacturing cyberattack taxonomies are reviewed — showing how the
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scope and coverage of the taxonomical classifications evolved — and
compiled into a meta-taxonomy to offer a unified and consistent picture
of different attack attributes. Second, missing attack attributes to realize
the complete attack chain and potential extensions of existing taxon-
omies are pointed out in Section 3. Third, Section 4 provides insights
into the value attack taxonomies can offer in assessing cybersecurity
threats, as well as their associated manufacturing risks, illustrating how
taxonomies can be utilized for risk identification, modeling, and miti-
gation. Section 4 also discusses the potential use of taxonomies in
practice through underlining connections to cybersecurity frameworks,
such as the National Institute of Standards and Technology (NIST)
framework, highlighting the impact on practitioners and industry.
Finally, Section 5 draws the paper to its conclusion.

2. Meta-taxonomy for cyberattacks in manufacturing

This section reviews existing manufacturing attack taxonomies and
compiles them to create a meta-taxonomy, offering a holistic analysis of
the existing taxonomies and integrating them into a unified structure.
Previous attack taxonomies to analyze computer and network security-
related incidents cannot solely offer a comprehensive grasp of the di-
versity of possible attacks on cyber-physical systems. Therefore, cyber-
physical cross-domain attacks are generally less understood than those
in the IT domain [18]. Hence, various research efforts have emphasized
developing a common language for understanding potential attacks and
defenses specific to manufacturing systems and proposed different tax-
onomies focusing on 1) attack methods, 2) attack locations, 3) attack
consequences, and 4) potential countermeasures. Table 1 presents a
brief overview of those taxonomies, summarizing the significant
contribution(s) and the progression in the scope and coverage. Some
taxonomies provided extensive detail on specific attack attributes, while
others overlapped in the proposed classifications. The current taxon-
omies also may seem different for using inconsistent terminologies and
classifications. However, regardless of the differences in scope and
classification basis, these taxonomies complement each other in
depicting the cyberattack threat landscape. Hence, a comprehensive
review of existing taxonomies and their incorporation into a uniform
structure assists in characterizing cyberattacks and tackling cyberse-
curity challenges in manufacturing.

This paper is the first to compile a meta-taxonomy by reviewing,
analyzing, and consolidating the current scattered knowledge estab-
lished by existing attack taxonomies. More specifically, this paper as-
sembles different categories and respective individual elements of attack
methods, locations, consequences, and countermeasures presented in
current taxonomies into a unified structure. This unified structure is
presented in the following subsections, where it groups the main attack
attribute classifications proposed in existing taxonomies and provides a
brief overview of the attack chain. Section 2.1 summarizes the classifi-
cations of attack methods and locations, the two most common di-
mensions covered in different taxonomies. Section 2.2 and Section 2.3
combine categories of attack consequences and potential countermea-
sures, respectively, which are needed to inform work on attack pre-
vention, detection, and mitigation.

2.1. Taxonomical classifications for attack methods and attack locations

Similar to the Common Attack Pattern Enumeration and Classifica-
tion (CAPEG?) repository [39], a community resource for identifying
and understanding attacks, most manufacturing attack taxonomies focus
on attack methods and attack locations to distinguish attacks [30-33,36,

2 CAPEC is sponsored by the U.S. Department of Homeland Security (DHS)
Cybersecurity and Infrastructure Security Agency (CISA) and managed by the
Homeland Security Systems Engineering and Development Institute (HSSEDI)
which is operated by The MITRE Corporation (MITRE) [39].
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Table 1
Proliferation in the contributions of manufacturing cyberattack taxonomies®.

References Key Contributions Focus Industry
Wu and Moon Presented physical domain attack Discrete and
[31] vectors and locations for cross- continuous-flow

domain attacks on manufacturing
systems; illustrated prospective
physical consequences of the
attacks.

Described potential cyberattacks on
IoT-based manufacturing systems;
explained cyber-domain
vulnerabilities that adversaries can
exploit; categorized attack impacts
based on confidentiality,
availability, and integrity.

manufacturing

Pan et al. [32] Discrete manufacturing

Wu and Moon Introduced the human element asan  Discrete and
[33] attack target and illustrated the continuous-flow
associated risks; discussed manufacturing
environmental and operational
damages from cyberattacks on
manufacturing.
Tuptuk and Presented manufacturing-specific Discrete manufacturing
Hailes [34] attack types (such as physical

tampering); introduced an
adversarial model; categorized
potential adversaries; discussed the
attack lifecycle.

Briefly reviewed different
cybersecurity attributes in digital
manufacturing, from threat and
vulnerability identification to risk
assessment; categorized potential
countermeasures to detect,
counteract, and minimize security
risks.

Provided an in-depth discussion on
additive manufacturing-specific
security threats and prospective
attack methods; showed the
correlation among attack methods
and attack targets; introduced
security threats arising from the
material supply chain.

Expanded the manufacturing
cyberattack surface to quality
inspection tools; demonstrated the
relationships between
manufacturing and quality control
systems; presented attackers’ view
through four attack design
considerations from the quality
control perspective.

Introduced an attack design scheme
for describing different elements of
cyberattacks on CNC machining
systems; classified attack design
considerations to subvert detection
by traditional quality control tools;
and presented how physical
attributes of parts can be targeted in
product-oriented attacks.

Classified attack targets into design
and manufacturing phases; grouped
potential countermeasures against
the security threat in manufacturing
systems into six categories and
associated them with attack targets.
Utilized NIST’s Cybersecurity
Framework to categorize surveyed
cyberattacks in the manufacturing
sector; attack events were
distinguished based on their
potential impacts on manufacturing
systems.

Wu et al. [35] Discrete manufacturing

Yampolskiy
et al. [30]

Discrete manufacturing
focusing on AM

Elhabashyetal.
[36]

Discrete manufacturing

Shafae et al.
[19]

Discrete manufacturing
focusing on machining

Mahesh et al.
[371]

Discrete manufacturing

Discrete and
continuous-flow
manufacturing

Williams et al.
[38]

@ It is worth noting that this table primarily highlights the key unique
contribution(s) of each work compared to previously published works, and not
necessarily all the contributions of the work.
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37]. Different attack taxonomies interchangeably used attack methods
and attack vectors to define how an adversary can breach the net-
work/system. Similarly, attack locations and attack targets were used e é
synonymously to represent where adversaries can infiltrate the § g g N N N N
manufacturing value chain. While most currently available taxonomies
covered attack methods and locations, the specific categories they
employ vary. We combined the different categories used to date across &
the taxonomies in Table 2 and Table 3, respectively. The contribution of % %
existing taxonomies to this categorization is explained in more detail in E %0 N N
the following subsections.
2.1.1. AM specific classification = :’Ej
Focusing on the application in additive manufacturing, Yampolskiy § “E&
et al. provided taxonomical classifications of attack targets and methods £ S SN S
and showed their correlation [30]. They offered two taxonomies specific
to Additive Manufacturing (AM) processes; one was focused on the theft
of AM technical data, and the other was on the sabotage of AM assets. § g
Attack targets for theft of technical data included part specification, g i =
manufacturing process specification, post-processing specification, and g T 2 > >
indirect manufacturing. Attack methods were categorized as theft of =1
digital files using malware, reverse engineering through eavesdropping 2l
or side-channel analysis,® and AM equipment analysis to extract process Al 8 > > >
specifications. On the other hand, attack targets for AM sabotage were
classified as manufactured parts, AM equipment, and the production &
environment. Attack methods included tampering with 3D part speci- _ 8
fications, attacking the product supply chain, tampering with the AM a § Eo
process via insiders or false data injection, and compromising AM coles >
equipment through hardware or software backdoors. This taxonomy
categorized attack targets and methods at a granular level — especially w0
providing insights into how threat actors can alter different product g g =
features and properties— but only applies to AM processes. The proposed § g :‘E;
classification helps understand how attacks on AM systems can be e B SO SN NS
launched and distinguish various attack methods. % -
2.1.2. Expanded attack surface with quality control systems % g 0:4
The attack surface was further expanded from manufacturing pro- k= 3 E
cesses to quality inspection systems to illustrate attacks aiming to £ £ 8 N SN AN
compromise the quality control tools commonly used in manufacturing E
systems. For example, Elhabashy et al. divided the production system Y .
into two concurrent sub-systems: the manufacturing system and quality i § §
control system, and presented an attack taxonomy to better understand o £%
the relationships among Quality Control (QC) systems, manufacturing § e > >
systems, and cyber-physical attacks [36]. They provided taxonomical % .
classifications of attack methods and attack locations for cyber-physical 5 ks
QC attacks. Attack locations in the inspection system were categorized g E § 3
into two major classes: physical and cyber. Attack methods were clas- 'g SE & S N
sified as altering product design, part quality definitions, and g
manufacturing processes by tampering with digital files, reporting 5 z
falsified data through data injection, and acquiring QC implementation ‘g %
data by stealing information. The proposed taxonomy was developed 8 3
from the attacker’s viewpoint to help manufacturers understand how ES k N N S N
cyber-physical attacks could exploit or misuse QC systems. This is ;E
important to consider moving forward from a cybersecurity perspective £ 5
since QC tools have been an integral part of manufacturing systems and % 75 §
have traditionally been used for detecting out-of-control shifts in prod- = ] 3 S OSS S
ucts and processes. However, current QC tools are not designed to detect S =
maliciously induced shifts or changes by cyberattacks, and today’s QC § £ "
systems can themselves be compromised during attacks. For example, .@ ,”% § g
instead of attacking the product design or production processes, ad- % f‘;} TE“ E N o
versaries can alter the Geometric Dimensioning and Tolerancing E
(GD&T) information in the inspection system, allowing the production é . = _ =
5 S 88 g B, B =
HE 5 %3 fdg23% I
Era— ) ) ) ) ~ BB 5 85 _FEg8v s 8 8 _
Side-channel analysis refers to analyzing process dynamics variables, also 2 | § S E2858F 3 E s 2% G 5
known as process side-channels, such as sound and vibration to reconstruct the % 5 E ElLaEfezzsgEazl
3D object model being manufactured. o
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Table 3

Journal of Manufacturing Systems 68 (2023) 196-208

Examples of attack targets/locations, stated in different taxonomies, categorized by the domain they target/influence.

Taxonomy Cyber domain Physical domain

Operating Network  Cloud Sensor Machines  Product  Personnel  Production Operations Inspection Production
System and storage and process and supply system environment
software actuator chain

Wu and v v v v v v v

Moon [31]

Pan et al. v v v

[32]

Wu and v v v v v v v v

Moon [33]

Wu et al. v v v v v

[35]

Yampolskiy v v v v v

et al. [30]

Shafae et al. v v v v v

[19]

Elhabashy v v v

etal. [36]

Mabhesh et al. v v v v

[37]

of faulty products or discarding conforming products. Hence, consid-
ering the QC system as an avenue to expand the manufacturing system
attack surface underscores the research and development needs to
analyze the vulnerabilities in QC tools, evaluate the effects of attacks on
the QC system, and develop new security-aware QC approaches.

2.1.3. Attack lifecycle and types of attacks

Depending on the attack motivation and targets, a successful attack
may consist of a series of activities from attack launch to execution.
Tuptuk and Hailes (2018) explained the lifecycle of cyberattacks and
categorized the activities needed during successful attack launches into
six phases: 1) initial groundwork for attack design, 2) entry to the tar-
geted system using attack methods, 3) vulnerability exploitation and
attack propagation, 4) data sharing and updating instructions (if
necessary), 5) carry out attack objectives, and 6) operations to evade
detection and extend presence in the system [34]. Acknowledging the
lack of understanding of manufacturing-specific vulnerabilities, which
could inform how manufacturing systems can be attacked, they classi-
fied potential attacks based on their similarity with other networked
systems. They also listed thirteen common attack methods for
manufacturing systems, considering the general cases of past attacks on
other networked systems. Some attacks, such as denial of service attacks,
eavesdropping attacks, man-in-the-middle attacks, social engineering
attacks, and false data injection attacks, can be launched over network
communication systems. Additionally, various malware can be used to
launch attacks on manufacturing systems. In contrast, a physical attack,
i.e., physical tampering (e.g., de-calibrating a sensor for modifying the
input signal), requires access to manufacturing systems equipment,
potentially with the help of insiders. The analysis of the attack lifecycle
presented in this article demonstrates that threat actors can launch
multiple attacks in coordination to achieve their ultimate malicious
goals. For example, they can exploit insiders using social engineering
attacks to acquire the necessary knowledge about system vulnerabilities
and later launch attacks targeting specific vulnerabilities. Thus,
analyzing the attack lifecycle can offer insights into which attack loca-
tions will be targeted in tandem and by deploying which attack methods.
Additionally, the phases of an attack can be factored into designing
detection mechanisms and alert correlation.

2.1.4. Attack design elements classification scheme

Researchers also proposed systematic attack classifications to pro-
actively understand how prospective cyber-physical attacks could be
designed and implemented to evade traditional quality control tech-
niques such as in-situ process monitoring and post-production
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metrology. For example, Shafae et al. (2019) proposed an Attack
Design & Designation System (ADDS) to systematically categorize and
describe the critical elements of potential product-oriented cyberattacks
(i.e., attacks tampering with product quality) on machining systems
[19]. ADDS was developed based on three critical elements for attack
designation: 1) the quality integrity category, which captures the altered
physical attributes of the part by the attack; 2) the attack design con-
siderations, which refers to the system information gathered and
considered by adversaries to minimize the attack detection likelihood;
and 3) the implementation location, i.e., the cyber entity in the
manufacturing value chain where the attack is introduced. These critical
elements were further sub-categorized, and additional details were
provided for defining product-oriented C2P attacks (i.e., attacks aiming
to maliciously alter the geometry of parts in production). The quality
integrity category was decomposed into geometric quality integrity,
surface quality integrity, and material quality integrity. A successful
attack can alter the physical characteristics of a machined part within
one or more of these three quality integrity categories to change its
design intent. The detailed classification of various attack design con-
siderations in ADDS indicates how adversaries might utilize the
knowledge of industrial control systems, quality inspection plans, and
inspection strategies to tamper with the geometric integrity of parts to
evade detection using traditional monitoring techniques. The ADDS
classification helped design six different attack scenarios with varying
quality integrity targets, attack implementation locations, and necessary
design considerations. Studying a variety of attack types with varying
designs can help improve the preparedness for potential attacks.

To illustrate, one attack objective can be to increase/decrease the
diameter of a particular geometrical feature in the CNC turning of a
cylindrical part. This attack on the geometric integrity can be imple-
mented by attacking the machine controller software to shift the
workpiece coordinate system from that set by the machine operator.
With enough knowledge of the quality inspection system, this attack can
evade detection by altering the dimensional characteristics of the part in
the automated inspection software to designate altered parts as
accepted. Additionally, existing in-situ monitoring strategies to detect
conventional causes of variation, such as tool wear and chatter, may not
be directly applicable to this product-oriented attack detection. For
example, varying the dimension of a local geometrical feature may not
significantly alter the features of a measured process variable signal,
such as vibration selected to predict tool wear. Hence, monitoring
techniques not designed with potential malicious geometrical alter-
ations in mind will fail to detect those alterations. Thus, the taxonomical
classifications presented in the ADDS can enable understanding and
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unfolding of potential attack designs and hence enable pointing out the
scope for developing proper defense measures. Similar work is needed to
cover other manufacturing processes and equipment as well as other 8
steps in the product realization lifecycle. Such cyber-physical attack o é
design schemes can complement existing cyberattack repositories (such z 2
as CAPEC) by enumerating potential cyber-physical attacks to develop a & 8 S
body of knowledge for describing and understanding unique attack
designs.
2.1.5. Additional attack methods/vectors I
Attack methods/vectors reported in different taxonomies on g:; N N
manufacturing cyberattacks are summarized in Table 2, categorized by
the domain they target/influence. Although more attack methods were
reported in various taxonomies, Table 2 only includes those reported by 5 .
two or more taxonomies for brevity. Additional reported attack methods E :g
include web attacks, cross-site request forgery (CSRF), buffer overflow, mEISOSS >
zero-day attacks, and replay attacks [31,34]. Note that tampering with
digital files is a broader classification encompassing manipulation of
data, product specifications, process specifications, product Key Quality g
Characteristics (KQCs), and GD&T information. It is worth mentioning g
that social engineering attacks can be launched via cyber means (e.g., § &
spoofing someone to click specific links in spam emails) and physical E g S NN N
interactions with employees (e.g., gaining sensitive information through
conversations). Hence, social engineering was classified as both a cyber
and a physical attack method (C-P). While others categorized it as an
attack method [31-33], Tuptuk and Hailes (2018) considered social ERS
engineering a pre-entry activity prior to an attack launch [34]. Besides, é .§
Wu and Moon (2017) defined collecting and analyzing signals of phys- 22
ical process dynamics variables as eavesdropping attacks [31,33], OSSN S >
whereas others defined this attack method as side-channel analysis [30,
37]. Considering the primary focus of this paper being analyzing the .g
progression of manufacturing-specific attack taxonomies, the individual S ° g
attack methods are not described in detail. Nevertheless, Table 2 helps = % g %
point out papers that discussed different common methods in detail. § AN NN N
Sz
2.1.6. Additional attack locations/targets | &
Attack locations/targets reported in different taxonomies on E = 5 .
manufacturing cyberattacks are summarized in Table 3. Yampolskiy g i g2
et al. (2018), Shafae et al. (2019), and Elhabashy et al. (2019) mainly S ElES[SSSSS SS S
focused on attack locations in the physical domain such as product, 2
machines, production process, inspection system, personnel, supply E» -
chain, and production environment [19,30,36]. Additional reported 2 _‘E‘
physical domain attack locations are sensors and actuators [33,35,37, -g _'«_'E
40]. Potential attack locations in the cyber domain include operating & S § S N
systems, software, network communication system, and cloud storage 5]
[32,33,35,37,40]. Another potential attack location in the cyber domain @
is the firmware of machines and sensors. While some taxonomies (e.g., E =
[371) use software and firmware interchangeably and put both under the § £ g
same category, researchers (e.g., [41]) and practitioners often distin- g £E|N
guish between them. g
=
= z
2.2. Taxonomical classification for attack consequences % . §
In addition to attack locations and attack methods, researchers 2 % g E
categorized the consequences of attacks on smart manufacturing sys- 2« BlEC>S S
tems as a critical attack attribute and included them in the attack § E
description. However, the classification of attack consequences varies % é o E
across different taxonomies due to their organizing principle. For % GEE=ISSSSS >
example, some focused on translating the Confidentiality, Integrity, and S = = S
Availability (CIA) triad from cyber domain security to the physical e Eﬁ E _E2g
manufacturing domain, while others concentrated on how attacks may = $888 5 ‘a; ;
affect the NIST’s secure manufacturing objectives. The following sub- E ) é Tg -§ E % 'f g B
sections offer more details on the classifications presented in the T = g s E s “‘;’ gg £ E géf 5
manufacturing cyberattack taxonomy literature, and a summary of re- = B E EAEES0GEHOED
ported attack consequences is provided in Table 4. £ &
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2.2.1. The CIA triad-based attack consequences

Pan et al. (2017) proposed a taxonomy classifying different elements
of cyber-physical attacks against [oT-based manufacturing processes,
with the most detail given to attack consequences [32]. In the proposed
taxonomy, attack consequences were classified into three groups: 1)
integrity attacks, 2) confidentiality attacks, and 3) availability attacks.
More specifically, attacks can affect 1) the confidentiality of digital files;
2) the availability of manufacturing resources, slowing down the pro-
duction process and/or damaging machines and tools; and 3) the geo-
metric integrity and/or mechanical properties of a part. Integrity attacks
were further categorized into material attacks and structure attacks.
Material attacks can affect the material strength, color, and surface
roughness of the manufactured part, while structure attacks can lead to
internal void creation, indents on the surface, and dimensional changes
in the part. The categorization of attack consequences in this taxonomy
can help rethink the Confidentiality, Integrity, and Availability (CIA)
triad of traditional Information Technology (IT) attack consequences in
the context of manufacturing systems.

2.2.2. Consequences based on the affected domain

Wu and Moon proposed another classification of cross-domain at-
tacks to help domain experts in the cybersecurity and manufacturing
industry understand the nature of attacks in the manufacturing envi-
ronment [31]. The taxonomical classification of attack consequences
was based on the domain being affected due to the attack. They cate-
gorized attack consequences into 1) cyber consequences, such as IP
theft, privacy leakage, financial fraud, and denial of service; and 2)
physical consequences, such as defective product, machine manipula-
tion, malfunction and breakage, loss of system availability, environ-
mental disaster, and risk of death and severe injury. While the
classification by Pan et al. (2017) only focused on translating the CIA
triad consequences from the cyber domain security to the physical
manufacturing domain, Wu and Moon (2017) introduced other conse-
quences to continuous-flow manufacturing processes. The proposed
taxonomy introduced the risk to human health and life as a potential
attack consequence, which is especially applicable to manufacturing
environments with hazardous chemicals and radiation.

2.2.3. Consequences leading to environmental and operation damages

In a later publication, Wu and Moon extended their attack taxonomy
and included additional types of cyber-physical attacks, proposing that
these attacks can affect humans, products, equipment, intellectual
property, the environment, and operations [33]. They also offered a
detailed discussion on environmental and operational damages from
cyberattacks on manufacturing. Environmental damage was further
decomposed into six categories: 1) environmental spills in
manufacturing processes such as oil and chemical spills, and biological
discharges; 2) increased energy consumption of manufacturing pro-
cesses; 3) increased emission of pollutants; 4) alterations in the chemical
properties of a product; 5) increased energy consumption of individual
products; and 6) product’s emission during usage. The operational
damage was distinguished into four categories: 1) compromised equip-
ment availability, 2) operation schedule change, 3) altered job alloca-
tion policy, and 4) manipulated supplier availability; all these can result
in significant production delays and reduced machine utilization. This
taxonomy can help describe the product and system-level attack con-
sequences in a manufacturing system.

2.2.4. Consequences based on NIST’s secure manufacturing objectives
Williams et al. proposed another taxonomy categorizing known
cyberattacks based on attack consequences [38]. The proposed taxon-
omy was driven by NIST’s recommended objectives to secure the
manufacturing industry. Leveraging the NIST Cybersecurity Framework:
Manufacturing Profile [42], they identified five key objectives for
defending manufacturing systems that are to maintain: 1) human safety,
2) environmental safety, 3) quality of product, 4) production goals, and
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5) trade secrets. These organizational goals can provide insights into
how a cybersecurity threat can influence manufacturing systems. With
these objectives in mind, they categorized attacks according to their
effects on human safety, environmental safety, product quality, pro-
duction goals, and trade secrets. Within each category, they further
decomposed the attack consequences into three groups: 1) low (limited
adverse effect), moderate (serious adverse effect), and 3) high (severe or
catastrophic effect). The proposed decomposition is subjective and de-
pends on the perceived influence of the attack on products, personnel,
manufacturing operations, environment, brand image, finances, and the
general public. This taxonomy emphasized how cyberattacks can violate
an organization’s CIA goals of both information and physical
manufacturing systems.

2.3. Taxonomical classification for countermeasures

Countermeasures are a technology, process, or action that can pre-
vent or mitigate the consequences of attacks on manufacturing systems.
Although current taxonomies did not include countermeasures as a layer
or dimension of the taxonomy, we identified relevant articles offering an
overview of countermeasures that can be classified into distinct groups
which fit well into a taxonomical structure and provides additional
value. Some researchers defined countermeasures as potential security
controls at a system level, whereas others emphasized designing secured
processes based on manufacturing phases in the value chain. The
following subsections briefly describe the classifications provided for
countermeasures specific to manufacturing.

2.3.1. Countermeasures as control methods

Wu et al. (2018) defined countermeasures as control methods for
detecting, counteracting, and minimizing security risk and classified
those methods. First, they categorized the vulnerabilities into software,
hardware, operating system, network, and data. Then, a list of attack
targets was presented through which threat actors could exploit
different system vulnerabilities. In response to the identified vulnera-
bilities and threats, they emphasized implementing the following secu-
rity controls: 1) access control, 2) encryption, 3) authentication, and 4)
intrusion detection. Access control, which denotes the implementation
of restrictions on access to the cyberinfrastructure and resources, was
further divided into role-based, attribute-based, context-based, and
view-based access control methods. Encryption is a way to encode data
so that only the authorized person can access it. Authentication mech-
anisms validate a user’s credentials before allowing access to digital
files. Finally, intrusion detection refers to monitoring computer and
network systems for potential security problems. The proposed classi-
fication only includes cyber domain countermeasures and falls short of
considering non-cyber defenses. While the proposed countermeasures
may help protect from tampering and theft of digital files, these might
not be sufficient to address the security of typically complicated
manufacturing systems of intertwined cyber, physical, and human
elements.

2.3.2. Countermeasures based on manufacturing phases

Mahesh et al. recently proposed a threat taxonomy and the corre-
sponding defense measures within the digital manufacturing environ-
ment [37]. The attack targets were categorized into two broad
categories. Design phase targets included CAD software, Stereo-
lithography file, and G-code. Manufacturing phase targets included
machines, sensors, actuators, and controllers. They categorized
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countermeasures into six categories: 1) watermarking by embedding
information in digital files to prove the ownership or authenticity, 2)
authentication methods for identity verification, 3) noise injection
during production to prevent retrieval of acoustic side-channel infor-
mation by adversaries, 4) fingerprinting” techniques to distinguish
manufacturing equipment, 5) obfuscation® of digital files to avert
reverse engineering of products, and 6) anomaly detection techniques to
monitor suspicious system behavior. Additionally, countermeasures
were linked to different attack targets showing potential defenses when
a specific target in the manufacturing system is under attack. For
example, designs or products produced by a specific design file or a
machine can be uniquely identified using fingerprinting techniques.
Hence, such techniques can be deployed for attacks on design phase
targets. However, the proposed taxonomical countermeasure classifi-
cation might not be generalizable for manufacturing processes other
than AM, such as machining. Obfuscation, for example, only applies to
AM processes. Additionally, countermeasures such as noise injection
during production may be ineffective in machining applications.

3. Discussion on gaps and suggested extensions

This section identifies and discusses several gaps within the existing
attack taxonomies and suggests potential extensions towards a
comprehensive characterization of attack attributes and devising
appropriate countermeasures. A holistic analysis of the existing taxon-
omies and their integration into the meta-taxonomy helped expose
several gaps present in current taxonomies. Collectively, current tax-
onomies only focused on characterizing attack methods/vectors, attack
locations/targets, and potential consequences. However, they over-
looked other key threat attributes including threat actors and their in-
tentions and the cyber-physical vulnerabilities of manufacturing
systems. Additionally, there is a lack of systematic understanding and
categorization of different types of physical deviations that can be
induced by cyber-physical attacks (i.e., attacks aiming to inflict physical
damage). Moreover, there is limited coverage of potential attack coun-
termeasures in the current literature, and a more comprehensive tax-
onomical classification of countermeasures is needed. Finally, existing
taxonomies categorized attack attributes independently without
focusing on their interdependencies. Future works are suggested to focus
on formulating and documenting those interdependencies, as well as
creating flexible shared knowledge representation methods (e.g., on-
tologies) to enable efficient attack knowledge documenting, structuring,
storage, and retrieval.

The following subsections explain all identified gaps in detail and
provide directions for future improvements. Sections 3.1 and 3.3 discuss
the rationale for including threat actors and vulnerabilities in
manufacturing cybersecurity taxonomies and suggest key elements that
must be covered for each attribute, respectively. Section 3.2 delineates
the need for taxonomical classifications of specific system/machine
behavioral deviations and system damage from attacks. Section 3.4
highlights the deficiency and the future scope in characterizing potential
countermeasures against cyberattacks. Finally, Section 3.5 explains the
need and a pathway for attack knowledge representation to describe

4 Similar to the biometric fingerprints, manufacturing equipment also
generate distinguishable physical fingerprints, such as sound and thermody-
namics response, resulting from system variation, environmental conditions,
and manufacturing imperfections. These unique physically unclonable features
can be used to register and authenticate production from specific machines.

5 For obfuscating digital files, multiple segments of QR codes can be
embedded in a strategic orientation into the CAD model. The embedded QR
codes can prevent reserve engineering of products. Even if threat actors get
access to the authentic CAD file, printing the part without knowing the desig-
nated slicing orientation will result in printing a faulty QR code, enabling
detection of counterfeit parts.
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attack attributes and their relationships.
3.1. Consideration of threat actors

Current manufacturing cyberattack taxonomies do not analyze and
classify threat actors. Systematically understanding the threat actor is
crucial in understanding the security risk, adversaries’ capabilities, po-
tential attack motives, and strategies, which are all needed in designing
robust cybersecurity defenses [43,44]. Threat actors can adopt diverse
attack methods based on their past knowledge, access to system data,
and available resources. Common threat actors are nation-states,
cybercriminals, terrorist groups, rival organizations, hacktivists, and
insiders. Understanding the different types of threat actors and their
underlying motivations and goals is valuable for determining attack
propagation, cybersecurity risk assessment, and forensic analysis after
attack incidents. Various threat actors can be identified and distin-
guished based on observable attack attributes (e.g., methods of opera-
tion, targets, and the infrastructure used to execute attacks) and
technical indicators (e.g., network signature and domains).

Monitoring and analyzing the attack attributes and network traffic is
commonly known as behavioral analysis, while attribution analysis re-
fers to investigating the technical indicators of threat actors. Cyberse-
curity solution providers develop and deploy various probabilistic
models to detect malicious behavior and correlate it to the responsible
threat actor [45]. For example, a cybercriminal group named XEN-
OTIME has been identified with capabilities to compromise Industrial
Control Systems (ICSs), which was responsible for the 2017 attack on an
oil and gas facility in Saudi Arabia [46]. Similar groups have signature
attack methods targeting manufacturing companies, the electric power
generation sector, nuclear energy, governmental organizations, and
defense contractors. Note that identifying threat actors remains chal-
lenging, requiring manufacturers to have a combination of technical
expertise and access to threat intelligence. When viable, depending on
the organizational category and product line (e.g., general-use sheet
metal manufacturers vs. defense contractors), manufacturers can nar-
row down the set of potential threat actors that are most relevant to
consider for their specific environment. Appropriate defense measures
can then be developed, and resources can be allocated geared towards
preventing or mitigating actions of respective threat actors. Analysis and
classification of threat actors in relation to other attack attributes can
offer a leading edge to manufacturers as devising defense strategies can
be better informed by designating expected types of threat actors.

3.2. Correlation with attack consequences

Several prior taxonomies provided high-level classifications of attack
consequences (e.g., data theft, sabotage, and defective products). At-
tacks on physical targets can be manifested through physical deviations
(consequences) in the system behavior or product characteristics. The
deviations induced by such attacks can differ significantly depending on
the attack method and the physical target, and there is a lack of sys-
tematic understanding and categorization of those deviations in the
current taxonomies. Such an understanding can help guide the design of
attack prevention and detection methods at the physical layer of the
system. For example, the CAD file or the tool path (G-code/CAM file) in
a CNC turning operation can be altered to affect the product geometry
without affecting the magnitude of the overall power consumption or
the machining time [19,20]. However, the local machining times for
individual cutting cycles will still reflect the alteration in the product
geometry [3]. Developing or modifying in-situ process monitoring
techniques that look for such localized changes, even if they are gran-
ular) can offer a detective measure against attacks on the geometric
integrity of products. Likewise, the knowledge of potential deviations in
the process dynamics can enable the detection of attack-induced
changes in a process or a product using available physical resources
such as in-situ monitoring systems, post-production metrology, and
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nondestructive testing methods.
3.3. Integration of system vulnerabilities

Existing taxonomies overlook system vulnerabilities, the link be-
tween attack locations/targets and attack consequences (see Fig. 2),
which threat actors can exploit during attacks. Vulnerabilities, coupled
with the attack strategy, determine the attack pervasiveness, the likeli-
hood of its success, and its impact, eventually delineating the cyberse-
curity risk. Hence, classification and assessment of manufacturing-
specific vulnerabilities encompassing vulnerabilities in the human
element, inspection system, and production process are essential to
comprehensively analyze attack attributes for risk assessment. It should
be noted that identifying and defining manufacturing-specific vulnera-
bilities should go beyond traditional software and network vulnerabil-
ities. For example, Elhabashy et al. (2020) presented several
vulnerabilities in quality inspection systems, such as the improper
implementation of QC tools, violation of statistical assumptions of QC
tools such as control charts, inadequate data collection for inspection,
and inspecting a subset of product features [47]. These vulnerabilities
offer novel attack surfaces for threat actors on the one hand, and in
contrast, provide new pathways to manufacturers for redesigning
traditional QC tools with cyberattack threats in mind. QC tools designed
for security will help detect quality and performance deviations/shifts
not only due to traditional causes of variation but also due to malicious
attacks. Similar works on the human element and production processes
are also required, and importantly, manufacturing-specific vulnerabil-
ities should be thoroughly and systematically identified and integrated
within attack taxonomies.

3.4. Characterization of countermeasures

Being closely related to the attack chain, countermeasures can be
incorporated as an additional layer of manufacturing cyberattack tax-
onomies. Categorization of threat attributes can offer insights into the
threat landscape, but threat mitigation requires the characterization of
countermeasures. Taxonomical classification of countermeasures can
aid organizations in identifying the appropriate countermeasures for
their risk profiles and improving the risk posture. Countermeasures can
be categorized based on the activity level, deployment location in the
digital value chain, and attack response strategy. To illustrate, malicious
changes in digital files and process parameters will influence the spindle
power in a CNC turning operation, and therefore, in-situ monitoring of
the power consumption can help assess the integrity of the machining
process and machined parts [3]. This process focused physics-informed
attack detection countermeasure can be deployed at the production
stage to detect cyberattacks, but not in the product design phase.
Additionally, this countermeasure is effective against attacks on product
and process integrity but ineffective against attacks aiming to steal IP. In
contrast to product and process physics-based approaches, machine
learning approaches can be developed for typical cyberattacks (e.g.,
network intrusion and data tampering) detection leveraging algorithms
to identify patterns and anomalies resulting from cyberattacks.
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Likewise, countermeasures can be specifically designed to prevent spe-
cific attacks, lessen the attack probability, and/or respond to an ongoing
attack. Different countermeasures have different optimal deployment
strategies, require specific extents of coordination with other defenses,
and respond to the attack in different ways (e.g., alarms and reports,
block/modify specific actions, and system reconfiguration). By under-
standing the scope, limitations, and constraints in available and poten-
tial defense measures, incorporating countermeasures as an additional
layer in the taxonomy can ensure seamless integration of threat reali-
zation and mitigation.

3.5. Attack knowledge representation

In the future, an ontology can be developed to incorporate the pro-
liferation of knowledge on manufacturing-specific vulnerabilities, attack
methods, and novel defenses with the current knowledge base estab-
lished by existing attack taxonomies. Ontologies are expressed in se-
mantic language, allowing data integration across dissimilar data
sources. The shared semantics of an ontology will enable integration of
the knowledge base produced by attack taxonomies and repositories of
known threat patterns, such as CAPEC [39], Common Vulnerabilities
and Exposures (CVE) [48], and Common Weakness Enumeration (CWE)
[49]. Existing attack taxonomies and repositories are limited to lists and
textual descriptions of cyberattack attributes, yielding a rich catalog of
these attributes but cannot represent their interdependence and
inter-relationships. In contrast, an ontology will help organize domain
knowledge and the description of attack attributes and their relation-
ships, which can also be transformed into machine-readable formats
[50]. The developed ontology can also provide a mechanism to relate
attack incidents and potential responses and improve the cybersecurity
situational awareness of manufacturers. An ontology also enables the
execution of complex queries and precise searches for efficient knowl-
edge extraction [51]. Hence, it can be used as a recommender system for
laying out potential defense measures from search queries specifying the
types of manufacturing assets, their location in the manufacturing value
chain, and system vulnerabilities. The reasoning component of the
ontology allows the deduction of new information and making in-
ferences based on the encoded knowledge, which can enhance attack
correlation and detection [52]. However, a thorough conceptual anal-
ysis of different attributes of cyberattacks and their interconnections
encompassed by various attack scenarios would be required to reach this
stage.

4. Taxonomy use cases in cybersecurity tools development

This section proposes selected use cases depicting how cyberattack
taxonomies can be leveraged to aid the research and development of
cybersecurity tools in applications such as risk assessment and mitiga-
tion (Sections 4.1 and 4.2). Additionally, this section highlights the
potential use of taxonomies in practice, through underlining connec-
tions to established cybersecurity frameworks such as the National
Institute of Standards and Technology (NIST) framework (Section 4.3).
While manufacturing attack taxonomies aim to create a common
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Fig. 2. A generic risk model for attacks on cyber-physical manufacturing systems.
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language to characterize cyberattacks and sometimes the respective
countermeasures, to-date they are underutilized, if utilized at all, in the
research and development of other cybersecurity tools. Furthermore,
their usefulness to practitioners is often unclear. As a reminder, taxon-
omy is the science and practice of classification to categorize informa-
tion and create sharable knowledge. Importantly, taxonomies can
provide a consistent structure to store comprehensible information and
provide valuable insights into the field of study [53-55]. Hence, an
attack taxonomy can and should serve more purposes than just a list of
different attack attributes. In the following subsections, we reflect on
those aspects of taxonomy and discuss how taxonomies can be used in
and add value to the manufacturing cybersecurity field.

4.1. Taxonomy-driven cybersecurity risk modeling and assessment

An attack taxonomy can be used for the systematic classification and
categorization of different attributes of cybersecurity threats. Cyberse-
curity threats in smart manufacturing systems can be characterized by
elements of the attack risk model shown in Fig. 2, where threat actors
attack specific targets, exploit vulnerabilities through well-designed
attack vectors, and produce attack consequences leading to organiza-
tional risks. It is worth mentioning that the attack consequences and
adversarial objectives and goals do not have a one-to-one match and
may differ. Risk models can vary depending on the detail and complexity
of threat identification, modeling, and analysis. According to the NIST
guidelines for risk assessment, threat events for manufacturing cyber-
attacks can be characterized by tactics, techniques, and procedures
(TTPs) used by threat actors [43]. Attack taxonomies can offer great
insights into systematically understanding these TTPs.

Taxonomies can be utilized to model potential cyberattack propa-
gation paths. The comprehensive structure of a well-developed attack
taxonomy can offer insights into a system’s vulnerabilities and attack
consequences. System vulnerabilities represent potential security states
before attacks (pre-conditions), and consequences are related to poten-
tial security states after attacks (post-conditions). As opposed to ad-hoc
experience-based or example-based models, taxonomy-driven attack
graphical models based on pre/post-condition models can enable a
comprehensive and consistent realization of attack propagation paths.
An example of attack graphical models is the attack trees, a compact
graphical depiction of numerous potential attack methods considered as
exploit sequences leading to a cybersecurity breach of a system. Attack
trees and similar graphical models help assess system weaknesses and
enable the planning and deployment of countermeasures. As shown in
Fig. 2 and described by Tuptuk and Hailes (2018) [34], a successful
attack requires a sequence of activities from attack launch to reaching
the attack target. Graphical models can offer insights into which activ-
ities and sequences can enable attack propagation and determine po-
tential attack paths. Here, graph nodes can represent assets,
vulnerabilities, and/or attack targets across the manufacturing value
chain. The edges can portray the material and information flow among
different nodes. The taxonomical classification of vulnerabilities and
attack locations can help populate the nodes of the graphical model,
whereas the classification of attack methods can provide the basis to
generate the edges. Fig. 3 shows a sample attack tree derived from
existing taxonomies, depicting potential attack methods and attack
paths to reach an attack target. In this example, threat actors can access
the network communication system or cloud storage and tamper with
digital files (such as CAD models and G-code) to affect the geometry of
parts. However, changes in product design would be manifested through
changes in process dynamics variables during production and could be
detected by sensors. In response, adversaries can inject false sensor data
to show that the process operation is nominal. Additionally, they can
physically tamper with the production process (e.g., changing
machining parameters) for similar malicious intents. The sample attack
tree shown here can be extended based on the classifications provided in
taxonomies, which can be leveraged to estimate and visualize potential
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Fig. 3. Sample graphical model derived from taxonomies, showing attack
methods, locations, and propagation.

attack paths.

Taxonomy-driven graphical models may also come in handy in
developing analytical frameworks for risk assessment. Cybersecurity
risk is related to attack pervasiveness and detection probability.
Graphical models derived from taxonomies can provide the basis for risk
quantification and prioritizing risks. Fig. 3 shows that some attack
strategies may require attacking several nodes (N1 and C1) in tandem
through simultaneous attacks (AV11 and AV21), while other strategies
may rely on attacking a single location (P1) and use one attack method
(AV31). Such insights can be factored into quantifying an attack’s suc-
cess probability and the likelihood of avoiding detections. For example,
coordinated attacks on several locations in the manufacturing value
chain may require more resources and increase the detection probabil-
ity, making the attack costlier for adversaries. Depending on the avail-
able resources and adversarial intent, adversaries may have different
preferences in selecting the shortest attack path to optimize the damage
while minimizing the detection probability. The shortest path for ad-
versaries translates to vulnerable assets and critical connections
requiring prioritized defense measures for the manufacturer. As a pro-
active security step, such shortest attack paths can be computed using
graph-theoretic algorithms such as Dijkstra’s algorithm. Similarly,
graphs containing system vulnerabilities as nodes and their in-
terconnections as edges can be used to develop vulnerability indices for
different manufacturing assets. Whether analyzing attack paths or
identifying the most vulnerable manufacturing assets, manufacturing
attack taxonomies can serve as the core of generating graphical models
and help quantify the cybersecurity risk. The main benefit of developing
attack taxonomy-driven graphical models is to ensure comprehensive
and consistent coverage of potential nodes and edges of these graphs as
opposed to ad-hoc experience-based populated graphs.

4.2. Taxonomy-driven risk mitigation

In addition to guiding the cybersecurity risk assessment, taxonomies
can help develop proper security solutions by bridging attack conse-
quences to potential risk mitigation techniques. The threat-oriented
cybersecurity risk assessment approach identifies existing attack cases,
finds vulnerabilities from the context of attacks, and identifies conse-
quences based on malicious intents [43]. However, information on the
malicious intent may be incomplete, and the performed risk assessment
can be limited. In contrast, the asset/impact-oriented security risk
assessment identifies the consequences of attacks and finds potential
attack scenarios that can lead to specific consequences. This approach
can help enumerate potential attacks and guide the design and
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development of possible countermeasures and mitigations by focusing
on the inflicted changes in the system. An example of such an approach
in discrete part manufacturing is the ADDS, described in Section 2.1.4,
which was proposed to systematically design and designate attacks on
machining systems with a focus on the physical consequences and mit-
igations [4]. The detailed classification of various attack design con-
siderations in ADDS provided a systematic scheme to indicate how
adversaries might utilize knowledge of human cognitive abilities, in-
dustrial control systems operations, traditional process monitoring, and
quality control practices to tamper with the geometric integrity of parts
while evading detection. Such taxonomical classifications enable the
systematic development and study of potential attack designs and the
corresponding consequences. This, in turn, allows the research and
development of proper countermeasures and mitigations that may not
be considered otherwise. For example, by demonstrating various
cyberattack-induced localized geometrical changes and how traditional
quality control and monitoring techniques fail to detect those changes,
Shafae et al. (2019) emphasized the need to rethink in-situ monitoring
techniques. This is to allow for detecting small shifts in local amplitude
and time signatures of various process variables, which may not be
caused by machining traditional causes of variations such as chatter and
tool wear.

Attack taxonomies can offer the knowledge of who is carrying out
attacks, their intent, and targeting aspects, helping organizations narrow
the set of threat events that are most relevant to consider. Recognizing
the attack paths can raise awareness about the threat and help manu-
facturers design efficient protective actions. Referring to Fig. 3, once
potential attack targets, access points, and attack paths are assessed,
appropriate defense measures can be deployed at the proper location.
Fig. 4 shows potential countermeasures and corresponding imple-
mentation locations to secure the attack target based on the example
scenario illustrated in Fig. 3. For example, threat actors can spoof an
employee using social engineering attacks to collect the login credentials
and access the cloud storage for CAD files and tamper with those files. In
this attack case, watermarking techniques can verify the integrity of the
design files upon retrieval at the cloud storage level. At the field control
level, fingerprinting techniques can detect malicious data injections,
while monitoring process dynamics variables as side channels can detect
alternations in production processes at the actual physical process layer.
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Fig. 4. Prospective countermeasures can be deployed at different locations
within the smart manufacturing system, depending on the perceived risk from
potential attack vectors.
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Similarly, other potential attacks and corresponding defense measures
can be mapped using attack taxonomy in a comprehensive and consis-
tent manner.

Taxonomy-driven graphical models, such as those discussed in Sec-
tion 4.1, can also help respond to and recover from cyberattacks. Graph-
theoretic approaches, such as the minimum cut, can help isolate the
affected nodes (attack locations) during an attack to minimize attack
propagation. Attack graphs such as the one shown above can be trans-
formed into Bayesian attack graphs by assigning conditional probabili-
ties to graph nodes. This transformation will enable updating the success
probability of an attack as the attack unfolds along the attack path. The
Bayesian network structure can also offer a basis for designing an effi-
cient defense scheme for risk mitigation. One example is finding the
Pareto-optimal sequences of defense measures deployment that ensures
cost-effectiveness while reducing the expected loss from potential
attacks.

4.3. Taxonomy-informed implementation of cybersecurity frameworks

Taxonomies can help practitioners interpret and implement cyber-
security frameworks that are designed as integrated approaches to
tackle the threat landscape and foster developing capabilities for threat
detection and proactive responses. Such frameworks consist of guide-
lines and best practices for organizations to help them manage cyber-
security risk. For example, the NIST cybersecurity framework was
developed to improve cybersecurity risk management in critical infra-
structure and strengthen system resilience [56]. In particular, the
Manufacturing Profile of this framework, released in 2017, was estab-
lished as a roadmap to reduce cybersecurity risk for manufacturers [42].
The NIST framework has five core functions: identify, protect, detect,
respond, and recover. These core functions were designed to support
enterprises in organizing information, making risk management de-
cisions, and addressing cybersecurity threats. However, the guidelines
presented in the framework are typically generic and depend on the
manufacturer’s risk management process and priorities. As stated in the
framework, to effectively manage the cybersecurity risk requires a clear
understanding of the business drivers and security considerations spe-
cific to the manufacturing system and its particular environment. In
response, taxonomies can offer this required understanding through
common, consistent, comprehensive, and structured language to cate-
gorize, characterize, and communicate cybersecurity considerations
such as attack attributes and countermeasures.

To illustrate, the identify core of the framework has a category con-
cerning risk assessment that requires assessing the risk of manufacturing
systems (including threats and vulnerabilities) and attack impacts on
manufacturing operations. This category as a guideline is very relevant,
but the framework does not provide details on how to conduct the risk
assessment. As illustrated in Section 4.1, taxonomies can aid the risk
assessment process and support its implementation in a comprehensive
and consistent manner. Additionally, a cyberattack taxonomy can serve
as the foundation for a standardized and uniform language, helping
researchers and practitioners share knowledge and information,
fostering collaboration and decision-making, and thus, helping imple-
ment the risk management strategy category of the identify function of the
framework. The protect core has a category called awareness and training
that emphasizes providing security awareness training to all
manufacturing system managers. In doing so, taxonomies can provide a
holistic risk landscape, from threat actors and their malicious intents to
potential attack methods and respective countermeasures, which aids in
raising security awareness. Likewise, as explained in Section 4.2, tax-
onomies can be a driving force for developing proper countermeasures
and mitigations against potential attacks, supporting the implementa-
tion of anomalies and events category of the detect core that recommends
monitoring manufacturing systems to enhance the ability to identify
inappropriate activities. The mitigation of the respond core of the
framework  suggests mitigating cybersecurity incidents in
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manufacturing systems and ensuring that vulnerabilities are identified.
As discussed before, a well-developed taxonomy can help mitigate
cybersecurity threats (Section 4.2), as well as systematically identify
associated vulnerabilities (Section 3.3). Additionally, the recovery plan-
ning category of the recover function of the framework advocates
developing and executing recovery plans during or after attack in-
cidents. As explained in Section 4.2, taxonomy-driven graphical models
can aid in devising recovery plans during cyberattacks (e.g., isolating
parts of the systems in case of a security breach). In summary, the
structural framework provided by the taxonomy can help practitioners
navigate the implementation of general cybersecurity frameworks like
the one proposed by NIST.

5. Conclusion

The manufacturing sector has become an attractive target for non-
conventional cyberattacks aimed at products, processes, and the entire
manufacturing ecosystem, with potentially catastrophic consequences.
The growing adoption of digitalization and digital transformation in
manufacturing added additional attack vectors to the often already
vulnerable IT and OT systems. To defend smart manufacturing systems
and protect manufacturers from high-stakes cyberattacks, a systematic
understanding of various attack attributes and potential countermea-
sures is essential. Cyberattack taxonomies address this essential need by
systematically and holistically understanding and identifying the
methods, locations, and consequences of potential cyberattacks to raise
awareness and improve the resiliency of the production system. How-
ever, existing taxonomies only partially cover different attack attributes,
often with inconstant naming and definitions for the classification.
Furthermore, they do not leverage the connection between taxonomy
development and its application and implications for cybersecurity tools
research and development. This paper presented the first comprehensive
overview of recent research efforts in developing manufacturing
cyberattack taxonomies, constructed a more comprehensive meta-
taxonomy of attack attributes and countermeasures, and proposed
several use cases on how taxonomies can be leveraged for assessing
security threats and their associated risks, devising risk mitigation
strategies, and informing the application of cybersecurity frameworks.

This paper underscored the use and value of cybersecurity taxon-
omies to understand and characterize cybersecurity threats and attack
propagation in manufacturing systems. Additionally, through analyzing
current taxonomies and compiling them into a comprehensive and
consistent meta-taxonomy, missing attack attributes and scope for
future improvements were identified and discussed. For example,
countermeasures could be incorporated as an additional layer in attack
taxonomies, which can be characterized based on the activity level,
deployment location in the digital value chain, and attack response
strategy. Connecting system exploits with countermeasures can help
manufacturers devise appropriate risk mitigation strategies. Current
taxonomies do not account for identifying and analyzing threat actors,
which could aid in navigating adversaries’ capabilities, potential attack
motives, and techniques. Moreover, it is also necessary to link attack
outcomes to possible countermeasures and analyze manufacturing-
specific system vulnerabilities to fully exploit the potential of an
attack taxonomy. Integrating these missing attributes in the future, an
attack taxonomy can offer the knowledge of potential adversaries, their
intent, and targeting attributes to potential consequences and counter-
measures. Future works should also focus on correlating individual
attack attributes and modeling those relationships using knowledge
representation methods such as ontologies to enable efficient attack
knowledge documenting, structuring, storage, retrieval, and inference.
Well-developed taxonomies can provide a comprehensive, consistent,
and common view of the cybersecurity risk posture to an organization’s
management, enabling research and development work on making
informed risk assessment and mitigation decisions. This work is the first
to compile all this information in a single document and should aid
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researchers and practitioners in understanding what has been studied
and what can be further improved in cyberattack taxonomies and po-
tential use cases to enable the design and operation of cyber-physical
secure smart manufacturing systems.
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