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AbstractÐWe present novel schemes for cache-aided commu-
nication over networks with a multi-antenna base station (BS)
that serves multiple single-antenna users. The schemes are based
on a greedy scheduling [1], which simultaneously transmits coded
messages to disjoint groups of users. The proposed algorithms
use the channel state information to opportunistically choose the
groups to be served together and to allocate power to each coded
message in order to minimize the overall communication delay.
Numerical study shows that the new schemes outperform the
previously known schemes.

Index TermsÐCoded caching, MISO, Subpacketization level,
heterogeneous network, greedy algorithm, load balancing.

I. INTRODUCTION

With the overwhelming growth of size of the network as

well as the data in content delivery networks, the conventional

communication methods seem to be insufficient to provide

the desired quality of service. The coded caching or cache-

aided communication [2] has shown a significant potential to

increase the overall network throughput. This strategy allows

to prefetch (part of) the data at the users’ end during the off-

peak hours of the network, in order to reduce the traffic at

the peak hours. The key feature of coded caching is the fact

that caching a packet at one user and requested by another

provides an opportunity for multicasting combined packets to

serve both users simultaneously. This leads to a global gain in

addition to the (typically) negligible local gain, which scales

with the size of the network. The resulting achievable degrees

of freedom (DoF) is proportional to the number of copies of

the database cooperatively cached across all the users.

Several issues rise in adoption of coded caching in practical

wireless networks. In particular, [3]±[6] studied coded caching

in wireless networks in the presence of fading and/or erasure

channels. Coded caching for heterogeneous networks with

various channels and user rates is studied in [7]. Coded caching

in wireless networks with multiple antennas at transmitters

and/or receivers is considered in [4], [8]±[12]. Interestingly,

the spatial diversity gain and caching gains can be simulta-

neously achieved. In [9], it is showed that L+M degrees of

freedom can be achieved in a broadcast system with L transmit

antennas and an aggregate cache that can distributedly store

M copies of the database across the users.

The work of S. Mohajer is supported in part by the National Science
Foundation under Grants CCF-1749981.

Subpacketization, i.e., the number of segments each file has

to be divided to, is a critical concern in adoption of cache aided

communication for practical systems. A large subpacketization

level leads to a complex and computationally heavy scheme,

where a huge number of short length file segments need to

be individually encoded at the transmitter and decoded at

the users. The scheme in [9] requires dividing each file into

O
(

UM+L−1
)

file segments, where U is the number of users in

the network. This is a practically infeasible number, specially

when since cache-aided communication is attractive mostly for

networks with large number of users.

Several follow-up works focused on lowering this param-

eter [13]±[16]. In particular, this work is based on [1], in

which the subpacketization does not depend on L, and it is

only O
(

UM
)

. This can be done by scheduling disjoint groups

to be simultaneously served.

In two seminal works, Lampiris and Elia [12] and Salehi

et al. [17] much lower subpacketization levels are achieved.

The former is only applicable when L|M and is based on the

cache replication technique. The latter is applicable for L ≥M
and is based on cyclic cache placement and transmission

scheduling, which leads to subpacketization of only O(U).
However, in both cases, an individual stream is sent for each

active user and interference cancellation is performed at signal

level. This is in contrast with grouping based schemes (e.g.,

[1], [9]) with bit-level interference cancellation, where one

stream is sent to each group of M + 1 users, which lead to a

power saving factor of M + 1, in comparison to signal-level

interference cancellation.

In this work, we present two scheduling algorithms for mul-

tiple input single output (MISO) cache-aided communication

networks, that address the heterogeneity of the network by

opportunistically selecting the groups to be simultaneously

served. The proposed algorithms are based on [1], but choose

the groups to be served in each time slot such that the overall

communication delay is reduced. In the low-to-moderate SNR

regime, the beamforming gain becomes as crucial as the

multiplexing gain, and scheduling groups according to their

channel quality offers a significant gain. Furthermore, our

algorithms allow to trade the DoF with the beamforming gain.

It is worth noting that the trade-off between the DoF and the

beamforming gain in cache-aided communication have been

already studied (e.g., in [17], [18]), where the optimal beam
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vectors were derived. The distinction of this work is the group

scheduling, that allows for trading the gains at each trans-

mission, independently. However, the optimum beamforming

derived in [17] can be used on top of the proposed scheduling

to further improve the system performance.

In the following, we first present the system model in

Section II. The proposed schemes are described in Section III.

Finally, we present some numerical simulation in Section IV.

II. SYSTEM MODEL

A. The Channel Model

We consider a network with U users each with one receive

antenna, and a BS which is equipped with L transmit antennas.

The mth received sample after matched filtering at user u is

yu[m] = hux[m] + zu[m], (1)

where x[m] ∈ C
L×1 is the transmit vector at time m,

zu[m] ∼ CN (0, N0) is the additive white Gaussian noise

sample at user u and hu ∈ C
1×L is the channel vector from

the BS to user u. We assume the BS has perfect channel state

information, and has a total power constraint of E
[

∥x∥2
]

≤ P .

B. The Placement Strategy

The BS has a dictionary of N files, namely

{W1,W2, . . . ,WN}, each of size F bits. Each user is

interested in one of the files. In a cache aided communication

system, each user u ∈ [U ] is equipped with a memory Zu

that can store up to MNF/U bits. That is, M copies1 of the

entire dictionary of the files can be distributedly stored across

the users. Cache placement, the process of filling the storage

of the users with partial information from the dictionary, takes

place before the users’ demands are revealed. The placement

strategy we consider in this work is similar to that of [2].

In particular, we first split each file into
(

U

M

)

segments, and

label them with subsets of [U ] of size M . More precisely,

Wn = {WS
n : S ⊆ [U ], |S| = M}, n ∈ [N ]. (2)

The cache of user u ∈ [U ] will be filled by all file segments

whose label contains u. That is,

Zu =
⋃

n∈[N ]
{WS

n : u ∈ S}. (3)

This implies |Zu| = N
(

U−1
M−1

)

F/
(

U

M

)

= NMF/U , and the

cache size constraint is satisfied.

Afterwards, each user requests one file from the dictionary.,

and we denote the file requested by user u by Wdu
. The BS

serves all the users during the delivery phase, so that each user

u is able to decode Wdu
from Zu and the signal received from

the BS. The delivery phase is divided into several time slots.

In each time slot, we can serve up to M + L users. Serving

users in each time slot is performed by serving groups of size

M + 1. Hence, the number of groups to be served in each

time slot is given by g ≜ M+L
M+1 . In this paper, we limit the

discussion to the case that g is an integer.

1We assume M is an integer, otherwise, a cache-sharing strategy with
parameters ⌊M⌋ and ⌈M⌉ is needed.

Let G ≜ {B ⊆ [U ] : |B| = M + 1} be the collection of

all groups of size M + 1 in [U ]. In each time slot m, we can

serve g groups. In the following, we specify the properties of

groups that can be simultaneously served.

Definition 1 (Scheduling for integer g). For integer value of g,

a scheduling is a table T with T rows, where each row T [m]
is a collection of at most g pairs (B, αB[m]), with B ∈ G and

αB[m] ∈ (0, 1], satisfying

(i) All groups are fully served, that is, for every group B ∈ G
we have

∑T

m=1 αB[m] ≥ 1.

(ii) All groups in each row are disjoint, i.e., for every m, we

have B ∩ B′ = ∅, for every B,B′ ∈ T [m].

For a time slot m ∈ [T ], the set of active users in time slot m
is given by U [m] =

⋃

B∈T [m] B. Each user v ∈ B ∈ T [m] will

be served by an αB[m] fraction of the file segment W
B\{v}
dv

during the time slot m. To this end, we form a coded file

segment for the group B, given by

WB ≜
⊕

u∈B

W
B\{u}
du

. (4)

We modulate the corresponding αB[m] fraction of this coded

file segment to a codeword W̃B[m], that consists of τ channel

symbols. The transmit signal for time slot m is given by

X[m] =
∑

B∈T [m]

√

PBvBW̃B[m], (5)

where vB is the beamforming vector for group B (with

∥vB∥ = 1), and
√
PB is the power allocated to group B, satis-

fying
∑

B∈T [m] PB ≤ P . Lastly, the ℓth row of X[m] ∈ C
L×τ

is sent over the ℓth transmit antenna at time slot m.

C. The beamforming vectors

The optimal beam vectors were recently derived in [17],

[18]. Here, we adopt a sub-optimum, yet simpler, zero-forcing

approach that allows focusing on the scheduling. Note that, for

an optimization set of groups to be simultaneously served, the

optimal beam vectors can be also used in conjunction with the

proposed schemes, to further improve the performance.

For a given time slot m with U [m] =
⋃

B∈T [m] B being the

set of active users, we choose the beam vector for group B as

vB = argmax
v:∥v∥=1

h
T
j v=0,∀j∈U [m]\B

min
i∈B
|hT

i v|. (6)

If |T [m]| = g, then, with high probability, the optimization

problem in (6) has a single solution, since v ∈ C
L should be

orthogonal to (g − 1)(M + 1) = L − 1 directions. However,

when |T [m]| < g, we have some freedom in the choice of the

beam, and its optimization typically leads to higher gains.

Let HT
m ∈ C

L×|U [m]| be a matrix obtained by stacking

the channel vectors of all active users in time slot m. The

second constraint in (6) can be written as HmvB = EBd̃B

where EB is a binary matrix with |U [m]| rows indexed by the

users in U [m] and |B| columns, labeled by the users in B, and
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Eu,v = 1 if and only if u = v. With this formulation, we wish

to maximize the minimum entry of d̃B.

The problem can be further simplified by defining

γB = min
i∈B
|hT

i vB|, (7)

and normalized vectors uB = vB/γB and dB = d̃B/γB. Then,

the problem in (6) can be rephrased as

uB,dB = argmin
u,d:|di|≥1
Hmu=EBd

∥u∥2. (8)

It is easy to show that vB should be in the column-

span of Hm, i.e., uB = HT
mq, for some q ∈ C

|U [m]|.

Combining this with HmuB = EBdB, we conclude that

uB = Hm(HmHT
m)−1EBdB, where dB is the solution of

dB = argmin
d:|di|≥1

dTET
B (HmHT

m)−1EBd. (9)

Defining DB = dBd
T
B , we can rewrite the problem in (8) as

DB = argmin
D:diag(D)≥1

D⪰0
rank(D)=1

Tr(ET
B (HmHT

m)−1EBD). (10)

Using semi-definite relaxation [19], we drop the rank con-

straint, and efficiently solve the resulting convex problem.

III. THE PROPOSED SCHEMES

In this section, we propose two greedy algorithms for

the scheduling mechanism. The scheduling algorithms are

generalizations of the greedy scheduling presented in [1].

When U is large, there is a numerous possible schedules

with the minimum number of time-slots. The overall delay

depends on the set of groups that are simultaneously served.

In particular, the number of channel symbols in each time

slot depends on the channel gains of all active groups. The

goal is to schedule the groups to minimize the overall delay.

However, this leads to an infeasible optimization problem

consisting of group selection, beam forming evaluation, and

power allocation. Instead, we present two heuristic algorithms.

A. Channel-Aware Scheduling

In order to improve the performance, we propose a greedy

scheduling mechanism to minimize the duration of each time

slot. At each stage m, we start T [m] with an unserved

group with the minimum total number of served packets, and

iteratively add groups to T [m]. Here, we assume αB[m] = 1
for every B ∈ T [m]. We also determine the power allocated

to the active groups, so that they all complete the transmission

at the same time. For this we need an identical PBγ
2
B for all

B ∈ T [m]. This together with
∑

B∈T [m] PB = P imply

PB =
P

γ2
B

∑

C∈T [m] 1/γ
2
C

, (11)

leading to a common rate at time slot m, given by

Rm = log2

(

1 +
P

∑

C∈T [m] 1/γ
2
C

)

. (12)

Algorithm 1: The channel-aware greedy algorithm.

Input: Parameters M , L, U , {hu : u ∈ [U ]}.
Output: Collision-Free Scheduling T .

1: Initialization:

2: G̃ = All Subsets of [U ] of Size M + 1
3: Scr(x) = 0, ∀x ∈ [U ]
4: m = 0
5: T = An empty array;

6: while |G̃| > 0 do

7: m = m+ 1, U = ∅, B = {1}
8: while |U| ≤ M + L and B ̸= ∅ do

9: Q = {X ∈ G̃ : X ∩ U = ∅}
10: if U = ∅ then

11: B = argminX∈Q

∑

x∈X Scr(x)
12: else

13: B = argminX∈Q

∑

C∈A∪X

∑

1

γ2

C

14: if B ̸= ∅ then

15: G̃ = G̃ \ {B}
16: for x ∈ B do

17: Scr(x) = Scr(x) + 1

18: T [m] = T [m] ∪ {B}
19: U = U ∪ B

The new groups will be added according to the following

greedy selection criteria:

(i) compute the beamforming vectors for each remaining

group, as in (6)-(10);

(ii) for the beamforming vectors obtained in (i), derive the

power allocation from (11), so that all the groups achieve

the same rate;

(iii) choose the group that maximizes the common group rate

in (12), and add it to T [m].

This procedure is formally presented in Algorithm 1.

B. Scheduling with Packet splitting

When SNR is low, allocation of power to achieve a common

rate for all the active groups (and hence completely serve

the coded packets of all groups) can be very inefficient.

The bottleneck is in groups, with very weak combination of

channel condition and beamforming vector (i.e., γB in (7)),

for which we need to allocate a large fraction of the transmit

power to compensate for the channel gain. In contrast, we can

assign a lower rate to such groups, and only serve part of the

desired coded packet. In return, the rest of the packet has to be

served in other time slot(s), when the group is scheduled with

other groups, and perhaps has a better beamforming vector.

We start with the scheduling mechanism described in Sec-

tion III-A. However, once the groups in T [m] are determined,

we allow for splitting the packets into parts (i.e., αB[m] ≤ 1).

While there are numerous possibilities of splitting the packets,

we need to limit the set of options so that we can analytically

track them. To this end, we formulate an optimization problem

to determine αB[m] and the transmit power for each packet.

We denote by FB the size of the remaining part of the packet

intended for group B. Initially, we have FB = |WB| = F/
(

U

M

)

for every group B. As we proceed through serving the groups,

the size of the remaining part of the packets reduce.
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Consider a time slot m at which groups in T [m] are

scheduled to be served. If we only serve αB[m] fraction of

WB jointly and serve the remaining (1 − αB[m]) fraction

individually, the overall delay will be

τ(α) =
∑

B∈T [m]

(1−αB[m])FB

log2(1 + γ̃2
BP )

+ max
B∈T [m]

αB[m]FB

log2(1 + γ2
BPB)

,

where γ̃B is the gain for group B when it is served individually,

and α = (αB[m] : B ∈ T [m]). Clearly, τ(α) is minimized

when all the terms in the maximization term are identical.

Denoting the duration of jointly serving by T0, we obtain

αB[m] = T0 log2(1 + γ2
BPB)/FB. (13)

Thus, minimizing τ(α) with respect to {PB : B ∈ T [m]} and

T0 will be equivalent to

Minimize
∑

B∈T [m]

FB − T0 log2(1 + γ2
BPB)

log2(1 + γ̃2
BP )

+ T0

Subject to PB ≥ 0
∑

B∈T [m]
PB ≤ P (14)

T0 ≤ FB/ log2(1 + γ2
BPB) ∀B ∈ T [m].

Taking derivative with respect to PB, we arrive at

PB = max

{

0,
λ

log2(1 + γ̃2
BP )

− 1

γ2
B

}

, (15)

which provides us with the optimal power allocation, using a

variant of the water-filling algorithm. The constant λ can be

evaluated from
∑

B∈T [m] PB = P .

After we have the optimal values for PB, we have a linear

function with respect to T0 to be minimized. Clearly, the

optimum T0 is one of two extreme values, i.e., we either have

T0 = 0 or T0 = min
B∈T [m]

FB

log2(1 + γ2
BPB)

. (16)

It is worth mentioning that, even though the delay τ(α) is

evaluated based on joint and individual serving of the groups,

the delivery in time slot m will be as follows: if T0 = 0, then

we only serve the first selected group; otherwise, all the groups

(with positive PB) will be jointly served. In either case, we

keep the remaining part of each packet for future time slots.

Hence, for T0 > 0, we update FB as

FB ← FB − T0 log2(1 + γ2
BPB),

for every B ∈ T [m]. This immediately implies that at least one

group will be completely served at time slot m, and hence,

the number of required time slots is upper bounded by the

number of groups. The scheduling mechanism described above

is formally presented in Algorithm 2.

IV. NUMERICAL RESULTS

We conduct Monte Carlo simulations to compare the pro-

posed algorithms against other scheduling methods. We con-

sider a network with U = 15 users, each storing 2/15 of the

database in its cache (i.e., M = 2), and a BS with L = 4

Algorithm 2: The packet-splitting algorithm

Input: Parameters M , L, U , {hu : u ∈ [U ]},P .
Output: Collision-Free Scheduling T and power allocation P

1: Initialization:

2: G̃ = All subsets of [U ] of Size M + 1
3: Scr(x) = 0 ∀x ∈ [U ]
4: m = 0

5: FB = F/
(

U

M

)

∀B ∈ G̃

6: while |G̃| > 0 do

7: m = m+ 1, U = ∅, B = {1}, T [m] = { }
8: while |U| < L+M and B ̸= ∅ do

9: Q = {X ∈ G : X ∩ U = ∅}
10: if U = ∅ then

11: B,B0 = argminX∈Q

∑

x∈X Scr(x)
12: else

13: B = argminX∈Q

∑

C∈U∪X

∑

1

γ2

C

14: T [m] = T [m] ∪ {B}
15: U = U ∪ B

16: Calculate optimal powers using (15) and (14)
17: Calculate T0 using (16)
18: if T0 > 0 then

19: for B ∈ T [m] do

20: FB = FB − T0 log2(1 + γ2

B
PB)

21: if FB = 0 then

22: G̃ = G̃ \ B
23: for x ∈ B do Scr(x) = Scr(x) + 1

24: else

25: T [m] = {B0}
26: FB0

= 0

27: G̃ = G̃ \ {B0}
28: for x ∈ B0 do Scr(x) = Scr(x) + 1

antennas. Thus, we have groups of size M + 1 = 3 users

and (up to) g = M+L
M+1 = 2 groups can be simultaneously

served. Our performance metric is the total delay of serving

all users with files of size F = 106 bits, over a channel with

a bandwidth of 1 MHz. This delay is plotted as a function of

SNR, which is defined as P · E
[

|(hu)i|2
]

/N0 for user u.

Fig. 1 corresponds to a homogeneous scenario, where all

the fading channels are distributed as hu ∼ CN (0, I). We

compare the performance of the two proposed algorithms

(referred to as ªCh awareº and ªPacket splitº, respectively),

against the ªGreedyº algorithm of [1] (which selects the

groups only based on the number of the total number of

packets left for all the users in the group). It is shown in [1]

that the performance of the ªGreedyº algorithm is very similar

to that of [9], in spite of having a much lower subpacketization.

The ªGreedyº algorithm performs close to optimal at high

SNR, where the multiplexing gain dominates the beamforming

gain. We also implement the ªNo ZFº algorithm, in which

only g = 1 group is served at a time, using only the cache

data to suppress the interference (as in Section III of [9], but

with optimal power allocation.) Clearly, the ªNo ZFº algorithm

achieves the maximal beamforming gain for each active group,

and hence has the best performance at low SNR.

Inspecting the channel aware algorithm, we observe a signif-

icant improvement compared to the ªGreedyº algorithm for the

entire range of SNR. However, the channel aware still looses

to the ªNo ZFº algorithm at low-to-moderate SNR, since it

still aims at jointly serving g = 2 groups. While one would

Authorized licensed use limited to: University of Minnesota. Downloaded on July 01,2023 at 00:28:00 UTC from IEEE Xplore.  Restrictions apply. 



0 5 10 15 20 25 30 35 40

User SNR [dB]

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

T
o
ta

l 
ti
m

e
 [
S

]

Greedy

Ch aware

No ZF

Packet split

Fig. 1: Transmission time vs. users’ SNR in a homogeneous

network with (U,L,M) = (15, 4, 2).

expect the beamforming gain to be negligible at high SNR,

the figure demonstrates that this actually happens only at very

high SNR. For example, even at SNR of 40dB, the Channel

aware algorithm requires 30% less time (or alternatively more

than 5dB less power) compared to the ªGreedyº algorithm.

This gain comes solely from the better selection of groups to

join, which leads to higher beamforming gains.

The packet splitting algorithm simultaneously achieves the

performance of the channel aware algorithm at high SNR and

the ªNo ZFº algorithm at low SNR. This algorithm optimizes

the power allocation per packet at the actual operating SNR.

Thus, it will jointly transmit multiple packets at high SNR,

but converges to the ªNo ZFº performance at low SNR. In

the best case, the Packet splitting algorithm is more than

1dB better than the minimum of the ªGreedyº and the ªNo

ZFº algorithms. It is also worth noting that the additional

complexity of packet splitting is negligible (as the power

allocation is solved almost in closed form).

To further demonstrate the advantage of packet splitting we

consider a system with parameters (U,L,M) = (15, 3, 1),
where 14 users experience strong channels (with SNR of

36dB) and one user has a weak channel with variable SNR.

The weak user requires longer transmission times and hence

it is advantageous to schedule its packets over multiple

time slots, with various other users. Fig. 2 shows that the

packet splitting algorithm significantly outperforms both the

ªGreedyº and the ªNo ZFº algorithms. To elaborate the

difference, we note that, while there are only 14 groups that

include the weak user, at the lowest SNR these groups are

scheduled in 42 out of the 105 time slots. That is, each of the

14 coded packets intended for groups including the weak user

are broken into smaller parts, each part is jointly transmitted

with a whole packet intended for another group. Thus, the

packet splitting algorithm is able to better balance this non-

homogeneous scenario.
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