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Abstract

We study Hibridizable Discontinuous Galerkin (HDG) discretizations for a class of non-
linear interior elliptic boundary value problems posed in curved domains where both the
source term and the diffusion coefficient are non-linear. We consider the cases where the
non-linear diffusion coefficient depends on the solution and on the gradient of the solution.
To sidestep the need for curved elements, the discrete solution is computed on a polygonal
subdomain that is not assumed to interpolate the true boundary, giving rise to an unfitted
computational mesh. We show that, under mild assumptions on the source term and the
computational domain, the discrete systems are well posed. Furthermore, we provide a priori
error estimates showing that the discrete solution will have optimal order of convergence as
long as the distance between the curved boundary and the computational boundary remains
of the same order of magnitude as the mesh parameter.
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1 Introduction

In this work we will study a discretization based on the hybridizable discontinous Galerkin
(HDG) method [2] for a class of quasilinear elliptic boundary value problems of the form

=V . (k Vu) = f(u) in (1.1a)
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u=g onI :=0%Q, (1.1b)

where the domain @ € R? (d = 2, 3) is not necessarily polygonal/polyhedral, the diffusion
coefficient, «, is a positive function that depends on the solution, u, in one of the following
functional forms

_ { K ()

=V e (Vu) ° (1.1¢)

and that will be assumed to be a bounded and Lipschitz—in a sense that will be made precise
in due time. In addition, the source function f will be taken to be a Lipschitz-continuous
mapping from L%() to L2(), so that there exists L > 0 such that

If @) = fle < Lyllur —uzlle  Vur,uz € L*(KQ). (1.2)

The authors became interested boundary value problems of this form through the study
of magnetic equilibrium configurations in cylindrically symmetric fusion reactors. In the
context of plasma equilibrium, if the location of the plasma within the reactor is assumed to
be known, the equilibrium condition between magnetic and hydrostatic forces results in an
equation like the one above, known as the Grad—Shafranov (or Grad—Shafranov—Schliiter)
equation [11, 13, 19]. The domain €2 in which the equation holds, corresponds to the region
of the reactor occupied by the plasma. This region in general has a non-polygonal, piecewise
smooth Lipschitz boundary I := 92 with a small number of corners—known in the plasma
literature as x-points.

In this model, the unknown u is the stream function of the poloidal magnetic field, the
source term f is anonlinear function of # accounting for the effects of the hydrostatic pressure
and total electric currents present in the device, and the coefficient ¥ encodes the magnetic
properties of the system. The case where « is a constant leads to a semi-linear equation for
which an HDG discretization was proposed and implemented in [17, 18], and analyzed in
detail in [16]. However, in the presence of ferroelectric materials, the permeability is affected
by the total magnetic field B—which is proportional to the gradient of u—and the coefficient
then takes the form x = «(Vu), leading to a quasi-linear equation that requires the more
detailed treatment that will be the subject of this article. Some theoretical studies of the HDG
method applied to quasilinear problems have been pursued recently [8—10], however these
efforts are limited to polygonal domains. Moreover, the first reference does not consider
non-linearities of the form « (Vu), while in [9, 10] the authors analyzed an augmented HDG
discretization for a strictly quasi-linear problem arising from a non-linear Stokes flow using
an approach based on a nonlinear version of the Babuska-Brezzi theory. A remarkable effort
involving HDG and interpolatory methods for semilinear problems was recently carried out in
[1, 6], as well as some recent contribution for the steady state incompressible Navier—Stokes
equations [12]. An interesting application of HDG to some fully non-linear time dependent
equations related to shallow water models was carried out in [14], while an HDG scheme
for the equations of magnetohydrodynamics was analyzed in [15]. However in these works,
either the domain is considered to be polygonal or non-linearities are restricted to the source
term—or both. As we will show, our analysis will be valid for both quasi-linear and semi-
linear problems, will not require an augmented formulation and the domain may be piecewise
smooth.

Due to the non-polygonal nature of the domain of definition, any discretization scheme
employed must handle the additional geometric complexity of the problem. The HDG scheme
that we propose deals with the geometry using a method introduced within the context of
HDG discretizations for linear elliptic equations in [7] and given firm theoretical justification
in [5]. The idea consists of posing the discrete problem in a polygonal subdomain 2, C Q2
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and transferring the boundary data to the computational boundary I';, := 92, through a
mechanism that involves a line integral of the numerical flux. This process requires refor-
mulating the equation in the form of a first order system (mixed form), but greatly simplifies
the computational implementation by allowing the use of a shape regular triangulation and
avoiding the need for high order curved elements on the boundary. Moreover, in applications
where the flux is a physically relevant variable—as is the case of the plasma problem—the
direct discretization of the flux required by the mixed formulation is an additional advantage
of the HDG formulation.

Depending on the location of the non-linearity within the equation, the analysis required to
generalize [5, 7] into non-linear problems of the form (1.1) can be split into two independent
parts. The case where « is independent of the solution and only the source f is a function of
u, has already been dealt with in [16]. The current communication will deal with situations
where the source term is independent of u# and « takes one of the forms (1.1c), each of which
must also be analyzed separately. We will start by introducing basic notation in Sect. 2, where
and the idea of the extended domains and transfer paths will be presented. In this section we
will also describe some geometric hypotheses on the the computational domain that will be
useful for the error analysis. Having established the basic setting, we then proceed to study
separately the HDG discretizations for the case when the diffusion coefficient is a function
of u only (Sect. 3), and the case where the diffusion coefficient depends on Vu (Sect. 4).
In these sections the well posedness of the corresponding discrete HDG formulations are
established, and a priori error analyses on the discretizations are performed.

2 Preliminaries
2.1 Computational Domains and Admissible Triangulations

Given the domain 2 where (1.1) is posed, we will define a family of polygonal subdomains and
admissible triangulations approximating €2 where we will ultimately pose our discretization.
First, consider a family of simply connected domains {24}y~0 such that, for every « the
following conditions hold: (1) 2, < €2, (2) the boundary I'y, := 92, is a polygon, and (3)
for every € > 0 there are infinitely many indices « such that A(2\2) < €. In the preceding
expression A(-) denotes the Lebesgue measure. These conditions ensure that the family of
subdomains {24 }¢~0 Will exhaust 2.

Having built the family {24 }4~0 satisfying all the conditions above, the next step is to
define a family of admissible simplicial triangulations {7 },~0. To be considered admissible,
a triangulation 7 must be such that: (1) 7;, is a triangulation for at least one 5, € {Qq}a=0
(we will identify both 7}, and the respective domain €2 with the same subscript /, adding
copies of Q2 to {Qq}o>0 if necessary to account for different triangulations of the same
domain) (2) it is shape regular, meaning that there exists § > 0 such that for all elements
T e€eTyandallh > 0, hy/pr < B, where hr is the diameter of T and p7 is the diameter
of the largest ball contained in 7', and (3) for every T € 7j such that T N I', # @, the
maximum distance between x € T N [';, and y € I is of the same order of magnitude as
the element diameter 7. More precisely, if dj,. 1= max{d(x,y) :x e TNTandy € T'}
then dj,. = O(hr). This last requirement, which will be referred to as the local proximity
condition and is depicted schematically in Fig. 1, is of key importance for the transfer process
that will be defined later on.
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Fig. 1 Left and center: The proximity condition ensures that the distance between the computational and
the physical boundaries remains always of the same order of magnitude as the local element diameter. The
schematic shows close ups to the boundary of two triangulations of the same domain: an admissible triangu-
lation satisfying the local proximity condition (left), and inadmissible one that violates the local proximity
condition (center). Right: An admissible triangulation and one possible arrangement of extension patches 7,5,
(shaded in the figure) defined on the region €\,

For every element T in a particular triangulation, we will denote by nr the outward unit
normal vector to 7', or simply n instead of n whenever the context prevents any confusion.

As it is conventional, we will denote the mesh parameter as 7 := ;nzgg hr, which will be
€y

assumed to be smaller than one for the sake of simplicity. We will denote by e any face of a
simplex and its length by %,. Moreover, we will talk about an interior face e if there are two
elements 77 and 7~ in the triangulation 7}, such that e = 7T N 3T ~. The set of all interior
faces will be denoted by £ In a similar manner, we will talk about a boundary face e if there
is an element 7' € 7, such that e = 9T N I'y; the set of boundary faces will be denoted by
5,‘? . Note that with these definitions, the entirety of the faces of the triangulation denoted by
&n (often referred to as the skeleton of the mesh) can then be decomposed as &, = &, U 8,? .

Throughout the paper, we will be working with functions that in general will not be
continuous across mesh elements. For a scalar-valued function we will use the symbol [w] :=
w™ — w™ to refer to its jump across any given interior face. At the boundary faces, the jump
will be defined as [w] := w — ¢, where ¢y, is the approximation of the boundary data at
I';, that will be defined later. In the case of vector-valued functions v, we will be interested
in the discontinuity of its normal component across interior faces, which will be denoted by
[vl:=v"-nt+v -0~

A remark on the local proximity condition and mesh refinement: The local proximity
condition limits the minimum size that the elements near the boundary of an admissible trian-
gulation can attain. Therefore, mesh refinement in this context must be understood as moving
through a sequence of computational domains in the set {2}, and their corresponding
admissible triangulations in {7j};~0 as the parameter 7 — 0. As it will be shown later,
the error estimates will not depend on the particular domain €2j, or triangulation 7, as long
as the three requirements on the mesh stated above are satisfied. Possible ways of building
sequences of admissible triangulations and computational domians have been detailed in [7]
for uniform meshes and in [18] for adaptively refined triangulations.

2.2 The Extended Domain

Having defined the family of polygonal subdomains and admissible triangulations on which
the discretization will be performend, we will now proceed to detail the process through
which the boundary information will be transferred from the boundary into the computational
domain. In order to do that we will have to tessellate the region enclosed between the two
boundaries I and I', as follows.

Given a triangulation 7, of the computational domain €2, and a boundary face e € &7, we
will denote by T¢ the unique element of 7;, such that e N 7¢ = e. To every point x € e, we
will associate—in a smooth fashion—a point X € I" and set /(x) = |x — X|. We will define
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the extension patch T}, as
T), =f{x+st:0<s<I(x),xece},

where ¢ = £(x) is the unit vector anchored at x and pointing in the direction of x. With this
notation, the line segment connecting x to X can be parameterized by

or(x) :={x +st:s€[0,l(x)]}.

The point ¥ € I' and therefore the vector #(x) can be specified in several ways. Here, we
will consider that the point has been determined in such a way that

t(x) =nforallx €e. 2.1

This assumption is made with the sole purpose of making the analysis simpler, it can in
fact be relaxed to the existence of a constant ag such that 0 < ag < ¢(x) - n for every x
belonging to a boundary edge. The numerical method described here is remarkably robust
with respect to the method used to choose £ (x). Previously, the direction had been determined
using the algorithm proposed by [7], which assigns X in such a way that the three following
conditions are satisfied: (1) X is unique, (2) any two different line segments oy do not intersect
each other inside T, and (3) the segments o; do not intersect the interior of . As it is
proven in the aforementioned reference, these three conditions guarantee that the union of
Tf,, completely covers Q := Q\ Q. An alternate method was used and tested numerically
in [17, 18], where #(x) was determined using a weighted average of the normal vectors from
neighboring boundary edges.

For an extended patch 7%, and a mesh element 7¢ € 7;, sharing a boundary face e € £,
we denote by h (resp. H;") the largest distance between a point inside 7, (resp. T%,,) and
the plane determined by the face e. The ratio between these two distances will be denoted by
Te 1= Hel /h gl and the maximum such ratio taken over all the boundary edges will be denoted

by Rz, = max re. Note that the local proximity condition will ensure the existence of a
ee&)

constant R, that we will call the proximity constant, independent of the particular triangulation
Ty, such that

R :=sup Ry, =sup ymax r, ¢ < 00. (2.2)
T Ty |ecE)

We will also define the class of non-trivial vector-valued polynomials of degree at most k
defined in and across both patches as

VEi={p e [B(TS, UTHT : p-n. #0).

We can then introduce, for all those elements with a non-empty intersection with the com-
putational boundary, the element-wise constants

Ll —_—
Csxt = sup ——< and Ciel’lv = hj‘ sup M7
\/’foevk Ix - melize xeVvk X - nrellTe

where, in abuse of notation, n, is a constant vector field defined in 75, , UT° U e that coincides
with the unit exterior normal vector associated to the face e and pointing in the direction of the
extension patch. Above, the norms || - || e, and || - || 7e are the standard L2 norms supported on
the extension patch 7, and its neighboring element T°¢ respectively. In [5], these constants

were bounded in terms of the polynomial degree of the approximation, k, and the regularity
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constant of the mesh, 8, as

Coy < Cilk+ 2B +2)F,  ¢f, < Ok, (2.3)

mnmv —

where C; and C, depend only on the mesh regularity. As we will see below, these con-
stants will determine the magnitude of the proximity constant and therefore the maximum
admissible gap between the computational and physical boundaries.

We will also need to make two technical assumptions relating the proximity constant to
the and the diffusion coefficient « and the degree of the polynomial approximation. For each
ecé& ,f we will require the following to hold:

1
H} < gg—l, (2.4a)
ke trdce, ce0r <1, (2.4b)

where « and « are the lower and upper bounds of «, resp., specified in (3.1), whereas T is
the maximum of the stabilization parameter v of the HDG scheme. The first of these two
conditions, (2.4a), states the well known fact that for small values of the diffusivity, small scale
behavior can be expected near the physical boundary, and therefore fine extension patches
are required. However, it also provides the additional insight that the distance between the
boundaries can be increased at the cost of accepting smaller values of the stabilization factor
t—and hence larger discontinuities in the discrete solution. In a similar vein, (2.4b) relates
the range of values of the diffusion coefficient with the maximum separation between the
computational and physical boundaries, thus making sure that the external patches are fine
enough to resolve possible boundary behavior induced by large variations in diffusivity over
the domain. Moreover, it sets a hard upper limit to the mechanism that allows for a larger
separation by decreasing .

By combining (2.3) with (2.4) it is not hard to show that, for k > 0, Hj- must be bounded
as

L R e E
H;” < min 3 7 I % , KT .
(C1Cr)* \k*(k+1D*3BB+ 1) 3

This expression provides insight into the way in which the physics of the problem—
through the range of values for k—interacts with the discretization—through the parameters
H eJ-, h j-, k, B, and t—and determines the maximum separation between the physical bound-
ary and that of an admissible triangulation. Of particular note is the role played by the
polynomial degree of the approximation: for larger values of k the distance between the
mesh and the boundary must decrease. The reason for this will become apparent soon, as we
will resort to extrapolation to approximate some quantities over the extension patches.

2.3 An Equivalent Mixed Formulation and the Transfer Paths

Having established the requirements for an admissible triangulation, and defined the extension
patches T, in such a way that for each of them there corresponds a single 7¢ € 7, we
can define a way to extend polynomial functions from the computational domain into €2 .
This extension process will enable us to transfer the boundary condition from I' into the
computational boundary I';,. Let p : T¢ — R be a polynomial function and T}/, an extension
patch associated to 7¢. We will define the extension E,(p) of p to T}, by extrapolation as

follows:
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Ep: Pu(T® — P(T°UT,,)
p(y) YyeT®r— p(y) YyeT UT,.
Where, to keep notation simple, a polynomial function p should be understood as its extrap-
olation Ej(p) whenever an evaluation outside of €2, is required, which should be clear
from the context. For vector-valued polynomial functions, the extension is defined similarly
component by component.

To avoid computing on a domain with curved boundary, we wish to pose the boundary vaue
problem (1.1) polygonal subdomain 25 C 2. This simpler geometry can then be discretized
by a uniform triangulation of size satisfying the conditions outlined in Sects. 2.1 and 2.2.

Recasting (1.1) in mixed form and restricting the resulting equivalent first order system
to 2, leads to

q+xVu=0 in (2.5a)
V-.q=f(u) in Qp, (2.5b)
Uu=gq only := 0y, (2.5¢)

where the specific relation between «, u and V u has not been made explicit, and the—a
priori unknown—function ¢ encodes the restriction of u to the computational boundary I',.
We can recover ¢ following the method proposed by [4] (in one dimension) and extended to
higher dimensions by [7]. The idea consists of transferring the Dirichlet data g from I" to I',
along segments called transfer paths by computing a line integral of the flux q.

Tobe precise, givenx € I', andx € I', equation (2.5a) can be integrated along the segment
connecting them. Lets denote by #(x) the unit vector anchored at x pointing towards X, and
by /(x) the length of the segment connecting them. We then have the following representation
for ¢:

I(x)
0 =gX) +/ (K_] q)(x +t(x)s) - t(x)ds. (2.6)
0

Note that ¢ depends on the values of either u or V u (through ¥ ~1), and ¢ over the extended
domain QZ As such, we should write ¢ = ¢(u, V u, q, x) however, to keep notation simple,
we will abstain from this and will write simply ¢. In a similar fashion, g(x) is in fact a
function of x, since the point X varies smoothly with x. To avoid the use of cumbersome
notation we will write either g(X) or simply g := g(¥(x)).

2.4 Sobolev Space Notation

To denote spaces of functions we will make use of the standard notation and terminology
from Sobolev space theory. Let O be a domain in R?, and ¥ be either a Lipschitz curve (if
d = 2) or surface (if d = 3); for scalar-valued functions and non zero real numbers s, we will
use the spaces H*(O) and H®(X) with their usual definition, whereas for the case s = 0 we
will write simply L2(©) and L?(X). The spaces of vector-valued functions will be denoted
in bold face, therefore H*(0) := [H*(0)]¢ and H*(Z) := [H*(Z)]“.

The L? inner products for both scalar and vector-valued functions on volumes and surfaces
will be denoted by (-, -)o and (-, -) s respectively. The associated norms will be denoted by
II-lls,0 and || - ||s,= and simply || - ||o for the case s = 0. As is common, will we write | - |5, o
for the H*® and H*®-semi norms.
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Given a triangulation 7, we will define the following mesh-dependent inner products over
elements and edges

Gazo= 0 GIrs e = ) (dar and (= ) (e

TeT, TeT, ec&?

These inner products induce mesh-dependent norms that will be denoted, respectively, by

12 12
. 2 . 2
Ity = Do 005+ Ielom = D I-15r and
TeT), TeTy
1/2
. 2
Felly e={ D012
ec&l

In the forthcoming analysis, the expression a < b should be understood as meaning
a < Cb where C is a positive constant independent of /.

For the discrete formulations that will be introduced in the next sections, we will make
use of the following finite dimensional spaces of piece-wise polynomial functions

Vi ={ve LTy vy € [P(T))?, VT €Ty (2.7a)
Wy = {w e L*(T) : wlp € Pp(T), VT €Ty}, (2.7b)
My = {p € L*(&) : ulr € Pi(e), Ve €&l (2.7¢)

where, P (T") denotes the space of polynomials of degree at most k defined in T € 7.
Similarly, IP;(e) denotes the space of polynomials of degree at most k defined over a face
e €&y

3 Non-linearities of the Form x(u)
3.1 The HDG Formulation

We will first consider the case when the coefficient x depends on the solution in the form
k: L2(Q) — L®(Q)
ur+— k(u).

For the analysis, we will require the existence of positive constants k and x such that for all
ue L3(Q)
Kk <k(u) <k almost everywhere in Q. 3.1)

Moreover, « will be assumed to be Lipschitz-continuous on LZ(Q), i.e, there exists L>0
such that

llic(r) — k)l < Llluy —uzll 2 Yur,uz € LA(S). (3.2)
The two conditions above, together, imply the existence of constants L and L such that
e 2 ur) — k"2 @)l oocry < Llluy — u2ll 2 Vui,uz € L*(Q),  (3.3)

e~ ur) = k7 @)l oy < Lllur — u2ll 12 Vuiuy e L*(Q).  (34)
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Note that all these assumptions imply the Lipschitz continuity of «, k'/?, and x ! on the
subdomain €2;, C € with corresponding Lipschitz constants equal to or smaller than those
stated above.

Before introducing the discrete formulation we will recall here the mixed form (2.5), but
now we make explicit the dependence k = « (1)

q+k@)Vu=0 in Q, (3.52)
V.qg=f®u in Qp, (3.5b)
u=gq on 082. (3.5¢)

The boundary data ¢ on the computational boundary I'}, is transferred according to (2.6).
Taking an admissible triangulation 7j, of the computational domain €2, the HDG dis-
cretization of (3.5) reads: Find (g, un, ) € Vi x Wi X Mp, such that

(™) gy, v) 7, — (Wp, V- 0)7;, + (@, v - n)y7, =0, (3.6a)
—(qn. V)7, + @ - 1. w)yz, = (f (Wn). )7, (3.6b)

(Wn, )y, = (on(un), L), , (3.6¢)

@ -n, wWozr, =0, (3.6d)

for all (v, w, n) € Vi, x Wy, x Mj,. Here
qn,-n:=q, -n+t(u, —uy) on 37,

with T being a positive stabilization function, whose maximum will be denoted by 7. The
approximate boundary condition ¢, on the right hand side of (3.6¢) is given by the discrete
counterpart of (2.6)

I(x)
on(up)(x) == g(x) +/0 (™ up) Engp)(x +t(x)s) - t(x))ds, for x € Tj. (3.6e)

In the definition above, we have used the extrapolation Ejq; due to the fact that the
approximation g, is available only inside of the computational domain €2, but the transfer
paths along which the integral is computed are defined over the complementary extended
region 2.

3.2 Well-Posedness

In this section we employ a Banach fixed-point argument to ensure the well-posedness of
the discrete problem (3.6). To that end we will define an operator 7 : W), — W;, mapping
¢ to the second component of the triplet (g, u,u) € Vj, x W, x M, satisfying, for all
(v, w, n) € Vi x Wy, x My, the HDG system (3.6) where the source has been evaluated at
¢, namely

k') g, V)7, — W,V -v)7, + @, v-n)yy =0, (3.72)
—(q. Vw7, + (@ -n, w)sg, = (f (), w)T,, (3.7b)

@, wyr, = (@), w)ry, (3.7¢)

@-n, woz\r, =0. (3.7d)

Above, the term ¢ (&) corresponds to the boundary condition transferred to the computational
domain by means of (3.6e). The mapping 7 is well defined, as the linearized system (3.7) is
uniquely solvable as proven in [5].
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The main result of this section—that the mapping 7 defined above is a contraction—relies
on the validity of a particular inequality—estimate (3.8) below—but is otherwise a simple
argument. Since the proof of (3.8) requires a sequence of technical arguments, in the interest
of clarity (we will first prove the main theorem assuming that the aforementioned inequality
is valid. After having established the well posedness of the discrete problem, the reminder of
the section will be devoted to verifying the validity of (3.8). This will be finally established
in Lemma 4, after a series of auxiliary results.

Theorem 1 (Well-posedness of the discrete problem) Suppose that Assumptions (2.4) are
satisfied and that additionally

(V3T+EV2RYA) 1172 g, Th'? < 1/4,
max{'c\zh, I} Ly < 1/8,
where C is the constant given in Lemma 4. Then J is a contraction operator.

Proof Let ¢1, ¢ € Wy, and define u; := J(¢1) and up := J(&2). Then u; and u, are the
second components of solutions to (3.7) and Lemma 4 guarantees that

1T @) — T(@)lle, = llur — ualla, <4 max{ch, 1} £
— F@)la, +2(V3T+EPRYH 26! @) — ) 17 P g, (3.8)

Then, applying the Lipschitz-continuity of f and x!/2—given respectively in (1.2) and

(3.2)—we get
< 4 max{Sh, 1} Ly |1 — allg, +2 (V3T+RY2RY2) hV2 |1 2 (¢1)
— "2 @)lleqry) 1177 2l
<4 max{¢h, 1} Ly |6 — &lle, +2(V3T+EVZRYH LR |4
— olle, 1172 2l -
The result follows from the hypothesis for Land L f- O

Combined with a standard fixed-point argument, the theorem above guarantees the exis-
tence and uniqueness of the solution to the discrete HDG system. We will now direct our
efforts to showing that inequality (3.8) holds. To that end we will make use of the following
auxiliary function and its properties listed in the lemma below—the proof of which can be
found on [5,Lemma 5.2].

Lemma 1 Consider x € I'j, and any smooth enough function v defined in T¢ U T}, and
define

1 I(x)
Sp(x) := —/ [v(x + ns) —v(x)]-nds. 3.9)
1(x) Jo
The following estimates hold for each e € £ i? :
12 L3 o e d
11777 Sulle = ﬁre Coxi Cipy IVl 7 Ve [Pr(D], (3.10a)
1
12 8 lle < Nl 13,0 - mllze, Vo e H(T)" (3.10b)
1
112 8y oo < R e sup 72 9, - i) VoelH" (T (3.10¢)
Xee
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For the subsequent analysis, we will also make use of the following norm. Given(v, w, (1)
€ Vi x Wy x My, and & € M), we define

I, w, wlle = (I~ 2@ 0lg, + I 2 wlfg + k2@ 2 w@lE,

The proof of (3.8) requires considering the solution ¢ to an auxiliary problem (c.f. (B.1))
and using a duality argument that connects a stability estimate for ¢ with our variables of
interest. This will be done in Lemma 4. Lemmas 2 and 3 below establish estimates relating
the norm (3.11) of the solution (q, u, ) to problem data that will be used in the final step of
Lemma 4.

)2 @3an

Lemma 2 Let ¢ be the transferred boundary condition appearing in (3.7) and suppose that
assumptions (2.4) are satisfied. It holds

A

1 1
(@ (@), 8g)r, < ¢ I 2@ 17 e@IF, + 5 I=2() q113, .,

A

1 1
(@@, T =)r, = k2O 2 9@, + ST @ =D,

A

1 3
@@, k@1 By, < e PO oI, + SO 1 2 EIE,,

where g(x) = g(x(x)) Vx eIy

Proof The first inequality is obtained after applying Young’s inequality and estimate (B.5a),
whereas the second inequality follows from assumption (2.2) and (2.4a). The third inequality
follows from Young’s inequality exclusively. O

Lemma 3 If Assumptions (2.4) hold, then

(g u —@. )7 <21 FOle,lule, +3lk'2@) 7 23IE,.

Proof Let ¢ € Wy and u = J(¢) € Wy. Since u defined this way is the solution to the
discrete system (3.7), then testing (3.7) with

v — w—u _|—q-n onTy,
=9 W= M= g ondT\

we deduce that
I 2@) qli, + 172 = D37, = = @@, T - n)p, + (f©). )7 (B.12)
On the other hand, we can use the definition of ¢ and §, (cf. (3.6e) and (B.4)) to show that
G =k (&) ~8) =8 + T ).
Substituting the expression for ¢ - n above in (3.12), we obtain
™' (@) qllg, + 17" @ =D + 12 @ 1 0)IIE,
= li(q. u — . 9)II;
< He@), k(@) 17 )y |+ Ko@), 8g)r, | + @@, T — ), | + [(F (), )75 |

Now, using Lemma 2 to estimate the first three terms in the right hand of this expression we
obtain

1 R 3 17—
S 1@« =7 )l < 1f @llgyllulle, + Ik 2@ 177,

whereupon the proof is concluded. O
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For the following result, we will make use of the properties of the HDG projectors Iy
and ITy onto the discrete spaces Vj, and Wj,. This projection was first introduced in [3] and
we include its definition and main properties in the “Appendix A”. The L2 projector onto the
space M), will be denoted by Py, while /dj, will denote the identity on M),.

Lemma 4 Suppose that Assumptions (2.4) and the regularity (B.2) are satisfied. Then, there
exists ¢ > 0, independent of h such that

g, <4 max(@h, 1)1 £@)lle, +2 (V3T+RV2RYZ) B2 e 2 () 17 g,
(3.13)

Proof Consider ® € L?(2) and let ¢ and ¥ be the solutions to the dual problem (B.1)
associated to ©. If we define

Ty ="' )g, My — )7, Ty := (@, Pu(d-m)r, — (@ -n, Owy)r,
and Ty := (f(), Ow¥)z,,

it is possible to verify that
(w,0)y, =Ty + Ty +T,. (3.14)

The terms Ty and T s appearing on the expression above can be easily estimated by
Tql S ™2 hl™2@) qllg, 1©lle, and |Tf| S1f©llg, 1O, (.15

In order to bound the final term of the decomposition of (1, ®)7, , we rewrite T', = Z?:l T
where

T) == — k(@I 0@, ¥ +13.¥)r,, T = —(t@ —0), Puv)r,,

T2 := (k(O)@(), (P — Idu) 3 )1y, TS := (171 g, ¥y

T3 == (84, V)1 -

It is not hard, if cumbersome, to verify that for the terms above the following estimates hold
ITY SEVPRI MO0l 100, T2 SEVZRYZ 1 2O 0 Ir, 191,
T3 | <&V2R* WV 2(0)q 0, 10la. ITH < T2RINT 2 — D) a7, 1Ol
1T S *V72 R 2@ 12 2, 18]

Taking ® = u in (3.14) and combining all of the above estimates with (3.15), we obtain
lulle, <Th'?l(o, u—1, @)l +&"/> (R @) 172 g, + 1LF (@)l

where ¢ := C max{g_l/z,El/zR,El/sz,El/le/z,?l/zR}, and C > 0 is the constant
hidden in the symbol <. Then, applying Lemma 3, we get

172

lullg, = @2 (V21 £ OUG Il + V362 17 i, )

+ & 2RO T g, + 1 O)llg,
lulle, <4 max{¢h, 1} £(O)lle, +2(/3C+7ZRYA) V22 17 glr,

with which the proof is concluded. O
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3.3 A Prior Error Analysis

We now provide the a priori error bounds for the discretization error. The main results of
the section are Theorem 3.16 and Corollary 1 immediately after it. As we will see, several
of the results leading to the main presented in this section can be proven by using similar
arguments to those of Sect. 3.2 and we will omit some of the arguments. The analysis will be
performed by decomposing the approximation errors in two components using the properties
of the HDG projection (see “Appendix A”). The projection of the errors is defined as
¢! :=Tyq—q;, and &":=Tlwu — up,
and the error of the projections are given by
I11:=q—-TMyq and I":=u—Tyu.
This allows to express the approximation errors as
q—q,=¢€1+17 and u—up=2¢"+1"

In addition, recalling that Py is the L? prO]eCthIl into M}, we define the projection error
for the hybrid unknown i), as €/ := Pyu — ;. The L%-projection of the error for the
numerical flux on 87}, can be expressed as el . n==¢e%n+ T(e" — 8”) It is not difficult
show that (e, g, 8”) belongs to V, x Wj, x M), and satisfies

(M), v)yg, — (4, V - v)7, 4 (€% v -n)yg, = —(c @) 19, v) 7,

— (@) = @)y g, v) 7 s (3.16a)
— (1, Vu)g, + (7 n w)yg, = (fF) — fun), w)T,, (3.16b)
(", yr, = (@) — @n(un), W), (3.16¢)
€ -n, wWazr, = 0, (3.16d)

for all (v, w, u) € Vj x Wy, x My,

To try and keep the notation compact, we will define the following two quantities involving
only the errors in the projections I”, I?, and I* measured in the three relevant domains 2y,
Q7 and 'y,

12
Ag = (||1‘1||?2h + R0, (17 - ) g + (R D211 ~n)||%,1) . (317a)

12
A= (10D 21, + 1) (3.17b)

We note that, as pointed out in [3, 16] by using the properties of the projectors and scaling
arguments, if ¢ € HH! (Q),u € Hk“(Q) and 7 is of order one, then A4 and A, are of
order h*+1. As stated in the theorem below, these quantities are in fact the key to estimating
the approximation error of the method

Theorem 2 If L is small enough, the regularity (B.2) holds and the discrete spaces are of
polynomial degree k > 1, then there exists hg > 0 such that, for all h < hg, we have

Ie?, e — ", o — gn)lI2, S A2+ A2, (3.18)

The proof of this result will follow straightforwardly from Lemmas 5 and 6 below.

Before setting out to prove these two lemmas (and therefore the theorem above) we first
state the convergence order of the method—the main result of the section—which thanks to
the remark made just above Theorem 2 follows as a corollary.
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Corollary 1 (Order of convergence) Suppose that the assumptions of Theorem 2 hold. If, in
addition, u € H**1(Q) and ¢ € H**'(Q), then

lg — qplle + llu —uplle < CA (Julksr,.0 + 19lt1,2) -

Having stated the main results of the section, we now set out to prove the two lemmas
leading to Theorem 2. The first part of the analysis will require using an energy argument
on the error equations (3.16) and a meticulous study of the error contribution due to the
transferred boundary conditions ¢, (uy,). This will be done in the following

Lemma 5 There exist positive constants, independent of h, such that

e, " — ", @ — glI2, < 12 max{Cy h, Co}L? (|le" [}, + 11"113,) + C3 AZ. (3.19)

Proof Starting from (3.16) and letting

. —&%.n on ry
_ of _ ol -
v=2¢e9, and =&" in7,, and pu:= P
v h ® { —&% on 3T\
it follows that
e 2 un) €913, + 172" — €D 3 g, =~ @17, &%),

— (7 ) = . ) v g, €97, +(f @) — fQun), €)1, — (@) — o (up), €1 -nm)r, .
(3.20)

We will now manipulate the final term in the expression above to include a term involving
the norm of the difference ¢(u) — ¢z (uy), thus allowing us to estimate the transfer error.
Using definitions of ¢j, and ¢ (cf. (2.6) and (3.6e) respectively), as well as the definition of
34 it follows that

o) —g =kl (8g+q-n) and @n(up) —g =k ")l (84, +q,-n).

Subtracting the second expression from the first one and adding zero in the form of
i uy) ((Sq —q- n) it is possible to express the difference as

@) = @nup) =€ (™ ) =~ wn) g +q - 1) + L @) (Sg—q, + (@ —q4) - n)
=€ (7 @0 = k7 @) (8 + - m) + £ @) (8un + 810 + (67 + 19))
=1 (e — &) = € (" ) -k (un)) (5,« + 8, + (19 + Tlyq) - n)
+ b ) (Sea +8pa + (€7 + 1) -n — 7 (" — &), (3.21)
where the first equality comes from the substitutions
@—qp) n=(T+19) -n—v(s" —¢"), and 844q, =54 + 8,

while the second one is obtained by replacing ¢ = 19 + Iy q. The expression (3.21) allows
us to write the term €7 - n in terms of the transfer error

e n = wc(up) I (9@u) — o)) — ic(up) (e ) — ™ (up))
(819 + 8r1yg + 19 -n+Tlyq - n)

—8eq — g0 — I9 - n 4 T(" — &").

@ Springer



Journal of Scientific Computing (2022) 90:92 Page 15 of 28

92

Substituting this expression back into (3.20) and rearranging terms, it follows that

™2 un) 711G, + 1712 (" = €37, + "2 @n) 17172 (@) — onun) I,
< 1k @)1, &g + (W) =k~ wn)Tvg. e

with TV :=

Tl
Tg
Tf
V]I‘\4

(3.22)

+|T/| + Tyl
(f@) = f(up). )7, and Ty == Y5, [T} |, where
(@) = gn(un), Sea)r,, TS = (o) — @nup), ke up) ™" @) =™ @n) Syt
—{pu) — n(up), (" — "), T %, = () — @nQun), kup) (@) — k= wp)) 814)r,
(o) — o (up), 17 - n)r, Tg = (o) — on(up), k) (L) — L) 19 - n)ry,
(o) — on(up), 814)1, = (o) —en un), k(up) (e~ @)=k~ up)) My g - ")F,,

To determine upper bounds the terms in the right hand side of (3.22), we will make use
of Young’s inequality, the Lipschitz continuity of f and «~! and the fact that |v|| L2(e)

1/2

in [16,Lemma 5] results in the following

1
IT,| <
2
Tyl <

3
3| <

1 _ & _
(TGl = 555 ") 172G w) — eni)If, + ¢ ™" max(rZ} 1= 8u (7wl
e d

5
TS| <

6
TS <

7
7| <

1
TS| < Enx”z(uh)r”zw(u) — onun)If,

1
2781”/(1/2(1/%) 172 (o) — on i) |If, +

—-1/2
lle ™" un)e? 11,

)
6

[T ~1/2 2 81 1p iy 2

E”K (un)! (@) — gnup)ly, + 3 T/ =(e" = e)l57,

1 Ly
Enx‘/z(uhw—‘/z(wm —onun)llf, + =

2

h

1
Eux‘/z(uh) 172(@) — onun)IIf,

82 _ 2
+ K Iy g7, h L* (1", + 11"l2,)”

1 _
@nx”%uhﬂ Y2 (@) — enui)If, +

1
Enx‘/z(uh) 172 (pu) —

5
+ 271

as well as

(™!

(u) —k—

26>
3 a eeSh

2
(' 2Ty - nllpery L2 h (e le, + I11"lle,)”

_ 1 _ 53
(e~ @)1, &%) 7| < 35, 1€ V2 (up)el ||, +

1 _
Yun)Tyq, e9)7,| < 75 1 Y2 (up)el ||,

lv]le, Ve € 5,? ,Vv € Pr(e). A combination of these with arguments similar as those

2 R 1D 21w

K2 maxrg A8, (17 m)llgy .

onup)lIf, +28 Rk (hD)'217 - n)|E,

72
kI3,

(33 _ 2
+ 5||nvq||%m(gh) KL (lle“ e, + 17" 1e,)" -

1T/ < Ly (le" N, + I11"e,) I e,
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where 81, &3, 83 are free positive parameters arising from applications of Young’s inequality,
K and k are the upper and lower bounds for the diffusivity, and L and L y are the Lipschitz
constants from x~! and f respectively.

If we let 81 = 4, §o = 12, and 83 = 6 in the above estimates and substitute back into
(3.22) we obtain

Ie?, & =&, 9 — ol
< 12 max{Cy h, C2}L? (lle" g, + 11" 1%, )
+C Lg%, + 11" 2,) el + C3 AZ-

where C1, C, and C3 only depend on «, k, R, and the projections ||(hl)1/2l'lvq . "”%00(1“;,)
and ”HVquOO(Qh) O

We now proceed to show that the approximation error in # can be indeed controlled by
the errors in the approximation of the flux, the hybrid variable and the transfer error, modulo

the approximation properties of the discrete spaces. To show that, in the next lemma we will
build upon the ideas as in [16] and use a duality argument.

Lemma 6 Assume that the Lipschitz constant is such that L y is small enough, and consider
the discrete spaces to be of polynomial degree k > 1. Then,

le Nl S A2 NG, & =& 0 — @illuy + B2+ LI)Ag + (L + V) A,. (3.23)
Proof The first part of the proof follows very closely the argument used in the proof of
Lemma 4. Given © € L%(2) we will denote by ¢ the solution to the dual problem (B.1)

associated to ®. Considering then the equations (3.16), together with the dual system, it is
possible to show that

(e".®)7, =Ty +T; + T, + Ty, (3.24)
where

Ty = (' wn)(g — gp), My ), + (€7, V)7, Tgi= (" ) =« )T + Ty g), My )7,
Ty == (", Pu(¢ - m)r, — (67 -n, My y)r, Ty = (f ) — f(up), w7,

To prove the result (3.23), we will bound each of the terms T,, with x € {g, u, f} in the
decomposition (3.24).

Bound for ’]I"'f. The simplest term to bound is Ty, for which an application of Cauchy-
Schwartz, the properties of the HDG projector and the Lipschitz continuity of the source
term f, together with the dual estimate (B.2) yield

ITf| < Creg Ly (lle"lle, + 11"l 1Ol (3.25)
Where the constant Cyeg is the stability constant from the dual problem (B.1).

Bound for ’]l’il. Using the Lipschitz-continuity of « (c.f. (3.2)) and following the arguments
leading to equation (4.8) in [16,Lemma 5], the terms ’]P}I and T; can be bounded like

1Tyl <k 2 ™ 2 un) (€ + 1), ITye — lla, + 1110, IV — ¥n)llg,
< C Creg ™ PR™M R 12 ()6 |, O 2

+2C Creg maxfx 2712 1ypminllE 1 1916, O]1o (3.26a)
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and
ITél < Creg(IT oo + IMyqlleo) L (le" I, + 11" l2,) 10l 2- (3.26b)

Bound for T,. To estimate this term we will have to decompose it and treat each of the
parts separately. We will write then write T, := Z !, where:
T, = —(k (un) 17" (p(u) — (un)), ¥ + 10,9)r,. T) i= —(r(e" — &%), Pyy)r,.
Tz = — (i (un) () — @n(un)), Idy — Py)on¥r)r, Tg = —(ic(up) (p(u) — @n(up)) 84, Y1,
T3 = (8ps, V)1, T9 = — (i (up) (p(u) — op(up)) Snyqs 1//)
T = (19, (Tdy — Py)¥)r,, TI0 := (e (up) () — on () 1 -m, 1//)1‘,,
TS = (e Py 1", wm, T = — () (90) — 1)) Ty g -1, W),
TG = (8ea, Y1,

Bounds for 'Il‘,], - ’]FZ: These terms can be estimated by we applying the same techniques
of [16,Lemma 6]. We will omit most of the the details here. Recalling that the length of
the transfer path /[(x) < ¢ Rh Vx € T'j and considering the constant ¢ from Lemma B1
[16,Lemma 6], we have

ITY < cé®' 2 Ru e wy) 17V (o) — @n i) lir, 1©]la,
|T2| < ceRVERV2 1| 2 (up) 172 (o (u) — @ (un))lir, 1Ol g,
Ty < 5 ¢! 2ERZ R |ht8,19 - n)lg 1© g,

T <ch||(hi)1/2lq n|r, 19lq.

T3 < crRh”zu(hi)”%"nrh||®||Q,

IT5| < 5 ¢'/?e%!/2 max ece!{Cox CEIRI A2 |k 2 (uy) e, 1Ol a.

IT]| < céT'/? Rh|x!/? (e —e“)nmu@ng

Bounds for T — T%: Let us first notice that by definition of T8, we can obtain

81 = [l 2w L) 1200 = gn ) 1V 10,17 ),

Then, by Cauchy-Schwartz, the fact that/(x) < ¢ Rh Vx € I'j, and the boundedness of «,
we can obtain

T8 < c®2 RA "2 ) 172 (p(u) — @nup)) 1 Spalln, 17" Wi, -

Finally, a direct application of (B.5c) to the factor involving the function §;4, and using the
estimation (B.3d) for the factor ||I~! || r,, results in

Tl < 5 cew"2 R b sup [|(h™ 0,17 - mllice) /2 @) 1712 (9 0) = @n @) I, 1@l

xely

Analogously, we can show that

ITol < J5 &2 R b sup [(ht 9uThog - mlliey Nk ) 1712 (@) = gn () I, 191

xel"h

Bounds for T ,140 -T ,L] : We start as in the case for T;O — ’]l‘;l by combining, Cauchy-Schwartz,
the bounds for x and [ < R#, to obtain

101 = [l 2 ) L ) 172w = @n)) 12 19, 1) |
< &2 R A i 2 up) 172 (o) — @3 i) 1219 - m, 10" ],
< &2 R A i 2up) 172 (p(u) — @ i), 1219 - ml o) 1~ ¥l -
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From here, we will use the inequality /(x) < rehel together with the estimate (B.3d) for
117" ¥, we get

T < ce®2 R ! 2 (un) 1712 (@) = @n@n) I, (D21 - nll Ly 1O g
Similar arguments can be used to derive the following analogous bound

T3 < cew' 2R h i 2 un) 17172 (9(u) — o) liry |92 Ty g - nll ey 1Ol e-

Finally, letting ® = ¢" in @, and ® = 0in Q} and using the estimates derived above for
all the terms T, in the decomposition (3.24), one arrives at the desired estimate:

le" o, S A2 IET, " — &% 0 — @)l + (% + Lh)Ag + (L +hV?) Ay,
O

This concludes the analysis of the discretization for problems with nonlinear diffusivities
of the form k = « (u). The reminder of the article will be devoted to the analysis of cases where
the nonlinearity appears as a dependence to the gradient of the unknown. This functional
dependence will require a different reformulation of the problem.

4 Non-linearities of the Form x(Vu)
4.1 Problem Statement

In some applications, the diffusivity coefficient depends on the gradient of the solution, rather
than on the solution itself. This is indeed the case, for instance, in the plasma equilibrium
problem, where the coefficient is the inverse of the magnetic permeability. In ferromagnetic
materials, the magnetic permeability becomes a function of the total magnetic field and
therefore the coefficient has the functional dependence k = «(Vu). In cases like this, we
will be interested in boundary value problems of the form

-V - (k(Vu)Vu) = f(u) in €, (4.1a)

u=g onl :=0Q. (4.1b)

where, just like in the previous section, the source term f will be assumed to be Lipschitz-
continuous in 2, with Lipschitz constant L ; > 0. We will also maintain the assumption (3.1)
on boundedness of the permeability. Note that, since we will be searching for solutions with
H'(R) regularity, the hypothesis (3.1) will guarantee that the permeability remains bounded

as a function of Vu. The Lipschitz-continuity assumptions (3.2), (3.3), and (3.4) will be
replaced by their following vector counterparts

lcY o) — k@) 20y < Lllot —02ll;2(q, Yo1,02 € LX),
I ()
k(@ 1) = 2 (@)l Loy < Lllotr — 02ll 2, Yo1.02 € LA(R), 4.2)

lc(@1) = k(022 < Lllot —02ll2g) Vo102 € LXQ).

Following the spirit of reformulating the problem in a mixed form, the functional dependence
k (Vu) will require us to introduce a new auxiliary variable. Therefore, we introduce ¢ := Vu
and will express the the flux as ¢ := —« (0')a, thus introducing two additional unknowns to
the problem. With these definitions, it is possible to write (4.1) as the equivalent system

o—Vu=0 in €2,
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q+k(@)o=0 in ,
V.qg=f(u) in @,
u=g on 0€2.

We shall analyze the discretization of this system when restricted to the subdomain in €2j,.
In view of this, our target formulation is

oc—Vu=0 in Qy, (4.3a)
q+k(@)o=0 in Qy, (4.3b)
V.q=f(u) in Qp, (4.3¢)
u=¢ onI'y, = 0%;. (4.3d)

where the boundary conditions have been transferred by means of

I(x)
0o 5 =@+ [ (T @)+ 1) 1o,

The HDG scheme associated to (4.3) reads: Find (g, on, up, up) € Vi x Vi x Wy x Mp,
such that

(@1, V)7, + (un, V - 0) 7, — (@h, v - 1)y, =0, (4.4a)
(gp8)7, + (kK(OR) O, $)T; =0, (4.4b)

—(g5- Vw)z, + (@) - n.wy = (f n), w7, (4.4c)

{tn, 1)r), = {pn(@n), w1y, (4.4d)

@y -n, oz, =0, (4.4e)

for all (v, s, w,u) € Vi, x Vi x Wy, x My. Here, the spaces V,, Wy, and M, have been
defined in (2.7), the restriction to the mesh skeleton of the numerical flux has been defined
as

q, -n:=q, -n+t(, —uy) on 937,

and the approximate boundary condition given by

I(x)
oG h.x) = () + fo (™ (01)g) (& + 1(X)s) - £(x)ds. (4.4f)

As before, the maximum value of the positive stabilization function 7 will be denoted by
T.

In this section we will analyze an HDG scheme for problems of this form. We will first
have to reformulate the problem in terms of a mixed system with one additional unknown
when compared to the case analyzed in the previous section. Many of the arguments required
for the analysis will be similar to those developed in the previous section, and the analysis
technique is similar as well. We will therefore omit many of the technical details and indicate
the main steps in the analysis, focusing on those that are different from the previous section.

4.2 Well-Posedness

The proof that the system (3.6) is well-posed will rely on a fixed point argument. As in the
previous section, we define the operator 7 : Vi, x Wy, — V) x W), that maps a pair of
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functions (7, ¢) to the first and third component of the solution (g, o, u, %) € Vj x Vj x
Wy x Mj, to the HDG system (4.4) where the source has been evaluated at (3, ¢). Namely

(@, V)7, + W, V-v)7, — (@, v-n)y; =0, (4.52)
(g.9)7 + k() o,s), =0, (4.5b)

—(q,Vw)z, + (@ -n,w)yg, = (f(O), w)T,, (4.5¢)

{, W, = (), 1), (4.5d)

(@-n, wWom\r, =0, (4.5¢)

forall (v, s, w, u) € Vi x Vi, x Wy, x Mj,. Just as before, ¢(¢) accounts for the transferred
boundary conditions and, since the discrete linearized system above is uniquely solvable [5],
J» is well defined.

Given a function n € V,, we define the following norm over the product space V x
Vi x W, x My,

)1/2
4.6)

s, v w, Wl = (Islig, + I 2@vlig, + 12 wilfy + I 2@ @i,

The general road map for the proof is as follows. Lemmas 7 and 8 below, will allow us to
control (g, o, u — 1, ¢) by the linearized source term f(¢) and the boundary condition at the
physical boundary, g. An application of these two results will then allow us—modulo some
technical assumptions involving the bound of the diffusivity and the distance between the
physical and computational domains—to use the Lipschitz continuity of f and k to prove
that the mapping is indeed a contraction. This will be done in Theorem 3, from which the
well posedness of the HDG system (4.4) will follow as a simple corollary.

Lemma 7 If Assumptions (2.4) hold, then
g, 0w =T )3 < max(1, %) (41 ©lley lullz, + 6l 2 17251, ). @)

Proof Note that if we let s = ¢ in (4.5b), we have

lqllg, <&l ollg,. (4.8)

Then, following the process outlined in the proof of Lemma 3, we go back to (4.5) and choose
the test functions as v = —¢q,s = o, w = u, and

. —u, ondT\I'y
m= —q-n, only.

This leads to the equality
I 2 malig, + T2 - Wiy,

= (f©©), w7, — lpm), kI ()1, + (), k(@) '8,
+ ), By — (o), T(u — D)),

The terms on the right hand side can be estimated by an application of Lemma 2, yielding

I 2 ma g, + 1T =Dl + I 1 o),
<21 lley lulle, + 31> 172 11T, .
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Combining this estimate with (4.8), we obtain

(g, 0, u—@, @)l < max{1, %} (4] (Olley lulg, + 6l >~ 2l%,)

which concludes the proof. O

It only remains now to estimate the norm of u in terms of the sources and the boundary
conditions. This will be done in the next lemma.

Lemma 8 Suppose that Assumptions (2.4) and (B.2) are satisfied. Then, there exists ¢ > 0,
independent of h such that

lullg, <4 max{Sh, 1} |1 £()lla, +2 (V3C+& 2RV 12 2y 1712 GIp, . (4.9)

Proof The proof of this result is follows, with small variations, the same process as that of
Lemma 4. By using » instead of ¢ in the dual problem given in (B.1), and splitting the duality
product as

(. ©)7, = Tg + T, + Ty,

where

Ty :=—(0,My¢ —P)7,, Ty:= (@, Py(d-m)r, —(q-n Owy)r, and
Ty =), wy)z,.

The terms T, and Ty are bounded as
ITo| S 2Rl @) allg, I18llg, and T S I£@lle, 1€,
and, we rewrite T, as T, = Zl-szl T, with
T, :=—I o). ¥ +10,¥)r,, Ty :=—(t@ —u0), Puy)r,.
T2 == (o), (Py — 1Y), T == (7' g ¥)r,.
T} == (5. V)1,

These terms can be bounded using arguments analogous to those in Lemma 4, yielding the
desired estimate (4.9). ]

The results in the two preceding lemmas can be combined to estimate (g, o, u — U, ¢) in
terms of the source f(¢) and the boundary data g. This follows readily from an application
of Lemma 8 to (4.7), yielding

I(g.o.u—@. @)} < (16 max{1,%}* + 8 max{c*h, 1}) | f (D)3,
+ (6 max{1, %) + 2 (V3¢ + 71/2 R1/2)? h) I 2y 172 51,
(4.10)
In turn, (4.9) implies that

lulgy, <32 max{@h, 11 [ £, +83C+E2 RV h |k 2y 1712 212, .
“4.11)
These two estimates will be used to prove the contractive properties of 7> as we will now
show.
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Theorem 3 Suppose that the dual regularity (B.2) and the Assumptions (2.4) hold and sup-
pose also that

(16 max{l, ©}> + 40 max{c2h, 1}2>L§c < (4.12)

1
4
and

1
<6 max{1, %} + 10 (+/3¢+x'/2 R1/?)? h)Zznr‘/zgn%h <7 (4.13)

are satisfied. Then T, is a contraction operator.

Proof Let (1, ¢;) € Vi x Wy and define (07, u;) := 7> ((n;. §i)) € Vi x Wy, fori € (1,2}
Then,

1/2
11, 60 = P, )y = 101 =02, ur —un)llg, = (o1 — 0all, + llur —ual3,)>.

By applying the inequalities (4.10) and (4.11) respectively to (61 — o2) and (u; — uz), we
obtain

17201, ¢1) — a2, ) lle, < ((16 max{1, €} + 40 max{c*h, 1}?) [ f(¢1) — F(&2) I3,

1/2
+ (6max{1, K} + 10 (vV3C+&' /2 R'/?)? h) ' (gy) — x”z(mnim(m||1—1/2§||%h) :
Then, using the Lipschitz continuity of f and /%, we get

172001, 1) — (02, )@, < ((16 max {1, }> + 40 max{c*h, 1)*) L (|61 — &all,
1/2
+ (6max{1,f} +10(V3C+&"/2R2)? h) Ly, — n2||%w(9,1>||1—‘/2§||%h)
The proof is concluded, by applying the assumptions (4.12) and (4.13) to the right hand side
of the preceding inequality. O
As aresult we can then conclude this section with with the following
Corollary 2 Ifthe hypotheses of Theorem 3 are satisfied, the HDG system (4.5) is well posed.

Having established the well posedness of the discrete system (4.5), we will concentrate
our efforts in the next section on establishing the convergence properties of the HDG scheme.

4.3 A Priori Error Analysis

The study of the convergence properties and rates of our discretization follows similar steps as
the ones laid out in Sect. 3.3, adapted for the extended system that arises from the introduction
of the additional auxiliary variable & = Vu. To avoid unnecessary repetition of arguments,
we will focus on the differences between these two cases and will omit most of the details
that can be easily inferred from Sect. 3.3.
As before, we decompose the error with the aid of the HDG projection as:
q—q,=€7+17, 6 —0,=¢"+1°, and u—u;=c¢"+1",
where, similar to Sect. 3.3, we have defined

! := Nyq —gq,,, €°:= Nyo —oyp, &":= Nwu—uy (Projection of the error),
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11:=q—Myq, I°:=o0—Myo, I":=u—Tlwu (Errorofthe projection).

In addition, using the L? projection into Mj, we have e = Pyu — uy,. The vector of error
projections (&7, &%, ¢*, ¢") belongs to V, x Vj, x W), x M}, and satisfies the error equations

€%, v)7, + ",V v — (sﬁ, v-n)yy, =—I°%,v)g, — I",V-v)g, (4.14a)

(€%, 8)7, + (k(op) €7, s)Th =—I1,5)7, — (k(0)I°, s),,h (4.14b)
—((k(0) —k(on) Nyao, s)7, , (4.14c)
— (&%, Vw)g, + (7 - n,w)o, = (f() — f(un). w)z;, (4.14d)
(", )r, = (@(@) — @n(on). L), (4.14e)
(7 -n, wWazr, = 0, (4.14f)

for all (v,s,w,n) € Vi x Vi x Wy x Mj,. Here, as before, on 97, we have el .n =
el -n+ (e —&v).

Following the same arguments of Lemma 5 is possible to estimate the magnitude of
(e9,69, " — el ¢ — ¢p), as measured by the norm ||-||s defined in (4.6). Choosing the
vector of approximation errors both as test and trial in the error equations we obtain

'@ n) %11, + 772" — e 37 + k' @n) 17 (0(0) — en(@n)II3,
< (9, &%) 7| + (I, e7) 7| + | (@), %) 7; |
+((k(@) — k(@) Ty o, %)z | + T/ |+ |T,|. (4.15)

The final two terms are defined as T/ := (f(u) — f(up), ")y, and Ty := Z?:l |Tfp|,
where

T, := (¢(@) — @n(on). Sea)r,

']I‘é = —(p(a) — op(op), T(e" — 83))1";,

T} = (p(0) — gn(op). 17 -n)r,

']Ti, = (@) — gn(op), 81a)r,

TS i= (p(0) — gu(@1). k(@) (K~ (@) =&~ @1) driya)r,

TS = (p(0) — gn(on). k(on) (k@) — ' (0n) 81)r,

T = (p(0) — gn(on) k(op) (' (@) = (@1 I - m)r,
TS = (p(0) — gn(on). k(op) (k" (@) = (01)) TIyg - m)r,.

By a combined use of arguments similar to those appearing in Lemma 5, it is possible to
deduce
81

—1 .92
= e,

1 _

T, | < 2—81||K1/2<oh>l Y2 (p(0) — en(onlif, +
1 _ %) PN

T2 < Z—BZHK‘/Z(ah)l Pp@) = gn@nli, + ¢ 77" = el

1 B 83 _
T3 < —— (@) 172 (0(0) — pn@n)IF, + = R~ (W21 - m)|1} |
@ 253 h 2 h

83

1
4y _ 1 apn —-1/2 _ 2
Tyl = 552k @™ 2 0@) = on@nlF, + ¢

i R 10, (10 - )
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1 _
TS| < Enx‘“(ah)l (@) — en(on)lf,

33 _
+ 3 FR? sup [R0u(Tvg - m) e L2 (16711, + 117 15,)
xeeCrly,
253

. K2 R W0, (17 )Gy

TS| < %nx”z(mrlﬂ(w(a) —onon)f, +
IT)| < ﬁnx‘ﬂ(amrl”w(o) —on(onlf, +28 Rex > [|(hH)'219 - n)|f,
TS| < %nx‘“(amz—l”(w(a) — eI,
+ 83K R (WD) Tvg - nl2, L (167115, + I11713,) - (4.16)
and
(1%, 697, < z—fhns"néh +Eg,,

1
265

o5 _
(19, 6%)7,| < ||K”2<ah>e“||é,,+5g NI,

1 ds
l(k(@)I°, %) 7| < E||K”2<ah)e" I, + 5 < R,
1
(‘o) — k(op) Mye, )7, | < 35 ' (on)e’ |13,
+8sk” ITyql3, L (167118, + 11°11%,) -
T/ < Ly (eI, + 112, 1 e - (4.17)

Then, taking the test function s = &7 in the second equation of (4.14), we get

911, < (4x+8x " L7 Tlyql2) 2 (@n) €% 1g, +4 11713,
+4 max{i, 2 L* [Ty o |2} 1113, - (4.18)
If the Lipschitz constants L and L s are sufficiently small, a direct application of (4.18) in the
first equations of (4.16) and (4.17), together with the choices §; = 1,8, = 3,83 = 12,684 =
24/k, 65 = 18 yield the following estimate for the right hand side of (4.15)
I (o) €% 1, + 1T 2" — M3 + e (e 1772 (p(0) — pn(@m)},
< A2+ A2+ Ly (lelle, + 11" 12,) e e,
(4.19)

In the expression above, the term A, has been defined according to (3.17a). By combining
(4.18) and (4.19) we get

e, &, 6" =&, 0 —glly, S Ag+ A5+ Lyp (el + 11412, llellg,.  (4.20)

The following result allows us to estimate the term ¢“ in (4.20) by means of a duality
argument. The proof technique is analogous to the one used for Lemma 6.

Lemma 9 Given the regularity condition (B.2), assume that the Lipschitz constant is such
that L y is small enough, and consider the discrete spaces to be of polynomial degree k > 1.
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Then,

le1%, < 3hlE, e, & — e, g — o)lI2, + 6<(h + L W*)A; + (L* + h) A5>.
4.21)

Proof Consider the pair of functions function ¢ and v satisfying the dual problem (B.1). We
will use them to define the following terms

To :=—(0 —op, My — )7, + ((k(0) — k()T + Ty0), V)7,
Ty := -1, V)1,
Ty:= @) — fun), Mwy)z,
Ty = (", Pu(p -m)r, — (¢? -n, My )r,.
With all the definitions above and the equations in (B.1), it is possible to decompose the inner

product between &“ and the function ® appearing as the source term of the dual problem in
the form

(6", 0)g, =Ty +Ty+Ts+T,, 4.22)

Following arguments similar to the ones applied in Lemma 8, it is possible to bound each of
the terms in the decomposition as

ITg| <A™ K 120 ) (€7 + 1%)lg, 1Olle + L (k2 (@)e’ || + 117 1) 1©]le
Ty < ™8T g, (O],
T/ <Ly (10 + 11" 12,) 19l

The bound for the final term in (4.22) requires decomposing it in the form T, := > }21 0
where:

T} i= —(k(en) 17 (0(0) — @n(om). ¥ + 18u9)r,. T} = —(t(e" — &), Pui)r,.
T2 == —(k(up) (@) — @n(an)), Udy — Pa)du ), »
T8 = —(k(on) (9(a) — n(an)) 814, ¥,

T == (10, ¥)p, . Ty = —(k(on) (©(@) — @n(04)) Sn1yq. V)1,

Ty = (17 n, (Idy — Pu)¥)y, . T,0 = = (@) (9(©) — (@) 17 -1, )1,
T) = —(tPyl". ¥)., . T3 = —(k(n) (9(0) — gn(op) Myq - n, ¥)r,,

TS = (Sea. ¥, -

These terms can be estimated by arguments like the ones detailed in Lemma 6. Finally, taking
® = ¢&" in (4.22) and considering the estimates for the components of T, it is possible to
deduce that

h

le“13, < 3hlE®, e, & — e, o — o), + 6(<h +LERMAL + (L + 1) A5>.
[m}

The result of the previous Lemma allows us to estimate the error incurred by the HDG
approximation by that of the HDG projection onto the discrete space, as we now show.
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Theorem 4 [f L is small enough and the discrete spaces are of polynomial degree k > 1,
then there exists ho > 0 such that, for all h < hg, we have

(e &9, e — " o — @)l < A2+ A2+ A2 (4.23)

o ~

Proof Using simple algebraic arguments, note that the term (4.20) can be rewritten as
= 3 1
Ie”, e, & =&, 0 —oullly S A+ A5+ 3 Lrlle"liy, + 5 Ly Aulle"llg,
Combined the above with the estimate given in the Lemma 9, we can deduce

9 —~
(1 -5 thc) e, el e — &', o — o> < 9Lf<(h + L2 hH A + (L? +h)A§>

1
2 2 2
+ Ay + A+ ELfAu’
where ¢ > 0 is a constant independent of 4 arising from the symbol 5. Assuming that L f is
small enough and considering that 2 < hy, te proof is concluded. O

As a consequence of this theorem, it follows that the HDG approximation of the linearized
systems will indeed achieve optimal order of convergence with respect to the degree of the
polynomial basis, provided that the true solutions are smooth enough.

Corollary 3 Suppose that assumptions of Theorem 4 hold. Ifu € H**'(Q) andq € H**1(Q),
then

lo —anlle + g — gplle + llu — uplle < CA (Julis1,0 + 191,02 + 10 lkt1.0) -
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Appendix A: HDG Projection

The HDG projectors introduced by [3] and their properties have been used extensively
throughout the text. Here we provide a quick definition and summary of the properties used
in this article.

Consider constants I, I, € [0, k] and functions (g, u) € H'*a(T) x H'(T). More-
over, recall the discrete spaces

Vi i={veL*(Ty) :vlr € [P(D)Y, VT €T},
Wi o= {w € L*(Ty) s wlr € Pu(T), YT €Ty},
My = (€ L*(&) : plr € Prle), Ve € &),

defined in (2.7) in the text. We will denote by Il(q, u) := (Il,q, I1u) the projection over
V5, x Wy defined by the unique element-wise solutions of

(Myq, v)7 = (¢, V)T Ve [P (T)1%, (A.la)
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My, w)r = (u, w)r Vw e P ((T), (A.1b)
(Ilyg -n+tlyu, u)p =(q -n+ 71U, U)F Ve Pr(F), (A.Ic)

for every element T' € 7j,, and F C 9T. Will will denote the L? projector into M, by Pyy. It
was proven in [3] that when the stabilization function is chosen so that 77 := max t |37 > 0,

then there is a constant C > 0 independent of 7" and t such that

Ig+1 Iy+1
Myg — qllr < Ch7? |q|H1q+1(T) + ChT+ 7"7*i|’/l|H1u+1(T)y (A.2a)
lg+1
L+1
Tyt — ully < Chy ™ ul guo 7y + Ct{n—axw -4l gla (1 (A.2b)
T

Here 7} := max t|sr\f+ and F* is a face of 7 at which 7|37 is maximum. As is customary,
the symbol | - | gs is to be understood as the Sobolev semi norm of order s € R.

Appendix B: Auxiliary Estimates

Duality argument We will consider that, given ® € L?(), the solution to the auxiliary
problem

kMO +Vy =0 in Q, (B.1a)
V=0 inQ, (B.1b)
¥ =0 on %2, (B.1c)

satisfies the regularity estimate

11l @) + 1V H20) < Cregll®lla (B.2)

where Cre; > 0 depends on the domain 2. Moreover, if £ is a subdomain of € with
boundary I'j, := 92, [(x) is the length of the transfer path connecting I' := 92 to [, as
defined in Sect. 2.2, Py is the L2—pr0jector onto the discrete space Mj, defined in (2.7), and
1dyy is the identity operator in M), we have

LemmaB1 [5,Lemma 5.5] Suppose Assumption (2.4b) and the elliptic regularity inequality
(B.2) hold. Then, there exists a constant ¢ > 0, such that:

1Y~ P Udy — Pu)lin, < ER©lg, (B.3a)
1'% (1dy — Pa)du¥rlir, < ERVZh|O]q, (B.3b)
11732 + 18, 9) I, < E11O]l. (B.3c)

1= Iy, < E19]q. (B.3d)

Function Delta For any smooth enough function v defined in 7¢ U T, and x € I'), we set

I(x)
Sy(x) := L / [v(x + ns) —v(x)] - nds. (B.4)
I(x) Jo

which hold for each e € 5}‘? (cf. [5,Lemma 5.2]):

1
1128, < —=r2* €8, CEy 0l 7 Ve [Pu(T)), (B.5a)

ﬁ e
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1
12 8ulle = —re iy -mii, VoelH (D). (B.5b)
1
1172 8y lloe < —= re sup lIh, 0,0 - nllicr) VoelH (T (B.5¢)
\/§ xee
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