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Abstract—Outdoor-to-indoor communications in millimeter-
wave (mmWave) cellular networks have been one challenging
research problem due to the severe attenuation and the high pen-
etration loss caused by propagation characteristics of mmWave
signals. We propose a viable solution to implement the outdoor-
to-indoor mmWave communication with the aid of an active
intelligent transmitting surface (active-ITS), where the active-
ITS allows the incoming signal from an outdoor base station
(BS) to pass through the surface and be received by indoor
users (UEs) after shifting its phase and magnifying its amplitude.
Then, the problem of joint precoding of the BS and active-
ITS is investigated to maximize the weighted sum-rate (WSR)
of the system. An efficient block coordinate descent (BCD) based
algorithm is developed to solve it with the suboptimal solutions in
nearly closed-forms. In addition, to reduce the size and hardware
cost of active-ITSs, we provide a block-amplifying architecture
to partially remove the circuit components for power-amplifying,
where multiple transmissive-type elements (TEs) in each block
share the same power amplifier. Simulations indicate that active-
ITS has the potential of achieving a given performance with
much fewer TEs compared to the passive-ITS under the same
total system power consumption, which makes it suitable for
application to the space-limited and aesthetic-needed scenario,
and the performance degradation caused by the block-amplifying
architecture is negligible.

Index Terms—Active intelligent surfaces,

millimeter-wave, power amplification.

transmitting

I. INTRODUCTION

Millimeter-wave (mmWave) cellular networks are capable
of supplying the ever-increasing demand of rates for ad-
vanced fifth-generation communications thanks to their abun-
dant available bandwidth. However, a fundamental challenge
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for mmWave communications is that the mmWave signal
experience severe attenuation and a high penetration loss com-
pared with the lower frequency bands, which makes mmWave
signals highly vulnerable to obstacles [1]-[3]]. The emerging
technique of reconfigurable intelligent surfaces (RISs) have
been proposed as a promising candidate for alleviating the
unfavorable properties of mmWave signals. RIS is an ultra-
thin metasurface comprising multiple programmable elements,
which enables to achieve a high beamforming gain by smartly
manipulating the incident signal for proactively customizing
the radio propagation environment [4]]—[7|]. More importantly,
RIS can significantly reduce the outage caused by the presence
of random blockages by establishing virtual line-of-sight (LoS)
links between base stations (BSs) and users (UEs), which can
considerably enhance the reliability of mmWave communica-
tions, especially in harsh urban propagation environments [_8]]—
[10]. These benefits have inspired a lot of work to investigate
RIS-assisted mmWave communication networks and verify
that RIS in favor of enhancing the signal strength, extending
the service range, and improving the spectral- and energy-
efficiency [10]-[14].

On the other hand, outdoor-to-indoor communication in
mmWave cellular networks is a common communication
scenario as most mobile data traffic is consumed indoors,
however, which is challenging since BSs and UEs are lo-
cated on the opposite side of building structures [15], e.g.,
walls and windows, while penetrating them leads a severe
attenuation (measurements have shown that around 40 and 28
dB for tinted-glass and brick [16]], respectively), which limits
the feasibility for an outdoor BS communicates with indoor
UEs inside the buildings. Relay-enabled system is a potential
solution for outdoor-to-indoor mmWave communications but
has some drawbacks, e.g., expensive hardware components
and high signal processing complexity, while these shortcom-
ings of relays can be overcome by utilizing the superiority
of the RISs [[17]-[19]]. However, the widely studied RISs-
assisted systems focused on traditional reflective-type RISs,
also referred to intelligent reflecting surfaces (IRSs) [20],
as objects hanging on walls or facades of buildings, which
face a placement restriction: both BSs and UEs have to be
located on the front side of an IRS, and hence IRSs can only
achieve a half-space coverage and are not up to the outdoor-
to-indoor communication. As a remedy, some works [21]], [|22]]
innovative deployed multiple IRSs in a cooperative multi-hop
manner to bypass the obstacle. Nevertheless, this does not
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Fig. 1. The architecture schematic of the IRS and ITS.

apply to outdoor-to-indoor communications due to no matter
where IRSs are placed, the signal after reflecting cannot bypass
the wall to UEs behind the IRSs [[17], [20]].

To challenge this restriction and facilitate more flexible de-
ployment of RIS, the novel concept of transmissive(refractive)-
type RIS, also named intelligent transmitting surfaces (ITS),
has been proposed [23[|-[25]]. ITS is a meta-material reflection-
less surface structure, which is equipped with a large num-
ber of transmissive-type elements (TEs), and provides beam
shaping, steering, and focus capabilities [25]]. A key feature
of ITS is that the incoming signal can pass through each
TE, and then the refracted signal can be received by UEs
behind the ITS. As shown in Fig. the main difference
between the architecture design of the IRS and ITS is that
the reflective-type element (RE) of IRS reuses the patch for
receiving and reflecting, while the TE consists of a pair of
patches respectively for receiving and transmitting. In addition,
the IRS needs a metal backplane to avoid signal energy leakage
[14]. Both the RE and TE themselves can directly modify their
responses by changing the corresponding tunable load [26].
Specifically, they can be accurately described by an equivalent
lumped circuit model, where the waveguide can be regarded
as a transmission line, L1, Lo, C,,, and R,, denote the bottom
layer inductance, top layer inductance, effective capacitance,
and effective resistance, respectively. For a detailed analysis of
this circuit model, please refer to [26]], [27]. More importantly,
different from the IRS that is hanging on walls or facades
of buildings, ITSs can be flexibly deployed by coexisting
with existing infrastructures in the middle of a communication
environment, such as embedded in walls or windows between
two different environments (outdoor-to-indoor, room-to-room,
etc.) [17], [20], [28]. ITSs can fully unleash the potential of
RISs on breaking the half-space (reflection space) limitation
of signal propagation manipulated by IRS, and so that covers
the backside space (transmission space). It is worth noting
that by integrating IRS and ITS together, a highly flexible
full-space manipulation of signal propagation can be achieved
[23]. As an energy-efficient alternative to realize full-space
coverage, the authors proposed a pair of novel prototypes,
simultaneously transmitting and reflecting RISs (STAR-RISs)
and reconfigurable intelligent Omni-surfaces (RIOSs) [28]-
[30], where the surfaces can simultaneously transmit and
reflect the incident signals. ITS or IRS can be regarded as a
special full transmission or reflection mode of these concepts.

However, identically with the reflective cascaded channel,
the transmissive cascaded channel in the ITS-empowered
communication system will still suffer a multiplicative fading
effect [31], which potentially causes the ITS to achieve a
poor performance gain. A common approach to improve the

performance gain of RISs is increasing the number of REs
or TEs [32]. Intuitively speaking, this approach is feasible
for the IRS but might not be practical for the ITS due to
that the number of TEs is limited by the physical size of
windows and the aesthetic appearance effect, which might be
the price to be paid for that the ITS is embedded with existing
building structures [20], [28]]. Additionally, the substantial
electromagnetic penetration loss when the mmWave signal
impinges upon and penetrates the ITS is unavoidable [17].
These concerns imply that the performance gain reaped by
the ITS might be much weaker than the IRS.

Inspired by the active-IRS [33[|-[36] and active-RIOS [28]],
the deployment of an active-ITS will bring a notable leap
forward for improving performance. The noticeable difference
between the active- and passive- ITS is that the former can
refract the incoming signals after amplifying amplitudes and
shifting phases, rather than only refracting them after changing
phases as done by the latter, which offers an extra degree
of freedom (DoF) to reconfigure the incident signal. Identical
to the principle of active REs, an active TE equips with an
additional power amplifier for magnifying the signal amplitude
[34]. As a result, the number of active TEs can be beneficially
reduced compared with the passive-ITS with the same perfor-
mance [36]—[38]. It should note that the fundamental operation
mechanisms of the active-ITS and the conventional amplify-
and-forward (AF) relay are quite different [35]]. Specifically,
the architecture design of the active-ITS is quite simple that
does not need expensive and high power-consuming ratio-
frequency (RF) chains, it directly refracts the incident signal
with power amplification at the electromagnetic level [31]]. In
contrast, the conventional AF relays generally need RF chains
to receive the signal first and then transmit it after power
amplification [19]. Compared to the AF relay, although the
active-ITS has no capability for signal processing, it has a
shorter delay and allows us to avoid complex and expensive
components to compensate for the multiplicative fading effect
and achieve a similar performance [28].

Motivated by the above background, we aim to utilize the
superiority of an active-ITS to alleviate the negative effects
of the mmWave signal so that to implement the challenging
but important outdoor-to-indoor communication system in the
mmWave cellular network with high performance. Particularly,
the main contributions are summarized as follows:

o To our best knowledge, this is the first work investigating
outdoor-to-indoor mmWave communication with the aid
of an active-ITS, where the incoming signal is refracted
to the back side of the active-ITS after magnifying its
amplitude and manipulating its phase.

o We investigate the joint optimization of the precoding
matrices of both the BS and active-ITS with respect to
the weighted sum-rate (WSR), and propose a suboptimal
method to solve this non-convex problem. The original
problem is first transformed into an equivalent form, then
a block coordinate descent (BCD) based algorithm is de-
veloped to alternately solve the subproblems with respect
to the linear precoding matrix of BS and transmissive
coefficient of active-ITS.

o Particularly, the linear precoding matrix is optimized
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Fig. 2. A system model schematic of the active-ITS empowered outdoor-to-indoor mmWave communication.

by resorting to the dual-based method, while for the
transmissive coefficient, by investigating its particular
structures of the objective function and constraints, we
decompose it into a pair of subproblems with respect to
the amplification factor and phase-shifting. Then, an effi-
cient iterative algorithm based on alternating optimization
and price-mechanism is developed to solve them, which
can significantly reduce the computational complexity.

o We extend the proposed algorithm so that it can be
adopted into the block-amplifying ITS architecture with a
low hardware complexity in which multiple TEs in each
block share the same power amplifier.

e Simulation results demonstrate that the active-ITS can
significantly improve the WSR performance of the
outdoor-to-indoor mmWave communication system and
the performance loss caused by the block-amplifying ITS
architecture is negligible.

The paper is organized as follows. In Section [LI} we describe
the active-ITS-empowered outdoor-to-indoor communications
and formulate the WSR maximization problem. In Section
we propose an efficient joint precoding algorithm to solve it.
Then, in Section the proposed algorithm is extended to
solve the problem with the block-amplifying ITS architecture.
Simulation results are presented in Section |V| and finally, the
paper is concluded in Section

Notations: Scalars, vectors, and matrices are presented
by lower-case, bold-face lower-case, and bold-face upper-
case letters, respectively. CA (0,1y) denotes the circularly
symmetric complex Gaussian (CSCG) distribution with zero
mean and covariance matrix I, where Iy denotes an N x NV
identity matrix. o denotes the Hadamard products. A" and
Tr (A) denote the Hermitian and trace operators of matrix A,
respectively. R {a} is the real part of a scalar a.

II. SYSTEM MODEL AND PROBLEM
FORMULATION

As shown in Fig. 2] we consider the downlink of an active-
ITS-empowered outdoor-to-indoor mmWave communication
scenario. Thanks to the transmissive characteristic of the ITS,
the incoming mmWave signal can pass through the surface

when impinging upon it, and hence, the signal can be refracted
from the outdoor BS to the indoor UEs through the ITS.
To alleviate the severe attenuation of mmWave signals and
greatly reduce the number of TEs for application to the space-
limited window, we assume each active TE of the ITS can
not only manipulate the phase but also magnify the amplitude
of the incident signal with the aid of the power supply [34].
In addition, a smart controller is attached to the active-ITS
and responsible to operate the active-ITS with the transmissive
coefficients coordinated by the BS [23]], [39]-[41].

A. Channel Model

Let My, M,, and N denote the number of the transmitting
antennas, the receiving antennas, and the TEs equipped by the
BS, UEs, and active-ITS, respectively. The complicated uni-
form planar arrays (UPA) antenna configuration is employed
at the BS, UEs, and active-ITS, which is more practical than
uniform linear array (ULA) for RIS-assisted MIMO systems
[12]. In addition, due to the low diffraction from objects of
mmWave signals, mmWave channels are usually characterized
according to the widely used Saleh-Valenzuela model [11]-
[14]]. Hence, the channel matrices from the BS to the active-
ITS, from the active-ITS to the k-th UE, and from the BS to
the k-th UE are denoted by G € CN*M: H,; ¢ CN*M- and
B, € CMexMr respectively, which can be mathematically
determined as follows

Ly
[M,N
§ AOA qAOA H AOD 9AOD
G = L 1 aTs (l/l ’19[ ) aBS (Vl 719l )7
BI
=1

(1a)
VN Py

= S v (0% 30%) alfs (1190, 03°°). v,
=1

’ (1b)

M, r M t X AOA qAOA H AOD 9qAOD

Bi= 1/ g 1wanE(19q 9408 gl (A AODY g,

q=

(o)

where Lg;, Py, and Qgu are the number of propagation
paths between the BS and the active-ITS, between the active-
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ITS and the k-th UE, and between the BS and the k-th
UE, and where variables «;, (,, and w, denote the com-
plex gains for links, with [ = 1, p = 1, and ¢ = 1
stand for the LoS path and the remaining are NLoS paths.
ags (I/ZAOD, 19?01) ) and ayts (VI’}OD, ﬁZ/}OD) are transmit array re-
sponse vectors of the BS and the active-ITS, ayg (VIAOA, 19‘1“01*)
and ajrg (V;}OA, ﬁf)‘OA) are receive array response vectors of the
UEs and the active-ITS, respectively, where %4 (1A9P) and
YAOA (9AOD) denote the azimuth and elevation angles of arrival
(departure), respectively. The typical array response vector for

the UPA model can be mathematically expressed by

1 1, 7ej%(h, sin(¥9) sin(v)+v cos(ﬁ))7
VHV

7224 ((H—1) sin(9) sin(v)+(V —1) cos(¥)) T, )

a(y,v) =

, €

where H and V' denote the number of TEs (antennas) in the
horizontal and vertical directions of the active-ITS (BS/UEs),
and the element spacing is set to be d = /2. To unveil
the theoretical upper bound of performance gain achieved by
the active-ITS, we follow the assumption [[18]], [30], [39]-
[41]] that the full instantaneous channel state information (CSI)
knowledge can be perfectly estimated [42] at the BS and all
the calculations are performed at the BS.

B. Active-ITS Model

Similar to the widely-employed ideal active-IRS, we
assume the ideal active-ITS that the phase and power
factor can be controlled independently and continuously.
Let A = diag(aj,az, - ,ay) € R¥YN and @ =
diag (e7?1,e7%2, ... [ e7¥N) € CN*N represent the power
amplification factor matrix and the transmissive phase-shifting
matrix at the active-ITS with ¢,, € [0,27), Vn € N. Itis worth
noting that with the power amplification, a,, can be extended
into greater than 1, and should be limited by a predetermined
maximum value a}'** that the amplifying circuit (active load)
can provide [35]]. As a result, we have the following constraint

0<a, <ay;*,¥n € N. 3)

In practice, due to the circuit limitation, the power ampli-
fication factor generally depends on its corresponding phase
[27]. In order to investigate the upper bound performance and
get some insightful results, we first adopt the ideal active TE
model, and in Section we further discuss the practical
TE model that power amplification factor is phase-dependent.

C. System Model

The signal from the BS is given by x = Zszl Wisk, VE,
where s, € C**! represents s desired streams for the k-
th UE and satisfies s, ~ CN (0,,1,), and W, € CMexs
denotes the linear precoding matrix. As a result, the signal
received at the active-ITS is given by yipq = Gx + v,
where v € CV*! is additive white Gaussian noise (AWGN)
and satisfying v ~ CN (0 ~,0%1 N). Then, by employing an
active-ITS, the refracted signal can be denoted by

Yirs = KAO (Gx 4 v), 4)

where x characterizes the extent of loss corresponding to the
absorption and the reflection of the power when the mmWave
signal impinges upon and penetrates the ITS. The noise v after
power amplifying cannot be negligible, which is significantly
different from the passive-ITS [28].

The signal received by the k-th UE can be mathematically
expressed as follows

K
vi = (B + kHIAOG) Y W;s; + sHJAOv + 1y, VE,

i=1
(&)

where n;, € CMr*1 represents the thermal noise at the k-th
UE and satisfying n; ~ C (0,031, ).

For simplicity of presentation, we define the cascade chan-
nel between the BS and k-th UE is ZI = BI,;I + HHE‘I’G,
where & = A o © denotes the transmissive coefficient
matrix, with each diagonal element is denoted by ®,,, =
anel¥ ¥n € N. Consequently, the signal-to-interference-
plus-noise-ratio (SINR) at the k-th UE is given by

Ty = Z0W, WHZ, Vi, v, (6)

where V, denotes the interference-plus-noise covariance ma-
trix and can be expressed by Vj, = >/, ., ZHW,WHZ, +
k2?HE®®MH,, + 021y, Vk. Accordingly, the achievable
data rate of the k-th UE is given by Ry = log [I + T'y|, Vk.
The transmission and amplification power of the BS and
active-ITS can be respectively determined by

K
Pos =E [Ix[7] = 3" IWl3, (7a)
k=1

K
Prrs = B |[virs|v] = 3o 2 I@GW, 2 + %% @] 2.
k=1 (7b)

D. Problem Formulation

In this paper, we aim to maximize the WSR by joint
optimizing the linear precoding matrix at the BS, ie., W,
and the transmissive coefficient matrix at the active-ITS, i.e.,
®. Based on the above discussions, the WSR maximization
problem can be formulated as follows

K
max R (W, ®) = > aylog [T+ Tl,

(82)
k=1
K
st Y |Wil[f < PRE™ — PRec, (8b)
k=1
K
Z K| @GWi |7 + 6°K%|| @7 < PRE — PTS (8c)
k=1
[ @] < ap?,¥ne N, (8d)

where o denotes the weighting factor vector with each element
ay is a predetermined value depending on the fairness and
required quality of service for applications. The constraints
and ensure that the total power consumption at the BS
and active-ITS should respectively not exceed the maximum
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allowed power PRe* and PR, where PI¢ and PR =
N (Psw + Ppc) denote the static circuit power of the BS and
active-ITS, with Psw and Ppc are the power consumption for
switching phase-shifting and direct current biasing power for
power-amplifying of each active TE [35]], [37]].

Compared to the WSR maximization problem with the
conventional passive-RIS [39]-[41]], the noise term in @,
the additional constraints in (8c) and (8d), as well as the
optimization of the power amplification factor matrix [33],
[43]] make Problem even more challenging, and hence the
existing algorithm cannot be directly employed to solve it.

III. THE PROPOSED SUBOPTIMAL JOINT PRECODING
ALGORITHM

The formulated problem is non-convex and arduous to
tackle optimally, in this section, we propose an efficient joint
precoding algorithm to handle it with suboptimal solutions.
Particularly, to facilitate the solution development, we first
reformulate the original problem as an equivalent but tractable
form, and then a BCD-based method is provided to solve the
transformed problem.

A. Problem Reformulation and Decomposition

First, to deal with the complexity of the objective function
in the formulated WSR maximization problem, we transform
it into an equivalent weighted minimum mean-square error
(WMMSE) minimization problem [39], [40], [44]. Let us
assume that the MMSE estimator U = {Uk € (CMTXS,W@}
are applied to UEs, and accordingly, the estimated signal
vector is given by 8; = Ujlyy, Vk. Therefore, the MMSE
matrix of the k-th UE is given by

Er =Ex vn [(ék —sg) (8 — Sk)H}
K
=> UYZIW,WIZ, Uy + *5° U H! ®®"H, U,
1=1

+ 0 UNU, + 1, - UNZIW, - WIZ, U, VE. (9)

By introducing an auxiliary variable Fp € C**¢ for the
k-th UE and defining F = {Fy,Vk}, Problem (8) can be
equivalently transformed into

K
Pl ;akhk (F,U,W,®) (10a)
5. t. (8B) — @d), (10b)

where hy (F, U, W, &) = log |Fi| — Tr (FcEy) + s, Vk.

Although the above problem has been significantly sim-
plified compared with Problem (8), it is still challenging to
tackle. Fortunately, based on the fact that the objective function
in (0a) is concave with respect to any one of the four
variables (i.e., U, F, W, and ®) when the other three variables
being fixed, which makes the problem more amenable. In the
following, we provide an efficient BCD-based algorithm for
solving Problem (I0) in an iterative manner.

Note that the MMSE decoding matrix U and the auxiliary
matrix F do not exist in any constraints in Problem (1_1;0])

which implies that with fixed W and ®, the calculation of
F* and U* constitute a pair of unconstrained optimization
problems. Therefore, the optimal solutions can be obtained
by setting the first-order partial derivatives of the objective
function of Problem (I0) with respect to Uy, Vk and Fy, Vk
to be zeros, respectively. After some matrix manipulations, the
optimal closed-form solutions can be determined by

1= (Vi) ZEW,, Vk, (11)
where Vi, = V, + ZEW, WHZ,, and
r= (B}, VE, (12)

where E} is determined by Ef = I, - WHZ, V;1ZIW, k.
Once both U* and F* are determined, the remaining work
is to optimize the linear precoding matrix W and the transmis-
sive coefficient matrix ®. Note that W and & are intricately
coupled in Ej,Vk, we consider decomposing Problem
into two subproblems with respect to these two variables. In
particular, the two subproblems can be expressed by

K
W* = argn‘lglnz ay Tr (FyE),s. t. (8b) and 8d), (13a)
k=1

K
®* = arg m(gnz o Tr (FLEy),s. t. ) and (§d). (13b)
k=1
In the rest of this section, we propose a pair of methods to
solve the above two subproblems.

B. Linear Precoding Matrix Optimization

In this subsection, we focus on the subproblem state in
for optimizing linear precoding matrix W* at the BS
with the fixed transmissive coefficient matrix ®. Since the
part terms of the objective function in Problem (13a), i.e.,
Tr (ayk?6?UTHE®®TH, Uy,), and Tr (07 UHU,) +1, are
irrelevant constants with respect to W, and hence, by omitting
them, the optimal solution of W can be determined by solving
the following subproblem

K K
min ]; Tr (WEQW,) — Y Tr (0 F UL ZY W)

k=1
K
=Y T (wFyW(Z,Uy), (14a)
k=1
K
s. t. ZTI‘(W}C{W]C) < ]IBHSaX7 (14b)
k=1
K
ZTI' (K/QW};IGH@H@GWIC) S Irrl%asx7 (14C)
k=1
where P5g™ = PR§™* — P]girc’ Pmax = pmax _ Pﬁfsc B

Tr (52,%2(1)1{‘1)), and Q = Zk:l OszkUkaUEZE.

It can be proved that Q is a non-negative definite matrix,
therefore the objective function in (I4a) is a convex function.
In addition, the constraints in and are convex
with respect to W, and so Problem constitutes a convex
optimization problem, which can be effectively solved by
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employing convex solver toolbox, e.g., CVX [45]. Instead
of relying on the generic solver with high computational
complexity, we provide the following duality method to further
proceed with Problem (T4) efficiently. By introducing a pair
of auxiliary variables A\ > 0 and g > 0, the constraints in
(14b) and can be combined as

K
A Tr (WEWY)
k=1
K
+u) Tr(KPWIGHRHSGW,) < P, (15)
k=1

where PJL5¢ is defined by Piax = )\PB 4 ;LPI“%%" Conse-

sum sum

quently, Problem (T4)) can be recast by

g (0 p) = {min (@, s.t. {5} .

It is evident that a feasible solution to Problem (T4) is
also feasible for Problem (T6)). The relationship of the optimal
values between the two problems is shown in the following
lemma.

(16)

Lemma 1. The optimal value of Problem (16) for any given
pair of {\,p}, A >0, u > 0, is an lower bound on the optimal
value of Problem (14). Furthermore, the optimal value of the
dual problem of Problem (16), i.e., maxy , g (X, p), is equal
to that of Problem (14).

Proof. This lemma follows Propositions 4 in [46], and hence,
is omitted here for brevity. O

With the fixed variables {), 1}, introduce a Lagrangian mul-
tiplier € > 0 associated with the combined constraint in (T3,
the corresponding Lagrangian function can be represented by

L(W,e) = iTr (wEQ ()W )
k=1

K
=) Tr (s FLURZI W) —
k=1
where Q (¢) = Q+e (M, + ux*GHOHSG). Accordingly,
the Karush—-Kuhn-Tucker (KKT) conditions are given by

Pde

sum ’

a7

Vw, L (W, ) = 20L (W e) JOW?E = 0,Vk,
ef (Wi () = 0, Vk,

where  f(Wi(e)) = AL Tr(WHW,) +
Y Tr (RPWEGHSHSGW,) — P22 From the

first KKT condition in (I8a)), with a fixed ¢, the optimal
solution of Wy, VEk is calculated by

(18a)
(18b)

N T
Wi (e) =i (Qe)) ZkUWFL YK, (19)
where ()Jf denotes the matrix pseudoinverse. Then, the dual
variable ¢ should be determined for satisfying the second KKT
condition in (I8B). We search ¢ for two cases, i.e., ¢ = 0 and
€ > 0. We first check the optimality of € = 0, if f (W}, (0)) <
0 holds, the optimal solution of W, can be obtained by

W = W, (0) = 0, Q' Z, U Fy,, VEk. (20)

Algorithm 1 Iterative Subgradient algorithm
0

1: Initialize: \°, p

2: repeat

3: )\p+1<_ AP + é-fPBS’ Mp+l — /J“p + ngITS'
4: until [ AP — €| < e and [pPt! — pP| <.

, and iteration index p = 0.

Algorithm 2 Dual-based Algorithm for Calculating W

1 19, WO, 9 and iteration index r = 0.

2: Calculate the value of the function in (T4a) as v (W?).

3: repeat

4:  Calculate W1 and search e't1,

Update A**! and p**+! by employing Algorithm
until [v (W) —o (W7) | /v (W?) < ¢, Output: W* =
Wr.

. Initialize: \9,

W

Otherwise, we have to find ¢ for ensuring f (W (¢)) = 0
satisfied. Note that f (W} (£)) is a monotonically decreasing
function of ¢ that enables a bisection search method to find .

Then, the remaining work is to solve the dual problem
maxy ., ¢ (A, 1) . We employ the iterative subgradient method
[40] to find the solutions. First, the subgradient directions of
the above problem are determined by

K

fris = ) Tr (W W) — B, 21a)
k=1
K A

fres =Y Tr (*WIGT®"®GW,) — P¢*. (21b)
k=1

Then, the values of \ and p can be updated in an iterative
manner, the details are summarized in Algorithm |1} where &
denotes the step size of the subgradient algorithm, e represents
the tolerance, and the superscript stands for the number of

ZTY o, Fy W Z, Uy teration. The overall dual-based method for optimizing the

llnear precoding matrix at the BS is summarized in Algorithm
and the optimal solution W* can be obtained when the
algorithm converged.

C. Transmissive Coefficient Matrix Optimization

Now, we consider solving the subproblem of optimizing
the transmissive coefficient matrix at the active-ITS. With
the fixed W* by employing Algorithm 2| and define W =
Z 1 W W after dropping the constant terms, Problem
can be simplified expressed by

K
i Tr (FLUFZIWZ, Uy )
H}Iln Z:Ozk r kUk kW kUk
K
+) s’ Tr (FL U HY @ 2" H, U,

k=1

K
=) o Tr (FL UL Z W)

k=1
K
=Y o Tr (FW('Z, Uy (22a)
k=1
s. t. and (8d). (22b)
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By substituting Zj into the objective function, we have
F,UlZiWZ, U, = «*F,UIHI®GWGHESTH, U, +
#F UIBIWGHS"H, U, + #F,UIH!®GWB,U; +
F,UIBI!WB,U, and F,UNZIW, =
xF,UTHI®GW,, + F, UIBIW,.

By defining D), = o, H, U, F,UIHY, T = x2GWGH,
and L, = nakaUkaUHBI,;IWGH, we have

g Tr (FkUEz}szkUk)
=Tr (®"D;,®T) + Tr (®"Ly) + Tr (L} ®) + c1.6, (232)
o Tr (F,UH] ®®"H,U;) = Tr ("D, @), (23b)

where ¢y, = Tr (FxUFBIWB, Uy ).

Then, by defining O = akﬁHkUkaWEG, we
have oy Tr (FyUZIW,) = Tr(Of®) + co4, where
cop = Tr (FkUEBI,;IWk). Similarly, by defining P& =
¢ (P — PERS), constraint (8c) can be recast as

Tr (B"®T) + 6°° Tr (B ®) < PRE.

Consequently, Problem (22) can be transformed into the
following equivalent form

min Tr ("D®T) + 5+ Tr (2"D®),
~ Tr (®"C) — Tr (C"®) ,
s.t. @4d) and (@&d),

where D = Y% Dy and C = Yr, O) — S5, Ly.

Note that the above problem is still difficult to tackle. In
the following, we transform Problem into an equivalent
form by employing some further algebraic manipulations. We
define a sequence of equalities as follows Tr (<I>HD‘I>T) =
d''Qp, Tr (B"DP®) = ¢'"'Dg, Tr (®'DP) = ¢"To,
Tr (@H@) = ¢Hp, Tr (<I>HC) = ¢%c, and Tr ({)CH) =
cHp, where @ = Do TT, ¢ = Vecd(®), D =
0?k?(DolI}), T = Iy o TT, ¢ = Vecd(®) and ¢ =
Vecd (C), with Vecd (X) forms a vector out of the diagonal
of its matrix argument. The above equalities given above
follow from the properties in [47, Theorem 1.11]. Additionally,
the constraint |¢,| < a*®* is convex and can be recast by
¢ptleel g < (a™)?, where e, is the elementary vector with
one in the n-th position and zeros elsewhere. Consequently,
by defining 2 = Q4D and T = T + 62421y, Problem (24)
can be reformulated by

(24a)
(24b)

mdi)n o"Qp — ¢ptlc — g, (25a)
s.t. ¢ T < PR, (25b)
p"enel ¢ < (a™)?,Vn € N. (25¢)

Since Problem (23) is a convex quadratic constraint
quadratic programming (QCQP) problem, the optimal solu-
tion of ¢ can be determined by employing the Lagrangian
multiplier method, i.e.,

N -1
= (Q +9*T + Z T;ene3> c, (26)

n=1

where 9¥* and 7}, Vn denote the searched optimal Lagrangian
multipliers associated with the constraints in and (25¢).
However, for a given accuracy tolerance ¢, the total com-
putational complexity for obtaining the transmissive coeffi-
cient ¢* by employing the Lagrangian multiplier method
is O(log (1) VN+1(3N +1)N3) ~ O (N*?), which is
mainly due to the matrix inversion and the two-dimensional
grid search for multipliers. To reduce the computational com-
plexity so that the algorithm can be adopted to real-time
communications systems in practice, hereinafter, we provide a
computationally efficient algorithm (on the order of O (N?))
by investigating the particular structures of the objective func-
tion and constraints in Problem (23). In addition, the proposed
algorithm can be easily extended to optimize the transmissive
coefficient ¢ under the more practical TE models [26], [40],
which is to be discussed in Section

Here, our objective is to obtain the transmissive co-
efficient vector ¢ = a o 6, which consists of am-
plification factor a and phase-shifting 6, where a =
Vecd (A) and 6 = Vecd (O®), respectively. In addition, since
Tr (" ®) = aa, the terms in Problem can be recast as
Tr (1) = 3N a2, Tr ("D®) = 1 | a2 D,y . and
Tr (®"®T) = S°N_| 2T, ., which have no impact on up-
dating 6. As a result, the amplification power budget constraint
in can be recast by S0 a2 (T + 82K2) < PR~

Based on the above discussion, Problem (24) can be equiv-
alently transformed as follows

a0

N
min (a’ o HH) Q(aoh)+ 6%k? Z a2 Dy n
n=1

— (@t 08" c—c"(a00), (27a)
N
st Y al (Tun +0%6%) < PR, (27b)
n=1
10,,| = 1,¥n € N, (27¢)
0<a, <ay;*,Vne N. (27d)

Although Problem has been significantly simplified
compared with Problem (24), it is still non-convex due to the
constant modulus constraint (27c)). As a result, the dual-based
algorithm cannot be employed here due to the dual gap is not
zero. Therefore, we transform the above challenging problem
by employing the price mechanism [48] as follows:

min f (1,a,0) = f (a,0) + g (a), (28a)
s. t. and 27d). (28b)

where 1 > 0 is the introduced price of the function g (a) =
SN a2 (T + 622), which is the left hand of constraint
in @70), and f (a,0) is the objective function of Problem
(27). Then, for a given n, we propose an efficient pair-wise
alternate sequential optimization (ASO) algorithm [[18]], [49]]
to obtain the high-quality suboptimal solutions a and 6 [43].
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More specifically, we further express the terms of the
objective function h (1), a, @) as follows

(@t 0 6") Q2 (ac0)
N
= Z (aT o OH)
i=1,i#n
N

= Z ane inalﬁ—i— Z Z aeQ]zazz

Q.ia:0; + (a0 0™) Q. a0,

i=1,i#n j=1,7#ni=1,i#n
N
+ ane;kzﬂn,nanen + Z aie;ﬂi’nan9n7 (29)
i=1,i#n

and (aT OBH) c = apfic, + Zil,#n a;0c;. It can be
readily verified that & = D o T7 is a positive semi-definite
matrix due to D and T7T are semi-definite matrices, and
hence, we have Q, ; = Q;“n Similarly, the constraint on
the ampliﬁcation power budget in can be expressed
by ap (Ton +06°%) < PRE where PRy = P —
S i 02 (T + 6702).

Clearly, the objective function h(n,a,0) can be recast
as an equivalent function with respect to the transmissive
coefficients of n-th active TE, i.e., a,, and 6,,, which is given
by h(n,an,0,) = 2R {anQ* (Z#n Oy ia;0; — cn)} +
a2Qpn + 026242 Dy + na2 (Ton + 6°K2) + Xn, where
Xn 18 a constant value with respect to the n-th pair
of optimization variables {a,,6,}, which is given by
Xn = Z]J\;ﬁn Zgénaﬁe; Jlale + 62 221;&n % 11 +
2% {Zgén azﬂfci} +n Z#n a? ( iit 52/@'2). Consequently,
we can only investigate the following problem for sequentially
optimizing a pair of values {a,, 6, } while fixing the remaining
N —1 pairs. By omitting the constant term ., in h (1, @y, 6,),
which has no impact on optimizing {a,,0,}, and defining
e, = Cp — Zf\;n Q. ;a;0;, we have the following surrogate
problem with respect to {a,,0,}, and takes the forms

min — 2R {a,0ien} + a2 Q. + 625%a2 Dy

aTLi n

+nal (T + 6%7%) (30a)
s.t. @7d) and @27d). (30b)

Note that 6,, and a,, only constrained by (27c) and 27d), re-
spectively, we decompose Problem (30) into two subproblems

0, = arg max R{anbien}, s.t. @Q70), (3la)
a, = arg n;in (304, s. t. 27d). (31b)
An equivalent expression for Problem (31a) is given by
n;)ax cos (—pn + Zey), s.t. @79). (32a)
The optimal solution to the above problem is
n = Zén. (33)

Note that with the obtained solution of ¢, by employing (33)),
the value of cos(—, + Ze,) can be calculated as 1, and
hence, the term of 2R {a,0%e,} in (B0a) reduce to 2a,, |e,|.

Algorithm 3 Pair-wise ASO Algorithm
(()0) 2l 9(()0)

1: Initialize 7!, a £ @', and inner-iteration
index m = 0. With nl let the initial value of (29a) in [-th
iteration as p( (0) 9(0))

2: repeat

Sequentlally Optlmlze al™ and 00"V, n
1,---, N, by using (34) and (33);

4 Calculate p (a("'“) 0(m+1)

+1) 0(m+1)

)

5. until ‘p (am p(aN ,B(m))‘ < ¢, out-

put altl £ am @i+l £ g,

Algorithm 4 Price-mechanism-based Algorithm

1: Initialize a°, 770, n'°:0 and iteration index I = 0.

2: Calculate: (a (nl))lJr1 and (0 (nl))l+1 by using Algo-
rithm [3}

3: Calculate: n'*!
Update: nup,lJrl’ nlow,lJrl;

4: If |n'*1 — h!| < ¢, terminate and output 7* £ !, a* £
al, 8 £ @'. Otherwise, go to step 2.

up,l | . low,l
n“"'+n

and g (n'*'), and then

Consequently, the solution to Problem (31b) is given in a semi-
closed-form expression as follows

_ . |€n‘ maX
anmln{(SQ 2Dnn+an+’}7(Tnn+(52/€2)7 ap, .
(34)

Based on the above discussions, a pair of {a,,0,} can be
conducted by successively optimizing with the other N — 1
pairs being fixed, and then repeating until converging. The
details of the pair-wise ASO algorithm in [-th iteration are
summarized in Algorithm , where 9£m+1) and a%mH) denote
the optimized vectors after updating the n-th TE at the
m-th inner-iteration of the [-th iteration for optimizing the
transmissive coefficients. It can be readily verified Algorithm
[3 is guaranteed to converge and obtain a high-quality subop-
timal solution [50]. Then, the remaining work is to find the
price n* so that the complementary slackness condition for
constraint (270) is satisfied, i.e., (g (a(n)) — PRE) = 0.
Since g (a(n)) is a non-increasing function of 7, the optimal
solution of n can be obtained by employing the bisection
search method [48]]. Searching the optimal price n* is similar
to searching the multiplier £* when updating W in (20), and
it is omitted for simplicity. Based on the above discussion, the
details of the price-mechanism-based algorithm for alternating
optimizing 7*, a*, and 6* are provided in Algorithm [

D. Extension to Practical Active TE Models

In the above discussion, we follow the widely-employed
ideal active TE model that the phase shift and amplification
factor are perfectly decoupled, and hence they can be tuned
independently and continuously. However, limited by hardware
implementation, the assumption is impractical. Specifically, in
practice, the phase shift of the TE generally can only take
a finite number of discrete values from the discrete phase
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set for economic reasons [40]]. In addition, the amplification
factor is phase-dependent due to the circuit limitation, which
introduces the additional constraint between the amplification
factor and phase shift [26]. Hence, we further discuss the two
practical active TE models. It is worth noting that the proposed
Algorithm [3| can be easily extended to optimize ¢ under the
two models after some modifications.

1) Discrete phase shift TE model: Let b denote the
number of bits to represent the resolution levels of the
active-ITS, the discrete phase set is represented by D =

Z90g=0,1,2,---,2° —1}. A widely employed way to
obtain the discrete phases of TEs is projecting the continuous
phase ¢,, obtained by to the nearest discrete phase in the
set D, i.e., pP = arg mingoep }g@f — <pn|.

2) Phase-dependent amplification factor TE model: In this
case, the amplification factor and the phase shift of the n-
th TE are coupled together, and hence the amplification factor
becomes a function with respect to its phase, which is referred
to ap, (pn), determined by the equivalent RLC circuit [27].
Under this model, by defining ¢3 = &0 6, Problem @I) can
be reformulated by

N
II}iIl (&n (San))2 (52H2Dn,n + 77Tn,n + 7]52/12)
P n=1

+ "QP — ¢t — M, (35a)
s. t. QAﬁn =Gy (0n) 9", —1 < @, <T,¥n € N. (35b)

By employing the same operation as the transformation
of Problem into Problem (30), and defining Q, , =
Qo + 52n2Dn,n +n (Tnm + 52/<;2), the above problem can
be reformulated by

H;&X 24y, (Qﬁn) |6n‘ COs (len - Qﬁn) - (dn (@n))2 Qn,n (36a)

s.t. —m <, <. (36b)

An efficient way to solve the above non-linear optimization
problems is employing the approximate model to fit the
function in at the trust region [26]. However, to our
best knowledge, for the mmWave band, the exact form of
Gy, (¢n) is unknown yet. Nevertheless, it is known that a,, (¢,,)
generally has a similar shape to [26, Fig. 3], where the
minimum amplitude occurs near zero-phase and the maximum
amplitude achieves at the phases of . To be specific, based
on the fact that the objective function achieves maximum
when ¢,, slightly deviates away from Ze,, the trust region
that encloses the optimal solution of Problem (36) can be
determined in a similar way as that of [26]. Then, by choosing
the proper value for the radius of the trust region and fitting a
quadratic function through three points over the trust region,
a closed-form approximate solution can be obtained [26].

E. Convergence and Complexity Analysis

The detailed description of the proposed BCD-based joint
precoding algorithm is summarized in Algorithm [5] we update
one of the variables while the others are fixed. Algorithm
[ guarantees to converge which can be proved as follows.
For each updating step, with the fixed other variables, it

Algorithm 5 BCD-based Joint Precoding Algorithm

1: Initialize W©) A @ and jteration index ¢ = 0.
2: repeat

3. Update UtD by using (TI);

4. Update F(**1) by using (T2));

s:  Update W1 by employing Algorithm

6

7

Update ©(*+1) and A(*+1) by employing Algorithm [4}
cuntil [REHD —RO| < ¢, output W* £ W A* £
A® and ©* £ M),

can be readily proved that the value of R is monotonically
increasing after each step. Additionally, since the power budget
constraints at the BS and active-ITS, R is upper bounded by
a finite value, thus Algorithm [5] guarantees to converge.

Now we briefly analyze the total computational complexity
of Algorithm [5] The complexities for updating U and F in
Steps 3, 4 are O (K M?) and O (K's?), respectively. In Step 5,
the major computational cost of Algorithm [2]is on calculating
the inverse operation, which is O (Mf’) and the number of
inner-iterations required for employing Algorithm 2] is Z;. In
Step 6, the complexity of Algorithm [3|is O (N?) for each
inner-iteration, and the number of required inner-iterations
is Z,. Therefore, the total complexity of Algorithm [3] is
16) (Io max {Z; log %)KME,IQ log ("—'”’21\72 }
where 7y is the total number of iterations of Algorithm

up _ _low up_ low
and log (5652

and log (% are the required
iterations for searching the e-optimal solutions of multipliers
and price factor, respectively.

IV. THE PROPOSED BLOCK-AMPLIFYING ARCHITECTURE
OF ACTIVE-ITS

In this section, we provide a block-amplifying architecture
of active-ITS to partially remove the circuit components for
power-amplifying, which is beneficial for reducing the surface
size and hardware cost. More specifically, as illustrated in Fig.
[3] for the block-amplifying architecture, the total active TEs
are divided into several blocks, and the TEs in each block
are assumed to share the same power amplifier. In practice,
the phase shifts of elements of the passive-RIS are generally
controlled by row or column due to the circuit limitation
and implementation cost [51]]. Therefore, from the hardware
implementation point of view, TEs can be partitioned by row
or column, and then deploy a circuit for power amplification,
where TEs in each row(column) share the same amplification
factor. Although this block partition strategy might not be
optimal for performance, it facilitates the practical hardware
implementation of the active-ITS.

Discussion of the inevitable performance degradation:
Compared with element-amplifying architecture, the block-
amplifying architecture can reduce the scale of the power-
amplifying circuit, which makes it further suitable for appli-
cation to the space-limited scenario. In addition, by partially
removing the circuit components for power amplifying, the
total static circuit power consumption of the block-amplifying
architecture reduces to PICTirSC = NPsw + RPpc, where
R (R < N) denotes the number of blocks. Clearly, the
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Receiving Patch Layer

r-th Block

Transmitting Patch Layer

Fig. 3. Block-amplifying architecture of the active-ITS.

power consumption of the block-amplifying architecture is
less than that of the element-amplifying architecture, i.e.,
N (Psw + Ppc), and according to constraint (8c)), the more
power will be used to perform the amplitude-magnifying,
while it can counteract some inevitable performance loss
caused by such an architecture.

Hereinafter, we modify the proposed algorithm to maximize
the WSR of the system with block-amplifying ITS. Note that
the variables U, F, W, and ® can be directly obtained as
that under element-amplifying architecture, and hence, the
remaining work is to optimize the power amplifying factor
matrix A. In the following, we extend the proposed ASO
algorithm from the pair-wise form into the block-wise form,
which can optimize A in a block-by-block manner.

Remark: From a mathematical point of view, since the
element-amplifying architecture can be interpreted as a special
case (R = N) of the block-amplifying architecture, the pro-
posed ASO Algorithm under the block-wise form is a superset
of the pair-wise form.

Particularly, we partition the power amplifying factor a
into R blocks, i.e., [a?,ag,'~- 7a};], where a, €
RN*1 s the power amplifying factor vector corresponding
to N, TEs in the r-th block, which is given by a, =

[ar (1),a,(2),---,a, (Nr)]T = arlTNr’ where a, (m) is
the ( N —|—m>-th element of a with r = 2,3,--- | R
,N,.
)

a =

andm=1,2,---
(aT o) (a0

Here, let us revisit Problem (27). First,
can be expanded as the following form

R R
(af 0 0) Q. (ar06,)+ ) D (a] 06} Qi (a;06;)
i#r j=1
R
+3 ((af 0 0) Q:, (2, 0 6,) + (T 0 0F) 2, (a; 0 6,)),
i#ET
(37)

where Q = [, - ,Qpg] with Q, = [Q,,- - ,QR,r]T,
N9 T
and 0 = [T, 0F]" with 6, = {ar 1), .6, (N)]

Active-ITS

—
——
—_
—_
g

Fig. 4. The simulated active-ITS empowered outdoor-to-indoor mmWave
communication scenario.

where 6, (m) denotes the (Zz:ll N+ m) -th element of 6
with 7 =2,--- ,Rand m=1,--- ,N,.
Further, we have (aj 007)Q;, (a,086,) =
ara; (1;1\:] o 0?) Qr,i (1Ni o 61) = a,,aiG?Q,«,iHi, and
Q= 97}}1 Similarly, we have (a? o 0?) Q. (a,00,) =
a208Q,,0, and (aTo0")c = q,0Mc, + 31, a;6flc;.
By defining d = Vecd(D) and t = Vecd(T), and
then partition the two vector into R blocks, i.e.,
d = [df,dj,---,d}] and t = [t{,t3,--- t}], we
N, R N;

have Tr (®"D®) = a7 3,7, d; (p) + Xoi, af 35,2 di (q)
N, R N;

and Tr (®UPT) = a2 >t (p) + D i a? g=1 b (q).
Similarly, we have Tr (®1®) = a2N, + 1, a?N;.
Consequently, Problem (27) can be reformulated by

min f (a,) = a®>m, + 2R {a, 2.} + xr, (38a)
Qr

s. t. afgr < P{%%X,O < a, <apy®, (38b)

01,0, + k0 de (p), o =
S0, 0,080, 0; — 6c,, g = 0Tt (p) + KON,
Dmax = x R N; R \
PRE = PRE = Yigraf gt (q) — w20° 005, 0PN,

and Xr = ZZ];T Zle ajaﬂ;-{ﬂﬂ@i +2R {Zgér aiechi} +

K262 Zgér a? éV:il d; (¢) denotes a constant value with re-
spect to a, and does not affect its solution.

Note that the above problem can be solved similarly to
Problem (3Tb) and hence it is omitted for brevity.

Based on the above discussions, a,.,Vr can be conducted
by successively optimizing with the other R — 1 blocks being
fixed, and then repeating until the convergence is attained [50].

where m, =

V. SIMULATION RESULT

In this section, numerical results are provided to evaluate the
WSR achieved by the proposed BCD-based joint precoding
algorithm under the two architectures of active-ITSs.

We consider a three-dimensional setup as illustrated in Fig.
E} The BS, ITS, and UEs are assumed in a straight line, and
their heights of them are 3m, 6m, and 1.5m, respectively, and
the total horizontal distances dgy = 80 m. The K = 4 UEs
are uniformly and randomly distributed in a circle centered
at (Om,70m) with a radius of 10 m. For the array response
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Fig. 5. The WSR against the number of iterations.

vector, the azimuth angles of arrival and departure are uni-
formly distributed in the interval [—, 7). The elevation angles
of arrival and departure are uniformly distributed in the interval
[5E, %). The complex gains of LOS paths o,V and ,,Vp
are independently distributed with CA (0,107%1PL), where
the distance-dependent path loss PL for both the LoS and the
NLoS paths can be modeled by PL = PLy +10blog;, (D)+¢
dB, where D is the individual link distance and ( denotes
lognormal shadow fading following ¢ ~ N (0,0?). As the
real-world channel measurements for the carrier frequency of
28 GHz suggested in [3, Table I], the parameters are set as
PLy = 61.4, b =2, o, = 5.8 for LoS paths, and PLy, = 72,
b=2.92, o, = 8.7 for NLoS paths. The bandwidth B = 251
MHz and the noise power is 02 = —90 dBm.

Unless otherwise stated, the other parameters are set as
follows: the paths Lg; = 4, Py = 4, Qpu = 4, the distance
dpr = 70 m, the circuit power consumption for phase-shifting
and power-amplifying are Psw = —10 dBm and Ppc = —5
dBm [35]], the power budgets of the BS and active-ITS are
Pgg™ = 25 dBm and P = 15 dBm, the number of TEs
of N = 4 x 5, the number of antennas of M; = 2 x 3 and
M, = 2 x 2, the weighting factor of aj, = 1, the penetration
efficiency of k = 0.8, the power conversion efficiency of
¢ =1, the static circuit power at the BS of P]gisrc = 50 dBm,
and the target accuracy of ¢ = 1073,

A. Performance Comparison

1) Convergence behavior: We first show the convergence
of the proposed algorithm in Fig. [3] It can be observed that the
WSR converges to corresponding stationary points after a few
iterations. Due to the number of TEs of the active-ITS is small,
the convergence speed is quick. In addition, the impacts of the
maximum amplification factor at each TE, and the number of
TEs at each block on the convergence speed are slight.

2) Energy efficiency comparison among the active/passive
ITS and AF relay: Specifically, the energy efficiency is de-

termined by £ = — Rmc —. For the active-ITS,
PITS/AF+PBS +PBS

Py = PRax + Pgire. and for the passive-ITS, PR = 0,

I Active-1TS
25 I Passive-ITS
- N AF Relay

10

Encrgy Efficiency (bits/J/Hz)

100
‘)\"11111) 80
o TE~ 60
Sat gy 40
e Ing

Fig. 6. The energy efficiency achieved by active/passive-ITS and AF relay.

and PE = NPsw. While for the AF relay, Pap =
PRax 4+ N PSre with PSte = 15 dBm being the static power
to supply single energy-intensive RF chain [28]. It can be
seen from Fig. [6] the active/passive-ITS achieve higher energy
efficiencies than the AF relay. More specifically, the increased
N has no discernible influence on the energy efficiency of
the active/passive-ITS, while significantly impacting that of
the AF relay. This can be attributed to that the static circuit
power consumption of each TE is small, while each RF chain
is power-hungry. Additionally, in the large P5§™ region, both
types of ITS have almost the same energy efficiency. This is
because as Pgg™ increases, the incident power at the active-
ITS becomes large, resulting in less amplification gain at the
active-ITS. It can conclude from the figure, that active-ITS is
a low implementation-cost and high energy-efficiency option
for mmWave outdoor-to-indoor communication.

3) Impact of system parameters: Hereinafter, we investigate
the impact of key system parameters on the WSR. We consider
different architectures of the active-ITS as well as other
benchmark schemes, as indicated by the following terminology

o EA-ITS-ASO/SDR/CVX: The schemes denote the per-
formance achieved by the proposed Algorithm [3] semi-
definite relaxation (SDR) technique [33]], [36]], and CVX
toolbox [43]] to solve Problem (23) under the element-
amplifying architecture of active-ITS, with the active load
can provide an unlimited gain (i.e., a™®* = 0);

e BA-ITS, 10/15/20: All TEs are partitioned by row that
each block consists of N, = 5,Vr TEs and the maximum
value of amplification factor a™** = 10/15/20 dB;

o TA-ITS, 10/15/20: All TEs share the same amplifier (i.e.,
R = 1) that they have identical amplitudes [36] with the
maximum amplification factor ¢™** = 10/15/20 dB;

o AF Relay/Passive-ITS: Exploiting the AF relay or the
conventional passive-ITS in the place of the active-ITS.

o Without-ITS: Only exists the direct links.

For fair comparisons, we assume the power budget at the
BS for the Passive-ITS and Without-ITS schemes are P3¢
Pgg™, then all ITS-related schemes have the same total power
consumption. All the simulation results as follows are averaged
over 500 independent channel realizations.
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Fig. 7. The WSR against the distance between the BS and ITS.

In Fig. [/} we investigate the WSR for different locations of
the ITS by varying dp;. One important observation is that
a™®* is one of the dominant parameters for boosting the
WSR. More specifically, even for the active-ITS schemes with
a™® = 10 dB, the WSR has been enhanced compared to
that of Passive-ITS scheme, but the trends of the correspond-
ing curves are still similar to that of Passive-ITS scheme.
While for the active-ITS scheme with a™?* = 20 dB, with
increasing dpy, the WSR monotonically increased, its trend
is different from Passive-ITS scheme. This observation can
be explained as follows. With increasing dpi, the channel
gain of G becomes weaker, resulting in less incident signal
power at the active-ITS, and according to the constraint ,
the active-ITS can provide a higher amplification gain, which
compensates for the attenuation caused by the multiplicative
path loss fading effect and contributes to increasing the WSR.
However, since the amplification factor is limited by the
circuit loads, the attenuation cannot be compensated well for
the active-ITS with a small value of a™®*. This interesting
observation indicates that the active-ITS should be deployed
closer to UEs to fully unleash their potential on achieving a
better WSR performance, especially for the active-ITS with
a small value of a™?*. Intuitively speaking, the deployment
strategy meets the requirements of a practical outdoor-to-
indoor communication scenario where the active-ITS is usually
very close to UEs, i.e., djy < dp1. In addition, it can observe
that the proposed algorithm achieves almost the same WSR
compared to SDR and CVX, while the proposed algorithm has
a much smaller computational complexity, which demonstrates
its superiority. Moreover, it can observe that the active-ITS
schemes perform constantly better than Passive-ITS scheme
in all locations, which implies that the active-ITS brings a
significant performance gain due to the amplified signal is
only attenuated once. More importantly, it can be seen that
the WSR of EA-ITS, 20 scheme outperforms that of BA/IA-
ITS, 20 schemes. This observation indicates the importance
of carefully optimizing the power amplification factor at the
active-ITS for enhancing the WSR. While for the schemes
with small a™?, the performance degradation caused by the

WSR (bps/Hz)

O EA-ITS-CVX o

o EA-ITS-ASO EA-ITS-SDR
4T|— % —EA-ITS —-9-—BA-ITS —A—TA-ITS
AF Relay — — = Without-ITS -eeeeeee Passive-ITS
36— o
) . . . .
5 10 15 20 25 30

The number of TEs at the ITS, N

Fig. 8. The WSR against the number of TEs at the ITS.

block architecture is slight due to amplification factors of TEs
can easily reach the maximum value.

The WSR performances versus the number of TEs are
shown in Fig. [8] It illustrates that with the increasing number
of TEs, both curves of the active-ITS and Passive-ITS schemes
monotonically increase due to more TEs introducing more
DoFs to proactively configure signals which yields a higher
WSR performance. The usage of active ITSs can greatly
reduce the number of TEs compared with the passive-ITS for
reaping a given performance level, and hence greatly decreases
both the size and the complexity of ITS, which is beneficial
for embedding in space-limited and aesthetic-needed building
structures. It can be explained by that when equipped with a
small number of active TEs in the active-ITS, according to the
constraint in (8c), a larger power amplification factor will be
allocated at each active TE. In addition, it can observe that
with a small number of TEs, the performance gap between
EA-ITS and BA-ITS is slight, while it in the large N region
also is acceptable. This is because, for a small number of TEs,
the amplifying factor can easily be the maximum value. In this
case, constraint is inactive but constraint is always
active and dominant in the performance. As the number of
TEs increases, constraint will be active, resulting in a
small amplification factor at each TE, and become the dom-
inant parameter for boosting the WSR. Moreover, compared
to the element-amplifying architecture, the block-amplifying
architecture reduces the power left for the static circuit, and
hence it has more power to amplify the signal, which can
compensate for some of the loss of performance and reduce
the inevitable performance degradation.

We plot the WSR performance against the power budget
at the BS in Fig. 0] As expected, it can be observed that
all the WSR performances of all schemes increase as Pgg™
increase. More specifically, it can be concluded from Fig.
[ the active-ITS scheme can significantly reduce the power
consumption compared to Passive-ITS scheme when achieving
a given performance level. In addition, it can be observed
that all active-ITS schemes have almost the same WSR in
the large P5¢™ region, this is because as Pgg™ increases, the
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incident power at the active-ITS become large, resulting in less
amplification gain at the active-ITS. This is also the reason that
when Pgg$™ is weak, the WSR is sensitive to the maximum
value of the amplification factor.

Fig. [I0] illustrates the WSR against the amplifying power
budget. One important observation is that for the EA-ITS,
20 scheme, as amplifying power increases, the WSR first
increases, and then tends to converge. This is because in the
large Pp1g* region, the constraint will be inactive while
constraint @) dominant the performance, that it, all TEs reach
the maximum value of the amplification factor. This is also
the reason that the curves with a™** = 10/15 do not change
as P3¢ increases. Therefore, it can be concluded that the
amplification gain provided by the active-ITS is limited by
the maximum value of the amplification factor [35].

VI. CONCLUSION

In this paper, an active-ITS-empowered outdoor-to-indoor
mmWave communication system was investigated, where the
active-ITS could greatly reduce the number of TEs while
maintaining a given performance compared with the passive-
ITS. To jointly optimize the linear precoding matrix of the BS

and transmissive coefficients of the active-ITS, we formulated
a WSR maximization problem, and then a computational
efficiently BCD-based joint precoding algorithm was proposed
for solving it. In order to further reduce the size and hardware
cost of active-ITS, a block-amplifying architecture was pro-
posed to partially remove the hardware components for power
amplifying. And then we extended the proposed algorithm
into the block-wise form for optimizing the transmissive
coefficients of the active-ITS under the block-amplifying ar-
chitecture. Simulation results demonstrated that the active-ITS
could significantly enhance the system performance, and the
performance degradation caused by the block-amplifying ITS
architecture was negligible.
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