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Abstract— As a widely used localization and sensing technique,1

radars will play an important role in future wireless networks.2

However, the wireless channels between the radar and the targets3

are passively adopted by traditional radars, which limits the4

performance of target detection. To address this issue, we propose5

to use the reconfigurable intelligent surface (RIS) to improve6

the detection accuracy of radar systems due to its capability7

to customize channel conditions by adjusting its phase shifts,8

which is referred to as MetaRadar. In such a system, it is9

challenging to jointly optimize both radar waveforms and RIS10

phase shifts in order to improve the multi-target detection11

performance. To tackle this challenge, we design a waveform and12

phase shift optimization (WPSO) algorithm to effectively solve the13

multi-target detection problem, and also analyze the performance14

of the proposed MetaRadar scheme theoretically. Simulation15

results show that the detection performance of the MetaRadar16

scheme is significantly better than that of the traditional radar17

schemes.18

Index Terms— Multi-target detection, reconfigurable intelligent19

surface, radar systems, waveform design.20

NOMENCLATURE21

(·)∗ Conjugate operator.

(·)H Conjugate transpose operator.
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22(·)T Transpose operator.

(θr
m,n, ϕr

m,n) Direction from the m-th element to the n-th

antenna.

(θk, ϕk) Direction towards the k-th target.

α Solution accuracy of the interior-point

algorithm.

βc+1
j,j0 Weighting factor for predicted distance

dc+1
j,j0 (Pc+1).

0
M×N Matrix with all the elements being 0 and

size M × N .

γ Vector of responses of all the targets.

Ξ Gain of the direct path from the antenna

array to the targets.

ak Steering vector of the RIS for the k-th

target.

B(s) Gain of the reflection path from the antenna

array to the directions of targets under

phase shift vector s.

bk(s) Gain of the reflection path from the antenna

array to the direction of the k-th target

under phase shift vector s.

IM×N Identity matrix with size M × N .

Jk Shift matrix of the k-th target which shifts

signals from y
t,c
k to y

d,c
k .

pA Position of the antenna array’s center.

pR Position of the RIS’s center.

s Phase shift vector that contains the phase

shifts of all the RIS elements.

sr,c RIS phase shift vector in the reception step

in the c-th cycle.

st,c RIS phase shift vector in the transmission

step in the c-th cycle.

V c Residual term in the c-th cycle.

vc Vectorization of the residual term V c.

W c Radar waveform matrix in the c-th cycle.

wc Vectorization of the radar waveform W c.

Y c Signal received by the antenna array in the

c-th cycle.

yc Vectorization of the matrix Y c.

y(c) Received signals from the 1-st to the c-th

cycle.
23
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y
d,c
k Delayed signal from the k-th target in the

c-th cycle.

Y t,c Transmitted signal towards the directions of

the targets in the c-th cycle.

y
t,c
k Transmitted signal towards the direction of

the k-th target in the c-th cycle.

γk Response of the k-th target characteriz-

ing the reflection and channel propagation

effects related to the k-th target.

γ̂(c),j
Estimated responses given hypothesis Uj in

the c-th cycle.

λ Wavelength of the carrier signal.

CM×N Set of all complex M × N matrices.

E(·) Stochastic expectation.

HM×N Set of all Hermitian M × N matrices.

Pc+1 Set of variables to be optimized in the (c+
1)-th cycle.

ω Threshold of the target response amplitude.

⊗ Kronecker product.

σ2 Variance of the residual term.

{l̂k}(c),j Estimated delays given hypothesis Uj in the

c-th cycle.

ds Separation between adjacent antennas.

du An upper bound of (22a).

dc+1
j,j0 (Pc+1) Predicted distance between hypotheses Uj

and Uj0 in the (c+1)-th cycle given Pc+1.

dk Range of the k-th target.

GA Gain of an antenna.

GA
P (θ, ϕ) Normalized radiation pattern of an antenna

towards direction (θ, ϕ).

GR Gain of an RIS element.

GR
P (θ, ϕ) Normalized radiation pattern of an RIS

element towards direction (θ, ϕ).

hm,n Path gain between the n-th antenna and the

m-th RIS element.

I Number of angular grids.

JK Number of hypotheses when the number of

targets is K .

K Number of targets.

L Number of snapshots of the radar

waveform.

lk Delay of the echo signals received by the

antenna array from the k-th target com-

pared with the transmitted signals.

LR Number of snapshots of the received signal.

lm,n Distance between the n-th antenna and the

m-th RIS element.

M Number of elements in the RIS.

N Number of antennas in the MIMO array.

Ns Number of phase shifts of an RIS element.

pc(Uj) Prior probability of hypothesis Uj in the

c-th cycle.

PM Maximum transmission power.

r(sm) Reflection coefficient of the m-th RIS ele-

ment with phase shift sm.

Se Area of an RIS element.

sm Phase shift of the m-th RIS element.

24U A hypothesis representing that there are

N(U) targets and the k-th target is in the

ik(U)-th grid.

vl Speed of light.

Re(·) Real part of a complex variable.

tr(·) Trace operator.

vec(·) Vector operator.
25

I. INTRODUCTION 26

D
RIVEN by the demand to support applications such as 27

virtual reality (VR) and autonomous driving, localization 28

and sensing become crucial functions for future wireless 29

systems [1], [2]. To put this vision into practice, various 30

sensing techniques which enable the perception of the sur- 31

rounding environment are developed. Among various sensing 32

techniques, radar technique which uses radio frequency (RF) 33

signals to detect and locate targets through reflected signals 34

has attracted much attention due to many advantages such 35

as environmental robustness, direct measurement of velocity, 36

and low cost [3]. Specifically, radars can directly measure the 37

velocity of the target by leveraging the Doppler effect, which is 38

especially useful for autonomous driving [4]. In addition, with 39

the development of RF CMOS and multiple-input-multiple- 40

output (MIMO) technology, radars are becoming more cost- 41

efficient, which will lead to greater economic interests [5]. 42

In the literature, various works which optimize the wave- 43

forms of radar signals for detection performance enhancement 44

have been proposed [6], [7]. Based on the optimization 45

criterions, these works can be broadly classified into three 46

types: detection probability, signal-to-interference-plus-noise 47

ratio (SINR), and relative entropy based schemes [8]. The 48

detection probability based schemes optimize the radar wave- 49

forms to directly maximize the detection probability given 50

the constraint of false alarm probability, while the optimiza- 51

tion problem is difficult to tackle due to the complicated 52

relationship between the detection probability and the radar 53

waveforms [9]. In the SINR based schemes, the SINRs of 54

the echo signals from the targets are maximized because a 55

large SINR usually leads to a high detection accuracy [10]. 56

The relative entropy is another widely used criterion, which 57

has been shown to be effective to evaluate the detection 58

performance [11], [12]. In [13], the authors considered the 59

detection of a single target in colored noise, and derived the 60

optimal radar waveforms that maximized the relative entropy. 61

The multi-target detection scenario was investigated in [14]. 62

However, the propagation channels between the radar system 63

and the targets are passively adopted in the aforementioned 64

schemes, which limits the performance of the radar. Specif- 65

ically, if the channel conditions are unfavorable, the radar 66

signals will suffer heavy attenuation when propagating through 67

the channels, resulting in a smaller SINR/relative entropy and 68

a lower target detection accuracy. 69

To address this issue and improve the detection performance 70

of the radar system, the RIS is a promising solution. The RIS 71

is a type of planar metamaterial that can be used to effectively 72

control the propagation channels [15], [16]. It is composed of 73

a large number of elements with electrically tunable phase 74
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shifts, and thus the characteristics of reflection channels via75

the RIS elements can be changed by adjusting the phase shifts76

of these elements [17], [18]. By properly designing the phase77

shifts of RIS elements, the channel conditions between the78

radar antennas and the targets can be optimized to promote79

the detection performance of the radar systems.180

Several RIS-aided radar schemes have been discussed in81

the literature. In [19], the authors considered a scenario where82

there was no line-of-sight (N-LOS) link between the radar83

antennas and the target, and an RIS was deployed to enable84

the radar to detect the target in the NLOS areas. The authors85

in [20] utilized an RIS to promote the received signal-to-noise86

ratio (SNR) for enhanced detection capabilities of a single-87

antenna radar. The MIMO radar case was considered in [21]88

and [22], where the phase shifts of the RIS were optimized to89

improve the radar performance. However, the aforementioned90

schemes all consider a single target scenario, which cannot be91

directly applied to the multi-target scenario. Besides, the radar92

waveforms are not optimized in these schemes, which results93

in limited improvement of radar performances. Different from94

these schemes, in this paper, we investigate the multi-target95

detection using an RIS-assisted radar, and jointly optimize the96

radar waveforms and RIS phase shifts in our proposed scheme.97

Two challenges needs to be addressed in the proposed98

scheme. First, to fully realize the benefits of the RIS in99

the multi-target detection scenario, the operations of the RIS100

need to be coordinated with the transceiver antennas, which101

complicates the system design. Second, since radar waveforms102

and RIS phase shifts are jointly optimized for multi-target103

detection, the optimization problem is challenging because the104

two variables are coupled with each other. To handle these105

challenges, we propose the multi-target detection protocol106

for the MetaRadar, and formulate the multi-target detection107

problem which optimizes the radar waveform and RIS phase108

shifts based on the relative entropy criterion. The waveform109

and phase shift optimization (WPSO) algorithm is design110

to efficiently tackle the formulated problem. In general, our111

contributions can be summarized as follows:112

• We propose a multi-target detection protocol which coor-113

dinates the operations of the RIS and the radar antennas.114

The protocol runs in a cognitive manner, where the detec-115

tion performance of the MetaRadar can be adaptively116

improved cycle by cycle.117

• The multi-target detection problem is formulated using118

the criterion of relative entropy, where the radar wave-119

forms and the RIS phase shifts are jointly optimized. The120

WPSO algorithm is designed to tackle the formulated121

multi-target detection problem, which can be used to122

efficiently derive the optimized radar waveforms and the123

RIS phase shifts.124

• The convergence and complexity of the proposed WPSO125

algorithm are analyzed, and the relationship between126

the RIS phase shifts, radar configuration, and the detec-127

tion performance is also discussed. We also verify the128

1The RIS-aided radar scheme can be utilized in the scenario where radar
signals suffers heavy attenuation when propagating through the wireless
channels. For example, the proposed scheme is especially suitable to extend
the detection range of millimeter wave radars.

effectiveness of the proposed MetaRadar scheme through 129

simulation. 130

The rest of this paper is organized as follows. In Section II, 131

we describe the target detection scenario and introduce the 132

model of the MetaRadar. The multi-target detection protocol 133

is proposed in Section III. In Section IV, we formulate the 134

waveform and RIS phase shift optimization problem. The 135

WPSO algorithm is designed in Section V to solve the for- 136

mulated problem. In Section VI, we provide the analysis of 137

the proposed scheme. The simulation results are presented in 138

Section VII. Finally, we draw the conclusions in Section VIII. 139

II. SYSTEM MODEL 140

In this section, we first introduce the considered scenario 141

in Subsection II-A, and then model the RIS, path gains, 142

and the radar receiver in Subsections II-B, VI-B, and II-D, 143

respectively. 144

A. Scenario Description 145

We consider a multi-target detection scenario using the 146

MetaRadar. As shown in Fig. 1, the MetaRadar is composed 147

of a transmitter (Tx), a receiver (Rx), a MIMO antenna array 148

with N antennas connected with the Tx and Rx, and an RIS 149

with M elements. By deploying an RIS in the radar system, 150

we can create reflection paths between the MIMO antenna 151

array and the targets, and thus the overall channel conditions 152

between the array and targets can be improved by optimizing 153

the phase shifts of the RIS. 154

The MetaRadar functions in two modes, i.e., the trans- 155

mission and reception modes. In the transmission mode, the 156

Tx first generates signals according to designed waveforms, 157

and then radiates the signals through the MIMO antenna 158

array towards the targets via both direct and reflection paths, 159

as illustrated in Fig. 1 (a). Then, the MetaRadar converts 160

to the reception mode, where the antenna array receives the 161

echo signals reflected by the targets. The received signals 162

will be delivered to the Rx in order to detect and locate 163

targets. 164

B. Reconfigurable Intelligent Surface 165

The RIS is a type of planar material made up of many 166

homogenous RIS elements. A programmable RIS element is 167

illustrated in Fig. 2. In an element, several metal patches are 168

connected by the pin diodes and printed on the dielectric 169

substrates. Each pin diode can be tuned to two states, i.e., 170

ON and OFF states, leading to different states and reflection 171

coefficients of the RIS element [23]. 172

Suppose each RIS element has Ns different reflection 173

coefficients with same amplitude gain η and Ns different phase 174

shifts which are uniformly distributed in the range [0, 2π) with 175

interval ∆s =
2π

Ns
[23]. Therefore, the reflection coefficient 176

of the m-th RIS element with phase shift sm can be expressed 177

as 178

r(sm) = ηe−js, s ∈ {i∆s|i = 1, · · · , Ns} . (1) 179
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Fig. 1. A MetaRadar system: (a) Transmission mode; (b) Reception mode.

Fig. 2. Reflection characteristics of an RIS element.

C. Path Gains180

The reflection paths between the antenna array and the tar-181

gets consists of two parts: the antenna-RIS path and the RIS-182

target path. More specifically, the path gain between the n-th183

antenna and the m-th RIS element is given by [24], [25]184

hm,n =
1√
4π

×

q

GAGA
P (θr

m,n, ϕr
m,n)GR

P (θr
m,n, ϕr

m,n)Se

lm,n
185

×e−j 2πlm,n/λ, (2)186

where GA is the gain of an antenna. (θr
m,n, ϕr

m,n) is the direc-187

tion from the m-th element to the n-th antenna, as illustrated188

in Fig. 3. GA
P (θr

m,n, ϕr
m,n) is the normalized radiation pattern189

towards direction (θr
m,n, ϕr

m,n). GR
P (θr

m,n, ϕr
m,n) is normal-190

ized radiation pattern of an RIS element towards direction191

(θr
m,n, ϕr

m,n). Se is the area of an RIS element. lm,n is the192

distance between the n-th antenna and the m-th RIS element.193

λ is the wavelength of the carrier signal. Based on [26], the194

normalized radiation pattern GR
P (θ, ϕ) can be modeled as195

GR
P (θ, ϕ) =

(

cos3(θ), θ ∈ [0, π/2], ϕ ∈ [0, 2π],

0, θ ∈ (π/2, π], ϕ ∈ [0, 2π].
(3)196

Since targets are in the farfield of RIS,2 signals reflected197

by the RIS can be viewed as a plane wave at the location of198

each target [27]. Therefore, the amplitude gain and the relative199

2The distance between the targets and the MetaRadar is greater than 2D2/λ,
where D is the size of the RIS.

Fig. 3. Illustration of the main channel parameters.

phase delay of the m-th RIS element comparing with the first 200

element towards the k-th target is given by 201

ak,m =
q

GRGR
P (θk, ϕk)ejekpe

m , (4) 202

where GR is the gain of an RIS element, (θk, ϕk) is the 203

direction of the k-th target, ek is the wave vector with 204

wavelength λ and direction towards the k-th target, and pe
m is 205

the relative position of the m-th RIS element compared with 206

the first element. The vector ak = (ak,1, · · · , ak,M ) is referred 207

to as the steering vector of the RIS for the k-th target [28]. 208

Therefore, the gain of the reflection path from the antenna 209

array to the directions of targets can be expressed as 210

B(s) = AR(s)H , (5) 211

where B(s) = (b1(s), · · · , bK(s))T ∈ CK×N , with K being 212

the number of targets. A = (a1, · · · , aK)T ∈ C
K×M is 213

the steering vector of the RIS. H = [hm,n] ∈ CM×N is the 214

matrix of channel gain between the antenna array and the RIS. 215

R(s) = diag(r(s)) ∈ CM×M is the reflection coefficient 216

matrix of the RIS under phase shift vector s = (s1, · · · , sM ), 217

and r(s) = (r(s1), · · · , r(sM )) is the reflection coefficient 218

vector of the RIS. 219

Similarly, the gain of the reflection path from the targets to 220

the antenna array under phase shift vector s can be expressed 221

as 222

BT(s) = HTRT(s)AT. (6) 223

In addition, we assume the antenna array and the RIS are 224

closely spaced, and the targets are in the farfield of both 225

the antenna array and the RIS. In other words, the distance 226
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between the antenna array and the RIS is much smaller than227

that between the antenna array (or RIS) and the targets. Thus,228

the direction of a target is the same for both the RIS element229

and the MIMO element,3 and the gain of the direct path from230

the n-th antenna to the k-th target can be given by231

ξk,n =
q

GAGA
P (θk, ϕk)ejekpa

n , (7)232

where GA
P (θk, φk) is the normalized radiation pattern of the233

antenna in the MIMO array towards direction (θk, φk), pa
n234

is the relative position of the n-th antenna compared with235

the first antenna. Consequently, the steering vector of the236

antenna array towards the direction of the k-th target is ξk =237

(ξk,1, · · · , ξk,N ), and the steering vector of the antenna array238

towards the directions of targets is Ξ = (ξ1, · · · , ξK)T.239

D. Receiver Model240

The functionality of the Rx is to detect targets using241

the received echo signals, and the multi-target detection is242

performed using the multiple hypotheses testing techniques.243

Specifically, we first form multiple hypothesis to represent244

different detection results. During the detection process,245

we update the probability of each hypothesis using the received246

signals. When the detection process ends, the hypothesis with247

the highest probability will be selected as the detection result.248

Before defining the hypotheses, we first introduce some249

assumptions on the number and locations of targets. Specif-250

ically, we consider a practical scenario, where the directions251

and the number K of targets are unknown, and the number252

K is in the range [0, KM ], where KM is a positive constant.253

Besides, the location of the k-th target is represented by the254

direction (θk, ϕk) and range dk. We discretize the space of255

interest into I angular grids denoted by I ∈ {1, · · · , I}, and a256

target is located in one of the grids. Given the number of257

targets and the direction of each target, the range of each258

target can be estimated based on the received signals, which259

will be discussed in Section III. This means that a hypothesis260

only needs to contain the information of the number and261

directions of targets. Consequently, we introduce indicative262

vector i(U) = (i1(U), · · · , iN(U)(U)) to represent hypothesis263

U , which means that there are N(U) targets, and the k-th264

target is in the ik(U)-th grid.265

The prior probabilities of hypotheses have to be initialed266

before the detection process. Let p1(U) denote the prior267

probability of hypothesis U . Since K is unknown and K268

is the range [0, KM ], without loss of generality, we assume269

that K follows uniform distribution in range [0, 1, · · · , KM ],270

which is a commonly used assumption when there is no prior271

3In practice, the farfield constraint dn,k > 2D2
m,n/λ is easy to be satisfied.

For example, suppose the working frequency of the radar is 3GHz, the size
of the RIS is 1m×1m (20 × 20 elements), the size of the MIMO array is
0.2m ×0.2m (4× 4 elements), and the distance between the RIS center and
the MIMO array center is 1m (10λ). Thus, the maximum distance between a
MIMO antenna and an RIS element is about 2m, which indicates that when
dn,k > 80m, the direction of a target is the same for all the RIS elements
and the MIMO antennas. Since the radars working at 3GHz are typically used
for surveillance with a few hundreds of meter detection range [30], [31], this
constraint is satisfied in practice, indicating that it is reasonable to assume
the direction of a target is the same for both the RIS element and the MIMO
element.

knowledge of the number of targets [14]. Thus, the prior 272

probability of hypothesis U can be given by 273

p1(U) =
1

KM + 1
× 1

J(U)
, (8) 274

where J(U) denotes the number of hypotheses with N(U) 275

targets. 276

Based on Bayes’ theorem, the prior probabilities of hypothe- 277

ses can be updated by exploiting the information in the 278

received signals, and the decisions of target detection can be 279

made using these prior probabilities. Details of the probability 280

updating process will be introduced in Section III. 281

III. MULTI-TARGET DETECTION PROTOCOL 282

In this section, we propose a multi-target detection protocol 283

to coordinate the operations of Tx, Rx, antenna array, and RIS 284

in the detection process. We divide the timeline in the detection 285

process into cycles with duration δC , and the probabilities of 286

all the hypotheses will be updated cycle by cycle. After C 287

cycles, the detection process will terminate, and the hypothesis 288

with the highest probability will be chosen as the correct 289

hypothesis [32]. 290

As illustrated in Fig. 4, each cycle contains four steps, i.e., 291

the optimization, transmission, reception, and the detection 292

steps. 293

A. Optimization 294

In this step, radar waveforms and the RIS phase shifts 295

are optimized by the Tx based on the signals received in 296

previous cycles. Let W c ∈ CN×L denote the generated 297

waveform matrix in the c-th cycle, with L being the number of 298

snapshots. Besides, the optimized vectors of RIS phase shifts 299

in the transmission and reception steps in the c-th cycle are 300

denoted by st,c = (st,c
1 , · · · , st,c

M ) and sr,c = (sr,c
1 , · · · , sr,c

M ), 301

respectively.4 Details of the optimization problem will be 302

introduced in Section IV. As for the first cycle, the waveform 303

matrix W 1 and RIS phase shift vectors st,1 and sr,1 are 304

randomly generated. 305

B. Transmission 306

The generated radar waveforms W c are emitted by the 307

antenna array towards the RIS in this step. The RIS phase 308

shifts are set as st,c during the whole step.5 Based on (5) 309

and (7), the transmitted signals towards the directions of the 310

targets can be expressed as 311

Y t,c = (B(st,c) + Ξ)W c, (9) 312

where Y t,c = (yt,c
1 , · · · , yt,c

K )T ∈ CK×L, with y
t,c
k being the 313

transmitted signal towards the direction of the k-th target. 314

4The RIS phase shifts st,c and sr,c are sent to the RIS controller in the
optimization step in order to avoid the signaling cost in the transmission and
reception steps.

5The duration of the adjustment of RIS phases is much smaller than that
of the transmission step δT [33], [34]. For example, when the target is 150m
away from the radar, the duration δT is 1µs. In contrast, the phases of the RIS
can be changed within 12.5ns [33], which is much smaller than δT . The price
to adjust the phases is also acceptable because the control circuit of the RIS
is very simple, and the main cost of the circuit is the low-cost FPGA module.
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Fig. 4. Multi-target detection protocol.

C. Reception315

After the waveforms W c are transmitted, the phase shifts316

of the RIS are set as sr,c, and the antenna array listens for the317

echo signals from the targets. Since the distances between the318

targets and the radar can be different, the echo signals from319

different targets may have different delays. Suppose that the320

echo signals received by the antenna array from the k-th target321

delays lk snapshots compared with the transmitted signals. The322

delayed signal from the k-th target is given by323

y
d,c
k = y

t,c
k Jk, (10)324

where Jk is a shift matrix with size L × LR, with LR being325

the number of snapshots of the received signal. The (l× l0)-th326

element of Jk satisfies327

Jk(l, l0) =

(

1, l0 − l − lk + Lm = 0,

0, otherwise,
(11)328

where Lm is the minimum delay. Besides, we assume that329

Lm > L so that the received signals will not overlap with the330

transmitted signals. Consequently, the signals received by the331

antenna array can be expressed as6
332

Y c =
K
X

k=1

γk

(

bT
k(sr,c) + ξT

k

) (

bk(st,c) + ξk

)

W cJk + V c,333

(12)334

6The gain of the double cascaded channel bT
k(sr,c)bk(st,c) can be

comparable with that of the LOS channel ξT
kξk from the antenna array to

the antenna array via the targets. According to [26], the gain of the double
cascaded channel can be roughly expressed as A/(d2

1
d2

2
), where A is a

parameter related to the gain of the RIS, d1 denotes the distance between the
antenna and the RIS, and d2 denotes the distance between the RIS and the
targets. Besides, the gain of the LOS channel can be approximated by B/d2

3
,

where B is a parameter related to the gain of the antenna, and d3 denote
the distance between the antenna and the targets. Since we assume that the
distance between the antenna and the RIS is much smaller than the distance
between the RIS/antenna array and the target, we have d1 � d2 ≈ d3.
In addition, as we assume that the antenna array are close to the RIS,
by carefully designing the phase shifts of the RIS, the gain of the RIS can
be promoted to satisfy A/d2

1
≥ B. Thus, we can assure that the gain of

the double cascaded channel is the same or even larger than that of the LOS
channel.

where γk is the response of the k-th target characterizing 335

the reflection and channel propagation effects related to the 336

k-th target [10], and V c ∈ CL×LR denotes the residual term 337

which includes noise and interferences from the environment 338

[35], [36]. For simplicity, we assume that the rows of V c
339

follow independent and identically distributed circularly sym- 340

metric complex Gaussian distribution with mean zero and 341

covariance matrix σ2ILR×LR [14]. Let yc = vec(Y c) denote 342

the received signal vector, which is given by 343

yc = F cγ + vc, (13) 344

where the response vector γ = (γ1, · · · , γK)T ∈ CK×1, 345

the residual vector vc = vec(V c) ∈ CNLR×1, and F c = 346

(Qc
1(s

t,c, sr,c)wc, · · · , Qc
K(st,c, sr,c)wc) ∈ C

NLR×K with 347

Qc
k(st,c, sr,c) = JT

k ⊗ ((bT
k(sr,c) + ξT

k)(bk(st,c) + ξk)) ∈ 348

CNLR×NL and wc = vec(W c) ∈ CNL×1. 349

D. Detection 350

The received signal yc will then be processed by the 351

Rx to update the probabilities of hypotheses for multi-target 352

detection. Suppose the number of targets is K , we can form 353

JK hypotheses, and we have 354

jK,I =

�

I + K − 1

K

�

. (14) 355

Since 0 ≤ K ≤ KM , there are J = J0 + J1 + · · · + JKM
356

hypotheses, denoted by {U0, U1, · · · , UJ−1}. Given signal 357

y(c) = (y1, · · · , yc)T received in previous c cycles, the prior 358

probability of hypothesis Uj in the (c + 1)-th cycle can be 359

expressed as [37] 360

pc+1(Uj) =
p1(Uj)p

(c)(y(c)|Uj)
PJ

j=0 p1(Uj)p(c)(y(c)|Uj)
. (15) 361
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where p(c)(y(c)|Uj) denote the probability to receive y(c)
362

given hypothesis Uj , which can be given by363

p(c)(y(c)|Uj)364

=

c
Y

i=1

pi(yi|Uj)365

=

c
Y

i=1

1

(πσ2)NLR
exp

 

−||yi−yi(Uj ,{l̂k}(c),j,γ̂(c),j)||2
σ2

!

,366

(16)367

where {l̂k}(c),j and γ̂(c),j
denote the estimated delays368

and responses given hypothesis Uj , respectively.369

yi(Uj , {l̂k}(c),j, γ̂(c),j) denotes the mean signals received370

by the antenna array under hypothesis Uj , delays371

{l̂k}(c),j , and responses γ̂(c),j
in the i-th cycle. Note372

that U0 denotes the hypothesis when K = 0, and thus373

yi(Uj , {l̂k}(c),j, γ̂(c),j) = 0, ∀i. When j 6= 0, delays {l̂k}(c),j
374

and responses γ̂(c),j
can be estimated jointly using the375

maximum likelihood estimation method. Specifically, given376

delays {lk}, the maximum likelihood estimation of responses377

γ̃(c),j({lk}) can be expressed as378

γ̃(c),j({lk}) =



(F (c))HF (c)
�−1

(F (c))Hy(c), (17)379

where F (c) = (F 1, · · · , F c)T is calculated using delays {lk}.380

Next, based on (17), the maximum likelihood estimation of381

the delays can be given by382

{l̂k}(c),j
383

= argmax
{lk}

p(c)



y(c)|Uj , {lk}
�

384

=

c
Y

i=1

1

(πσ2)NLR
exp

 

−||yi − yi(Uj , {lk}, γ̂(c),j)||2
σ2

!

,385

(18)386

where p(c)
(

y(c)|Uj, {lk}
)

denotes the probability to receive387

y(c) given hypothesis Uj , delays {lk}, and responses388

γ̃(c),j({lk}). Finally, using the estimated delays {l̂k}(c),j,389

the estimated responses can be expressed as γ̂
(c),j =390

γ̃(c),j({l̂k}(c),j). Note that if multiple targets are in the same391

direction, their delays need to be different. Using the relation392

d̂k =
vl l̂k
2

, (19)393

where vl denotes the speed of light, the range of the k-th target394

can be determined if the delay of echo signal l̂k is decided.395

To reduce the mis-detection probability caused by the noise396

and interference, a threshold detection will be conducted for397

each target defined in hypothesis Uj using the estimated target398

response γ̂(c),j
[28]. To be specific, if |γ(c),j

k | is greater than a399

pre-determined positive threshold ω, the k-th target is viewed400

to be present. Otherwise, the response γ
(c),j
k is viewed to be401

caused by the noise and interference, and thus hypothesis Uj402

will be rejected.403

IV. JOINT OPTIMIZATION PROBLEM OF 404

WAVEFORM AND PHASE SHIFTS 405

In this section, we formulate the waveform and RIS phase 406

shift optimization problem in each cycle in Subsection IV-A. 407

Since the waveform and RIS phase shifts are coupled which 408

are difficult to be simultaneously optimized, we decouple 409

the formulated problem into three subproblems to solve it 410

efficiently in Subsection IV-B. 411

A. Waveform and RIS Phase Shift Optimization Problem 412

Formulation 413

The aim to optimize the radar waveforms w and RIS 414

phase shift vectors st and sr in each cycle is to improve 415

the detection performance. In this paper, we use the relative 416

entropy as the evaluation criterion, which is shown to be an 417

effective tool to study the performance of multiple hypotheses 418

testing and is widely used for radar detection applications [38]. 419

The relative entropy indicates the “distance” between the 420

probability functions of two different hypotheses. When the 421

“distance” is maximized, the hypotheses are more likely to 422

be distinguished, and thus we can obtain a higher detection 423

accuracy. 424

According to [14], we define the predicted distance between 425

hypotheses Uj and Uj0 in the (c + 1)-th cycle as 426

dc+1
j,j0 (Pc+1) = D(pc+1(y|Uj ,Pc+1), pc+1(y|Uj0 ,Pc+1)) 427

+D(pc+1(y|Uj0 ,Pc+1), pc+1(y|Uj ,Pc+1)), 428

(20) 429

where Pc+1 = {wc+1, st,c+1, sr,c+1} is the set of variables 430

to be optimized in the (c + 1)-th cycle. pc+1(y|Uj,Pc+1) 431

denotes the probability function given hypothesis Uj , variables 432

Pc+1, estimated target responses γ̂
c+1

, and delays {l̂k}c+1. 433

Besides, D(pc+1(y|Uj ,Pc+1), pc+1(y|Uj0 ,Pc+1)) is the rel- 434

ative entropy between probability functions pc+1(y|Uj,Pc+1) 435

and pc+1(y|Uj0 ,Pc+1), where 436

D(pc+1(y|Uj ,Pc+1), pc+1(y|Uj0 ,Pc+1)) 437

=

Z

pc+1(y|Uj ,Pc+1) log
pc+1(y|Uj ,Pc+1)

pc+1(y|Uj0 ,Pc+1)
dy. (21) 438

The objective of the optimization problem is to maxi- 439

mize the weighted sum of predicted distances between every 440

two hypotheses. Therefore, the optimization problem in the 441

(c + 1)-th cycle can be formulated as 442

P1: max
wc+1,st,c+1,sr,c+1

J−1
X

j=0

J−1
X

j0=j+1

βc+1
j,j0 dc+1

j,j0 443

(wc+1, st,c+1, sr,c+1), (22a) 444

s.t. ||wc+1||2 = PM , (22b) 445

st,c+1
m ∈ {i∆s|i = 1, · · · , Ns} , ∀m, (22c) 446

sr,c+1
m ∈ {i∆s|i = 1, · · · , Ns} , ∀m, (22d) 447

where βc+1
j,j0 is the weighting factor for the predicted distance. 448

Constraint (22b) is the power constraint for antennas [39], 449

with constant PM being the maximum transmission power. 450

Constraints (22c) and (22d) confine the available states of 451
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RIS elements [10]. The weighting factor is set as the prior452

probability product of two hypotheses, which is given by453

βc+1
j,j0 = pc+1(Uj)p

c+1(Uj0). (23)454

The intuition of (23) is that if the probabilities of two hypothe-455

ses are higher, the predicted distance of these two probabilities456

needs to have larger weight for better discrimination.457

B. Problem Decomposition458

It is difficult to tackle problem (P1) because variables wc+1,459

st,c+1, and sr,c+1 are coupled in the objective function (22a).460

To solve problem (P1) efficiently, we decouple it into three461

subproblems, i.e., waveform optimization subproblem, RIS462

phase shift optimization subproblems for transmission and463

reception steps.464

1) Optimization Subproblem of Waveform: Given the fixed465

RIS phase shift vectors st, and sr, this subproblem is given466

by467

Pw: max
wc+1

J−1
X

j=0

J−1
X

j0=j+1

βc+1
j,j0 dc+1

j,j0 (wc+1, st, sr),468

s.t. (22b). (24a)469

2) Optimization Subproblem of RIS Phase Shift Vector in470

the Transmission Step: In this subproblem, the RIS phase471

shift vector st,c+1 is optimized given w and sr, which can be472

written as473

Pt: max
st,c+1

J−1
X

j=0

J−1
X

j0=j+1

βc+1
j,j0 dc+1

j,j0 (w, st,c+1, sr),474

s.t. (22c). (25a)475

3) Optimization Subproblem of RIS Phase Shift Vector in the476

Reception Step: Similarly, the optimization subproblem of the477

RIS phase shift vector in the reception step can be formulated478

as479

Pr: max
sr,c+1

J−1
X

j=0

J−1
X

j0=j+1

βc+1
j,j0 dc+1

j,j0 (w, st, sr,c+1),480

s.t. (22d). (26a)481

V. ALGORITHM DESIGN482

In this section, we propose a waveform and phase shift opti-483

mization (WPSO) algorithm, which solves problem (P1) by484

iteratively solving the aforementioned three subproblems. The485

techniques to solve these three subproblems are introduced486

first in Subsections V-A and V-B, and then the description of487

the overall WPSO algorithm is presented in Subsection V-C.488

The superscript c + 1 for cycles are omitted for brevity in the489

following part of this paper.490

A. Optimization of Waveform491

It is challenging to solve subproblem (Pw) due to the492

complicated expression of the predicted distance d(Uj , Uj0 |P)493

in the objective function (22a). In Proposition 1, a simplified494

expression of d(Uj , Uj0 |P) is provided as follows:495

Proposition 1: The predicted distance d(Uj , Uj0 |P) 496

between hypotheses Uj and Uj0 given P can be expressed as 497

d(Uj , Uj0 |P) =
1

σ2
Re
(

tr(wHZ 0(Uj , Uj0 , s
t, sr)w)

)

, (27) 498

where 499

Z 0(Uj , Uj0 , s
t, sr) 500

= Z 00(Uj , Uj, s
t, sr) + Z 00(Uj0 , Uj0 , s

t, sr) 501

−2Z00(Uj , Uj0 , s
t, sr), (28) 502

Z 00(Uj , Uj0 , s
t, sr) 503

=

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0(Uj0 )Q

H
i (Uj , s

t, sr) 504

×Qi0(Uj0 , s
t, sr). (29) 505

Proof: See Appendix A. 506

Therefore, problem (Pw) can be reformulated as 507

P0
w: max

w
Re
(

tr(wHZ(st, sr)w)
)

, (30a) 508

s.t. tr(wHw) = PM , (30b) 509

where Z(st, sr) =
PJ−1

j=0

PJ−1
j0=j+1

βj,j0

σ2
Z 0(Uj , Uj0 , s

t, sr), 510

and constraint (30b) corresponds to constraint (22b). Since 511

problem (P0
w) is a quadratically constrained quadratic program 512

(QCQP), we can use the semidefinite relaxation (SDR) tech- 513

nique [40] to efficiently solve it. Specifically, problem (P0
w) is 514

equivalent to the following problem: 515

PXw
: max

Xw

Re
(

tr(XwZ(st, sr))
)

, (31a) 516

s.t. tr(Xw) = PM , (31b) 517

Xw � 0, (31c) 518

Xw ∈ H
NL×NL, (31d) 519

rank(Xw) = 1, (31e) 520

where Xw = wwH, and Xw � 0 indicates that Xw is a 521

positive semidefinite matrix. To solve problem (PXw
), the rank 522

constraint in (31e) is first dropped to derive a relaxed version 523

of problem (PXw
), denoted by (P0

Xw
), which can be efficiently 524

solved using existing optimization techniques [41]. Then, the 525

randomization method in [40] can be adopted to convert the 526

solution of problem (P0
Xw

) to a feasible solution of problem 527

(PXw
), which is also the solution of problem (Pw). 528

B. Optimization of RIS Phase Shift Vector in the 529

Transmission and Reception Steps 530

Due to the similar structures of problems (Pt) and (Pr), 531

these two problems can be solved by the same optimization 532

methods. For brevity, in this subsection we only show how to 533

solve problem (Pt). 534

To tackle problem (Pt) where phase shift st is optimized, 535

in Proposition 2, we provide another simplified expression 536

of distance d(Uj , Uj0 |P) which separates variable r(st) from 537

other parameters as follows: 538
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Proposition 2: The predicted distance d(Uj , Uj0 |P)539

between hypotheses Uj and Uj0 given P can be expressed as540

d(Uj , Uj0 |P)541

=
1

σ2
Re



rH(st)Z 0(Uj , Uj0 , w, sr)r(st)542

+rH(st)z0
1(Uj , Uj0 , w, sr)543

+z0
2(Uj , Uj0 , w, sr)r(st) + z03(Uj , Uj0)

�

, (32)544

where parameter Z 0(Uj, Uj0 , w, sr), z0
1(Uj , Uj0 , w, sr),545

z0
2(Uj , Uj0 , w, sr), and z03(Uj , Uj0) are defined in Appendix B.546

Proof: See Appendix B.547

Consequently, we can reformulated problem (Pt) as548

P0
t: max

r
Re
(

rHZ(w, sr)r+rHz1(w, sr)549

+z2(w, sr)r+z3) , (33a)550

s.t. rm ∈
�

ηeji∆s|i = 1, · · · , Ns

�

, ∀m, (33b)551

where552

Z(w, sr) =

J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2
Z 0(Uj , Uj0 , w, sr), (34)553

z1(w, sr) =

J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2
z0

1(Uj , Uj0 , w, sr), (35)554

z2(w, sr) =

J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2
z0

2(Uj , Uj0 , w, sr), (36)555

z3 =

J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2
z03(Uj , Uj0), (37)556

And constraint (33b) corresponds to constraint (22c). To effi-557

ciently solve problem (P0
t), we first relax the discrete phase558

shifts to continuous ones, and obtain the following problem:559

P00
t : max

r
Re
(

rHZ(w, sr)r + rHz1(w, sr)560

+z2(w, sr)r + z3) , (38a)561

s.t. |rm|2 = η2, m = 1, · · · , M. (38b)562

Since problem (P00
t ) is also a QCQP, the SDR technique563

can also be applied to solve problem (P00
t ). Let r00 denote564

the solution of problem (P00
t ). Next, all the elements in565

vector r00 are quantized to the nearest values in the set566
�

ηeji∆s|i = 1, · · · , Ns

�

to obtain r0. Vector r0 is a feasible567

solution of problem (P0
t) because it satisfies constraint (33b).568

Finally, the solution of problem (Pt) can be derived from r0
569

using the relation in (1).570

C. Joint Optimization Algorithm571

As shown in Fig. 5, the index of iteration x is set as 0 at572

the beginning of the WPSO algorithm. Besides, we randomly573

initial variables wx, st
x, and sr

x within the feasible region of574

problem (P1). Then, the value of the objective function (22a)575

dx given wx, st
x, and sr

x is calculated. Following that, we opti-576

mize the radar waveform and RIS phase shifts in an iterative577

manner by solving the three subproblems. Specifically, in the578

x-th iteration, the WPSO algorithm first solves subproblem579

Fig. 5. Flow chart of the waveform and phase shift optimization algorithm.

(Pw) to obtain wx+1 given st
x and sr

x. Then, subproblem (Pt) 580

is solved to derive st
x+1 given wx+1 and sr

x. The variable 581

sr
x+1 is finally derived by solving subproblem (Pr) given wx+1 582

and st
x+1. The algorithm will terminate if the value difference 583

of the objective function (22a) in two adjacent iterations is 584

smaller than a predefined threshold �. 585

VI. PERFORMANCE ANALYSIS 586

In this section, we first analyse the convergence and the 587

complexity of the proposed WPSO algorithm in Subsec- 588

tion VI-A, and then discuss the detection performance of the 589

proposed scheme in Subsection VI-B. 590

A. Convergence and Complexity 591

1) Convergence: In each iteration of the WPSO algorithm, 592

the subproblems (Pw), (Pt), and (Pr) are solved sequentially 593

using the interior-point algorithm, which is guaranteed to 594

converge [41]. Hence, the WPSO algorithm will converge if 595

the number of iterations of the WPSO algorithm is limited. 596

Since the objective function is increased by at least � in each 597

iteration and the objective function has an upper bound du
598

which is provided in Proposition 3, the number of iterations 599

is bounded and the convergence of the WPSO algorithm is 600

guaranteed. 601

Proposition 3: An upper bound of the objective func- 602

tion (22a) is given by 603

du =
J(J − 1)PM

2
. (39) 604

Proof: See Appendix C. 605
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2) Complexity: In each iteration of the WPSO algo-606

rithm, the SDR technique is utilized for 3 times to607

solve the three subproblems. According to [40], the608

complexity of the SDR techniques for the subprob-609

lems (Pw), (Pt), and (Pr) are O((NL)4.5 log(1/α)),610

O((M +1)4.5 log(1/α)), and O((M +1)4.5 log(1/α)), respec-611

tively, where α is the solution accuracy of the interior-point612

algorithm. Thus, the complexity of each iteration of the WPSO613

algorithm is O(((NL)4.5 + (M + 1)4.5) log(1/α)).614

Based on (50), the objective function (22a) is nonneg-615

ative. According to the discussion in Section VI-A.1, the616

maximum number of iterations of the WPSO algorithm is617

ddu/�e. Therefore, the complexity of the WPSO algorithm is618

O(((NL)4.5 + (M + 1)4.5) log(1/α)ddu/�e).619

B. Detection Performance Analysis620

In this subsection, we compare the detection performance621

of MetaRadar with traditional MIMO radar. For simplicity,622

we consider the case where K = 1 and I = 1. There623

are 2 hypotheses in this case denoted by U0 and U1. Based624

on (50), the predicted distance between hypotheses U0 and625

U1 of MetaRadar in this case is given by626

d(U1, U0|P) =
1

σ2
||y(U1,P) − y(U0,P)||2627

=
1

σ2
||γ(bT

1(s
r) + ξT

1)(b1(s
t) + ξ1)W ||2628

=
|γ|2
σ2

||b1(s
r) + ξ1||2||b1(s

t) + ξ1||2||W ||2629

=
|γ|2PM

σ2
||b1(s

r) + ξ1||2||b1(s
t) + ξ1||2.630

(40)631

As for the MIMO radar, its received signals can be632

expressed as [14]633

Y MIMO =
K
X

k=1

γkξT
kξkWJk + V , (41)634

Similar to the proof in Appendix A, the predicted distance of635

traditional MIMO radar between hypotheses U0 and U1 when636

K = 1 is given by637

dMIMO(U1, U0|W ) =
1

σ2
||γξT

1ξ1WJ1||2638

=
|γ|2PM

σ2
||ξ1||4639

=
(N |γ|GAGA

P (θ1, ϕ1))
2PM

σ2
. (42)640

It can be observed from (40) and (42) that the predicted641

distances of both MetaRadar and MIMO radar are positively642

related to |γ|2 and the power of waveform PM , and are643

negatively related to the variance of the residual term σ2.644

Besides, we can conclude that if ||b1(s
r) + ξ1||2||b1(s

t) +645

ξ1||2 > (NGAGA
P (θ1, ϕ1))

2, the predicted distance of the646

MetaRadar is larger than that of the traditional MIMO radar.647

In this circumstance, hypotheses U0 and U1 can be better648

distinguished by the MetaRadar, indicating that MetaRadar has649

a higher detection accuracy.650

Since b1(s
t) + ξ1 and b1(s

r) + ξ1 denote the channel gain 651

from the antenna array to the direction of the target and vice 652

versa, respectively, ||b1(s
r) + ξ1||2||b1(s

t) + ξ1||2 can be 653

viewed as the power gain of the MetaRadar. As the power gain 654

of the MetaRadar is determined by the phase shift vectors and 655

the configuration of the MetaRadar, in the following, we first 656

analyse the optimal phase shift vectors which maximize the 657

power gain of the MetaRadar given the RIS configuration, and 658

then discuss the relationship between the configuration of the 659

MetaRadar and the power gain when RIS phase shift vectors 660

are optimized. 661

1) Optimal RIS Phase Shift Vectors: The maximum power 662

gain given the configuration of the MetaRadar when N = 1 is 663

provided in Proposition 4 as follows: 664

Proposition 4: Assume that all the RIS elements have 665

continuous phase shifts, the maximum power gain given the 666

configuration of the MetaRadar when N = 1 is 667

B = ||b1(s
r,∗)+ξ1||2||b1(s

t,∗)+ξ1||2 668

=
(

GA
)2

 

M
X

m=1

ρ
q

GA
P (θr

1,m, ϕr
1,m)GR

P (θr
1,m, ϕr

1,m)

l1,m
669

+
q

GA
P (θ1, ϕ1)

!4

, (43) 670

where 671

st,∗
m = sr,∗

m = mod(−e1p
e
m − e1p

a
1 − 2πl1,m

λ
, 2π), ∀m, 672

(44) 673

and 674

ρ =
η
q

GRSeGR
P (θ1, ϕ1)

√
4π

. (45) 675

Proof: The term ||b1(s) + ξ1||2 can be expressed as 676

||b1(s) + ξ1||2 677

= ||a1R(s)H + ξ1||2 678

=

�

�

�

�

�

M
X

m=1

a1,mrm(sm)hm,1 + ξ1,1

�

�

�

�

�

2

679

= GA

�

�

�

�

�

M
X

m=1

ρ
q

GA
P (θr

1,m, ϕr
1,m)GR

P (θr
1,m, ϕr

1,m)

l1,m
680

×e−j(e1pe
m+sm+2πl1,m/λ) +

q

GA
P (θ1, ϕ1)e

je1pa
1

�

�

�

�

�

2

681

≤ GA





M
X

m=1

ρ
q

GA
P (θr

1,m, ϕr
1,m)GR

P (θr
1,m, ϕr

1,m)

l1,m
682

+
q

GA
P (θ1, ϕ1)

�2

, (46) 683

where 684

ρ =
η
q

GRSeGR
P (θ1, ϕ1)

√
4π

, (47) 685
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Fig. 6. Top view of the MetaRadar.

and ||b1(s) + ξ1||2 is maximized when686

sm = mod(−e1p
e
m − e1p

a
1 − 2πl1,m

λ
, 2π). (48)687

Consequently, the maximum power gain of the MetaRadar688

when N = 1 is (43), and the optimal RIS phase shift vectors689

satisfy (44).690

2) Configuration of the MetaRadar: The configuration of691

the MetaRadar when N = 1 is shown in Fig. 6. For simplicity,692

we consider a two-dimensional (2D) configuration, and the693

extension to 3D configuration is feasible. The RIS is parallel to694

the x-axis and its center is at the origin (0, 0). In the following,695

we discuss how the number of RIS elements and the antenna696

position affect the power gain B.697

a) Number of RIS elements: The power gain is pos-698

itively related to the number of RIS elements. This is699

because if we add an element at the edge of the RIS and700

keep the positions of existing M elements fixed, according701

to (43), the power gain will increase because the term702
q

GA
P (θr

1,m)GR
P (θr

1,m)/l1,M+1 > 0. This indicates that an RIS703

with a larger size can provide a higher detection accuracy.704

b) Antenna position: In the following proposition,705

we show that the antenna should be placed near the y-axis706

to promote the detection performance.707

Proposition 5: Suppose the antenna is isotropic (GA = 1708

and GA
P (θ, ϕ) = 1, ∀θ, ϕ). The power gain of the MetaRadar709

where the antenna is close to the z-axis is higher than that710

of the MetaRadar where the antenna is far away from the711

z-axis given the number of the RIS elements M and the z-712

coordinate of the antenna lza. Specifically, if lxa /∈ [−le/2, le/2],713

there exists a l0 ∈ [−le/2, le/2] with higher power gain than714

that of lxa , where le is the distance between two adjacent RIS715

elements.716

Proof: See Appendix D.717

When lza � le/2, the power gain when lxa is optimized is718

given by Proposition 6:719

Proposition 6: When lza � le/2, the power gain when lxa720

is optimized can be expressed as721

B(l∗, lza)722

=

 

M
X

m=1

ρ(lza)1.5

((lza)2 + ((M + 1)le/2−mle)2)1.25
+ 1

!4

. (49)723

Proof: If lza � le/2, we have lza � |l0|, which indicates724

that the term l0 in the denominator in (73) can be omitted.725

TABLE I

SIMULATION PARAMETERS

Therefore, the maximum power gain can be expressed as (49) 726

based on (73). 727

As for the z-coordinate of the antenna lza, since both 728

the numerator (lza)1.5 and the denominator ((lza)2 + ((M + 729

1)le/2−mle)2)1.25 in (49) increase with lza, its relationship 730

with the power gain is much more complicated which makes 731

it difficult to provide a closed-form expression of the optimal 732

z-coordinate of the antenna. 733

VII. SIMULATION RESULTS 734

In this section, the performance of the MetaRadar is 735

provided. The configuration of the MetaRadar is shown in 736

Fig. 1, and the simulation parameters are listed in Table I. 737

The RIS is located at the plane z = 0, and the position of its 738

center is (0, 0, 0). The RIS contains 64 elements. Each element 739

has 8 different phase shifts, and the area of an element is 740

(λ/2)2 [42]. The antennas are arranged as a 2×2 array, and the 741

separation between adjacent antennas is λ/2 [43]. The center 742

of the antenna array is at (0, 3λ, 0). Each antenna is assumed 743

to be isotropic. That is, GA = 1 and GA(θ, ϕ) = 1, ∀θ, ϕ. 744

The maximum transmission power of the antenna array is set 745

as 12W. The variance of the residual term σ2 is −50dBw, and 746

threshold ω = σ/60. The number of snapshots of the radar 747

waveform is 10, and the number of snapshots of the received 748

signal is 15. The angular range of interest is θ = π/6, ϕ ∈ 749

[0, 2π), and the range [0, 2π) is uniformly divided into 4 grids. 750

We assume that the number of targets is 2. The two targets are 751

located at (10∆d, π/6, π/4) and (15∆d, π/6, 3π/4). Here, ∆d 752

denotes the length of a range cell, which is normalized as 1. 753

The correct hypothesis is denoted by Uj∗ . The amplitude of 754

target response |γk| is −40dB, and the phase of the target 755

response is randomly selected in [0, 2π) in each Monte Carlo 756

run. 757

A. Performance Comparison 758

In this subsection, we compare the performance of the 759

proposed scheme with those of the random scheme and 760

traditional MIMO radar scheme based on the relative entropy 761

criterion [14]. In the random scheme, the radar waveforms 762

have fixed envelope and random phases. The phase shift 763
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Fig. 7. (a) The detection probability p(Uj∗ |Uj∗) versus the number of cycles C in the detection process; (b) The mis-detection probability�
j �=j∗ p(Uj∗ |Uj)p1(Uj) versus the number of cycles C in the detection process; (c) The detection probability p(Uj∗ |Uj∗ ) versus the maximum transmission

power PM with different numbers of antennas N .

Fig. 8. (a) The detection probability p(Uj∗ |Uj∗ ) versus the number of elements M with different number of phase shifts Ns; (b) The detection probability
p(Uj∗ |Uj∗ ) versus the distance between the RIS and the antenna array lza with different x and y coordinates of the antenna array center.

vectors of the RIS in the transmission and reception steps are764

also randomly generated.765

Fig. 7 (a) and (b) show the detection probability p(Uj∗ |Uj∗)766

and the mis-detection probability
P

j 6=j∗ p(Uj∗ |Uj)p
1(Uj)767

versus the number of cycles C in the detection process,768

respectively. It can be observed that the detection probability769

obtained by the proposed scheme is higher than those obtained770

by the random and MIMO schemes, and the mis-detection771

probability obtained by the proposed scheme is smaller than772

those obtained by the other two schemes, which verify the773

effectiveness of the proposed scheme. Besides, we can also774

observe that the performances of the random and proposed775

schemes are much higher than that of the MIMO scheme.776

Specifically, the detection probability obtained by the MIMO777

scheme increase slowly with the number of cycles and is lower778

than 0.2 when C = 20, while the probabilities of detection779

obtained by the proposed and random schemes with RIS can780

approach 1 after sufficient number of cycles. As for mis-781

detection, the probability obtained by the MIMO scheme when782

C = 20 is also much higher than those obtained by the random783

and proposed schemes. This is because by incorporating the784

RIS, the power gain of the radar can be significantly promoted785

even the phase shifts of the RIS are not optimized, leading to a786

rapid increase/decrease of detection/mis-detection probabilities787

of the random and proposed scheme.788

Fig. 7 (c) presents the detection probability p(Uj∗ |Uj∗)789

versus the maximum transmission power PM when C = 3.790

It can be seen that for both the proposed and the MIMO 791

schemes, the detection probability first increases and then 792

remains close to 1 when the maximum transmission power PM 793

increases. Besides, the detection probability p also increases 794

with the number of antennas N . However, to reach the same 795

detection probability, the maximum transmission power PM 796

and the number of antennas N required by the proposed 797

scheme are much smaller than that of the MIMO scheme, 798

which indicates a tradeoff between the cost of deploying an 799

RIS and the cost of increasing the size and the power of MIMO 800

antenna array. 801

B. Radar Configuration 802

Fig. 8 (a) shows the detection probability p(Uj∗ |Uj∗) versus 803

the number of elements M with different number of phase 804

shifts Ns when C = 6. We can observe that the detection 805

probability increases with the number of elements, which is in 806

accordance with the conclusion in Section VI-B.2. Besides, the 807

detection probability also increases with the number of phase 808

shifts Ns, since the reflection coefficients of the RIS with 809

more number of phase shifts can be adjusted more precisely 810

to obtain a larger relative entropy and higher accuracy. This 811

also indicates a trade-off between the number of elements and 812

the number of phase shifts given the detection performance. 813

Fig. 8 (b) depicts the detection probability p(Uj∗ |Uj∗) 814

versus the distance between the RIS and the antenna array lza 815
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Fig. 9. (a) The running time tr versus the number of RIS elements M with different numbers of antennas N ; (b) The running time tr versus the number
of elements N with different schemes.

with different x and y coordinates of the antenna array center816

when C = 6. It can be observe that the detection probability817

when the center of the antenna array is close to the z axis (lxa =818

lya = 0) is higher than those when the center of the antenna819

array is far away from the z axis (lxa = lya = 2λ, 4λ), which820

is in accordance with Proposition 5. Besides, we can observe821

that the detection probability first increases and then decreases822

when the distance between the RIS and the antenna array lza823

increases, and there exists an optimal distance between the RIS824

and the antenna array with the best detection performance.825

C. Complexity826

Fig. 9 (a) shows the running time tr of the WPSO algorithm827

in each cycle versus the number of RIS elements M , where828

the running time is obtained using a computer with Intel Core829

i5-8250U CPU (1.6GHz), 8 GB RAM, and Matlab 2019b.830

We can observe that the running time increases with the831

number of RIS elements M and the number of antennas N ,832

which matches the results in Section VI-A.2.833

The running time tr in each cycle versus the number of834

elements N with different schemes is shown in Fig. 9 (b).835

We can observe that the running time increases with the836

number of antennas for both schemes, and the running time837

of the proposed scheme is significantly longer than that of the838

traditional MIMO radar scheme. This is because the traditional839

MIMO radar scheme only optimizes the radar waveforms,840

while the proposed scheme iteratively optimizes the radar841

waveforms and the RIS phase shifts, which leads to a higher842

detection accuracy compared with the traditional MIMO radar843

scheme.844

VIII. CONCLUSION845

In this paper, we have investigated the multi-target detection846

using the RIS-assisted radar systems. A multi-target detection847

protocol has been designed to adaptively promote the detection848

performance by coordinating the operations of the antenna849

arrays and the RIS. We have also formulated the optimization850

problem for target detection based on the relative entropy851

criterion. To tackle the formulated problem, we have proposed852

the WPSO algorithm which jointly optimizes the radar wave-853

forms and the RIS phase shifts. The detection performance854

of the proposed scheme has been analyzed theoretically, and 855

the superiority of the proposed scheme has been verified 856

through simulation. We can conclude from the results of 857

analysis and the simulation that: 1) by incorporating an RIS in 858

the radar systems which creates reflection paths between the 859

antennas and the targets, the power gain of the radar can be 860

enhanced, leading to a significant performance improvement of 861

the MetaRadar compared with traditional radar schemes; 2) to 862

meet the same detection performance, we can increase the 863

number of RIS elements to reduce the demand for the number 864

of phase shifts, and vice versa; 3) to maximize the detection 865

accuracy, it is preferred to put the RIS and the antenna array 866

coaxially, and the distance between the RIS and the antenna 867

array needs to be carefully chosen. 868

APPENDIX A 869

PROOF OF PROPOSITION 1 870

Based on (16) and (21), the predicted distance between 871

hypotheses Uj and Uj0 can be expressed as 872

d(Uj , Uj0 |P) =

Z

p(y|Uj,P) log
p(y|Uj ,P)

p(y|Uj0 ,P)
dy 873

+

Z

p(y|Uj0 ,P) log
p(y|Uj0 ,P)

p(y|Uj ,P)
dy 874

=
1

2σ2

Z

p(y|Uj,P) (||y 875

−y(Uj0 ,P)||2 − ||y − y(Uj ,P)||2
)

dy 876

+
1

2σ2

Z

p(y|Uj0 ,P) (||y 877

−y(Uj ,P)||2 − ||y − y(Uj0 ,P)||2
)

dy 878

=
1

σ2
||y(Uj,P) − y(Uj0 ,P)||2. (50) 879

According to (13), y(Uj ,P) = F (Uj ,P)γ̂(Uj), and thus 880

we have 881

d(Uj , Uj0 |P) =
1

σ2
||F (Uj ,P)γ̂(Uj) − F (Uj0 ,P)γ̂(Uj0)||2 882

=
1

σ2
Re



γ̂
H(Uj)F

H(Uj ,P)F (Uj ,P)γ̂(Uj) 883

+γ̂H(Uj0)F
H(Uj0 ,P)F (Uj0 ,P)γ̂(Uj0 ) 884

−2γ̂H(Uj)F
H(Uj ,P)F (Uj0 ,P)γ̂(Uj0)

�

885

(51) 886
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The term γ̂H(Uj)F
H(Uj ,P)F (Uj0 ,P)γ̂(Uj0 ) in (51) can887

be expressed as888

γ̂H(Uj)F
H(Uj ,P)F (Uj0 ,P)γ̂(Uj0 )889

= tr

 

wwH

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0 (Uj0)Q

H
i (Uj, s

t, sr)890

×Qi0(Uj0 , s
t, sr)

!

891

= tr
(

XwZ 00(Uj , Uj0 , s
t, sr)

)

, (52)892

where Xw = wwH and893

Z 00(Uj , Uj0 , s
t, sr) =

PN(Uj)
i=1

PN(Uj0 )

i0=1 γ̂H
i (Uj)γ̂i0(Uj0 )894

QH
i (Uj , s

t, sr)Qi0(Uj0 , s
t, sr).895

Therefore, the predicted distance between hypotheses Uj896

and Uj0 is given by897

d(Uj , Uj0 |P) =
1

σ2
Re



tr
(

XwZ 00(Uj , Uj , s
t, sr)898

+XwZ 00(Uj0 , Uj0 , s
t, sr)899

−2XwZ 00(Uj , Uj0 , s
t, sr)

)

�

900

=
1

σ2
Re



tr(XwZ 0(Uj , Uj0 , s
t, sr))

�

901

=
1

σ2
Re



tr(wHZ 0(Uj , Uj0 , s
t, sr)w)

�

, (53)902

where Z 0(Uj , Uj0 , s
t, sr) = Z 00(Uj , Uj , s

t, sr) +903

Z 00(Uj0 , Uj0 , s
t, sr) − 2Z00(Uj , Uj0 , s

t, sr).904

APPENDIX B905

PROOF OF PROPOSITION 2906

Based on (5), (12), and (13), the parameter F can be907

expressed as908

F (Uj ,P)909

= (Q0
1(Uj , w, sr)r0(st) + ζ1(Uj),910

· · · , Q0
K(Uj , w, sr)r0(st) + ζK(Uj)) ∈ C

NLR×K ,911

(54)912

where Q0
k(Uj, w, sr) = (JT

kW THT) ⊗ ((bT
k(sr) + ξT

k)ak) ∈913

CNLR×M2

, r0(st) = vec(R(st)) ∈ CM2×1, ζk(Uj) =914

vec((bT
k(sr) + ξT

k)ξkW cJk), and K = N(Uj). Since R(st)915

is a diagonal matrix with diagonal elements being r(st) =916

(r(s1), · · · , r(sM )), the i-th element of vector r0(st) is given917

by918

r0(st)i =

(

rm(sm), i = (m − 1)(M + 1) + 1

0, otherwise.
(55)919

Thus, we have920

Q0
k(Uj, w, sr)r0(st) = Qk(Uj , w, sr)r(st), (56)921

where Qk(Uj , w, sr) is given by 922

Qk(Uj , w, sr) = (Q0
k,1(Uj , w, sr), Q0

k,M+2(Uj , w, sr), 923

· · · , Q0
k,M2(Uj , w, sr)), (57) 924

where Q0
k,i(Uj , w, sr) denote the i-th column of 925

Q0
k(Uj , w, sr). Consequently, parameter F can be expressed 926

as 927

F (Uj ,P) = (Q1(Uj , w, sr)r(st) + ζ1(Uj), · · · , 928

QK(Uj , w, sr)r(st) + ζK(Uj)). (58) 929

Similar to the proof in Appendix A, (51), the predicted 930

distance between hypotheses Uj and Uj0 can be expressed as 931

d(Uj , Uj0 |P) =
1

σ2
Re



γ̂H(Uj)F
H(Uj ,P)F (Uj ,P)γ̂(Uj) 932

+γ̂H(Uj0)F
H(Uj0 ,P)F (Uj0 ,P)γ̂(Uj0 ) 933

−2γ̂
H(Uj)F

H(Uj ,P)F (Uj0 ,P)γ̂(Uj0)
�

, 934

(59) 935

where γ̂
H(Uj)F

H(Uj ,P)F (Uj0 ,P)γ̂(Uj0 ) can be expressed 936

as 937

γ̂
H(Uj)F

H(Uj ,P)F (Uj0 ,P)γ̂(Uj0) 938

=

N(Uj)
X

i=1

N(U 0

j)
X

i0=1

γ̂H
i (Uj)γ̂i0(Uj0)

(

rH(st)QH
i (Uj , w, sr) 939

+ζH
i (Uj)

) (

Qi0(Uj0 , w, sr)r(st) + ζi0(Uj0)
)

940

= rHZ 00(Uj , Uj0 , w, sr)r(st) + rHz00
1(Uj , Uj0 , w, sr) 941

+z00
2(Uj , Uj0 , w, sr)r(st) + z003 (Uj , Uj0), 942

where 943

Z 00(Uj , Uj0 , w, sr) =

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0 (Uj0) 944

QH
i (Uj , w, sr)Qi0(Uj0 , w, sr), (60) 945

z00
1(Uj , Uj0 , w, sr) =

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0 (Uj0) 946

QH
i (Uj , w, sr)ζi0(U

0
j), (61) 947

z00
2(Uj , Uj0 , w, sr) =

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0 (Uj0)ζ

H
i (Uj) 948

Qi0(Uj0 , w, sr), (62) 949

z003 (Uj , Uj0) =

N(Uj)
X

i=1

N(Uj0 )
X

i0=1

γ̂H
i (Uj)γ̂i0 (Uj0) 950

ζH
i (Uj)ζi0(Uj0). (63) 951
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Therefore, the predicted distance between hypotheses Uj952

and Uj0 is given by953

d(Uj , Uj0 |P) =
1

σ2
Re



γ̂H(Uj)F
H(Uj ,P)F (Uj ,P)γ̂(Uj)954

+γ̂H(Uj0)F
H(Uj0 ,P)F (Uj0 ,P)γ̂(Uj0)955

−2γ̂
H(Uj)F

H(Uj ,P)F (Uj0 ,P)γ̂(Uj0)
�

956

=
1

σ2
Re



rH(st)Z 0(Uj , Uj0 , w, sr)r(st)957

+rH(st)z0
1(Uj , Uj0 , w, sr)958

+z0
2(Uj , Uj0 , w, sr)r(st) + z03(Uj , Uj0)

�

,959

(64)960

where961

Z 0(Uj , Uj0 , w, sr)962

= Z 00(Uj , Uj , w, sr) + Z 00(Uj0 , Uj0 , w, sr)963

−2Z00(Uj , Uj0 , w, sr), (65)964

z0
1(Uj , Uj0 , w, sr)965

= z00
1(Uj , Uj , w, sr) + z00

1(Uj0 , Uj0 , w, sr)966

−2z00
1(Uj , Uj0 , w, sr), (66)967

z0
2(Uj , Uj0 , w, sr)968

= z00
2(Uj , Uj , w, sr) + z00

2(Uj0 , Uj0 , w, sr)969

−2z00
2(Uj , Uj0 , w, sr), (67)970

z03(Uj , Uj0)971

= z003 (Uj , Uj) + z003 (Uj0 , Uj0) − 2z003 (Uj , Uj0). (68)972

APPENDIX C973

PROOF OF PROPOSITION 3974

Based on (23) and (50), the objective function (22a) can be975

expressed as976

J−1
X

j=0

J−1
X

j0=j+1

βj,j0d(Uj , Uj0 |P)977

=

J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2
||y(Uj ,P) − y(Uj0 ,P)||2978

≤
J−1
X

j=0

J−1
X

j0=j+1

βj,j0

σ2

(

||y(Uj ,P)||2 + ||y(Uj0 ,P)||2
)

,979

≤
J−1
X

j=0

J−1
X

j0=j+1

1

σ2

(

||y(Uj ,P)||2 + ||y(Uj0 ,P)||2
)

. (69)980

Therefore, the objective function (22a) has an upper bound981

if the energy of the received signals ||y(Uj ,P)||2 is limited.982

Since the energy of signals will decrease due to the path loss983

and the reflection by the RIS and the targets, the energy of984

the received signals cannot be greater than the that of the985

transmitted signals PM . Therefore, we have 986

J−1
X

j=0

J−1
X

j0=j+1

βj,j0d(Uj , Uj0 |P) ≤
J−1
X

j=0

J−1
X

j0=j+1

2PM

σ2
987

=
J(J − 1)PM

2
. (70) 988

APPENDIX D 989

PROOF OF PROPOSITION 5 990

The power gain of the MetaRadar when the isotropic 991

antenna is at the location (lxa , lza) is given by 992

B(lxa , lza) =

 

M
X

m=1

ρGR
P (θr

1,m)

l1,m
+ 1

!4

993

=

 

M
X

m=1

ρcos1.5(θr
1,m)

l1,m
+ 1

!4

994

=

 

M
X

m=1

ρ(lza)1.5

((lza)2 + (lxa − lxm)2)1.25
+ 1

!4

995

=

 

M
X

m=1

(ρlza)1.5

((lza)2 + (lxa + (M + 1)le/2−mle)2)1.25
+ 1

!4

996

(71) 997

Suppose lxa = nle + l0, where n is an non-zero integer and 998

l0 ∈ [−le/2, le/2]. It can be proved that B(l0, lza) > B(lxa , lza) 999

always holds. Specifically, the power gain when the antenna 1000

is at (lxa , lza) can be expressed as 1001

B(lxa , lza) 1002

=

 

M
X

m=1

ρ(lza)1.5

((lza)2+(l0 + (M + 1)le/2 − (m − n)le)2)1.25
+1

!4

, 1003

(72) 1004

and the power gain when the antenna is at (l0, lza) can be 1005

expressed as 1006

B(l0, lza) 1007

=

 

M
X

m=1

ρ(lza)1.5

((lza)2 + (l0 + (M + 1)le/2−mle)2)1.25
+ 1

!4

. 1008

(73) 1009

To prove B(lxa , lza) > B(lxa , lza), it is equivalent to prove the 1010

following relationship hold. 1011

M
X

m=1

(lza)1.5

((lza)2+(l0+(M +1)le/2−mle)2)1.25
1012

>

M
X

m=1

(lza)1.5

((lza)2+(l0+(M +1)le/2−(m−n)le)2)1.25
. (74) 1013

When M = 1, it is obvious that (74) holds. When n ≥ bM/2c 1014

and M > 1, it is also easy to prove (74). When 0 < n < 1015

bM/2c and M > 1, we have 1016

M
X

m=1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2−mle)2)1.25
1017

−
M
X

m=1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2 − (m − n)le)2)1.25
1018

Authorized licensed use limited to: University of Houston. Downloaded on July 02,2023 at 14:28:02 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: MetaRadar: MULTI-TARGET DETECTION FOR RIS AIDED RADAR SYSTEMS 7009

=
M−n
X

m=1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2−mle)2)1.25
1019

−
M
X

m=n+1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2 − (m − n)le)2)1.25
1020

+

M
X

m=M−n+1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2−mle)2)1.25
1021

−
n
X

m=1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2 − (m − n)le)2)1.25
1022

=
n
X

m=1

(lza)1.5

((lza)2 + (l0 + (M + 1)le/2 − (m−n + M)le)2)1.25
1023

− (lza)1.5

((lza)2 + (l0 + (M + 1)le/2 − (m − n)le)2)1.25
. (75)1024

Since 0 < n < bM/2c, we have1025

|(lza)2 + (l0 + (M + 1)le/2 − (m−n + M)le)2|1026

< |(lza)2 + (l0 + (M + 1)le/2 + (n − m)le)2|, (76)1027

and thus (75) is greater than 0. Similar process can be1028

applied to prove the case when n < 0, which is omitted1029

here for brevity. Since B(lxa , lza) > B(lxa , lza) holds, the1030

l0 ∈ [−le/2, le/2] with higher power gain than that of lxa has1031

been found.1032
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