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Abstract—Distributed optimization enables networked agents
to cooperatively solve a global optimization problem even with
each participating agent only having access to a local partial
view of the objective function. Despite making significant inroads,
most existing results on distributed optimization rely on noise-
free information sharing among the agents, which is problematic
when communication channels are noisy, messages are coarsely
quantized, or shared information are obscured by additive noise
for the purpose of achieving differential privacy. The problem
of information-sharing noise is particularly pronounced in the
state-of-the-art gradient-tracking based distributed optimization
algorithms, in that information-sharing noise will accumulate
with iterations on the gradient-tracking estimate of these al-
gorithms, and the ensuing variance will even grow unbounded
when the noise is persistent. This paper proposes a new gradient-
tracking based distributed optimization approach that can avoid
information-sharing noise from accumulating in the gradient
estimation. The approach is applicable even when the inter-
agent interaction is time-varying, which is key to enable the
incorporation of a decaying factor in inter-agent interaction to
gradually eliminate the influence of information-sharing noise. In
fact, we rigorously prove that the proposed approach can ensure
the almost sure convergence of all agents to the same optimal
solution even in the presence of persistent information-sharing
noise. The approach is applicable to general directed graphs.
It is also capable of ensuring the almost sure convergence of
all agents to an optimal solution when the gradients are noisy,
which is common in machine learning applications. Numerical
simulations confirm the effectiveness of the proposed approach.

I. INTRODUCTION

We consider a distributed convex optimization problem
where multiple agents cooperatively solve a global optimiza-
tion problem via local computations and local sharing of infor-
mation. This is motivated by the problem’s broad applications
in cooperative control [1], distributed sensing [2], multi-agent
systems [3], sensor networks [4], and large-scale machine
learning [5]. In many of these applications, each agent has
access to only a local portion of the objective function. Such
a distributed optimization problem can be formulated in the
following general form:

feRrd

min F(0) 2 3" fi(6) (1)
i=1

The work of the first author was supported in part by the National Science
Foundation under Grants ECCS-1912702, CCF-2106293, CCF-2215088, and
CNS-2219487. Research of the second author was supported in part by the
ONR MURI Grant N00014-16-1-2710 and in part by the Army Research
Laboratory, under Cooperative Agreement Number W911NF-17-2-0196.

Yonggiang Wang is with the Department of Electrical and Com-
puter Engineering, Clemson University, Clemson, SC 29634, USA
yonggiw@clemson.edu

Tamer Bagar is with the Coordinated Science Lab, University of Illinois
Urbana-Champaign, Urbana, IL 61801, USA basarl@illinois.edu

where m is the number of agents, # € R is a decision variable
common to all agents, while f; : R? — R is a local objective
function private to agent <.

To solve problem (1) in a distributed manner, plenty of
algorithms have been reported since the seminal works in the
1980s [6]. Some of the popular algorithms include gradient
methods (e.g., [7], [8], [9], [10], [11]), distributed alternating
direction method of multipliers (e.g., [12], [13]), and dis-
tributed Newton methods (e.g., [14], [15]). In this paper, we
focus on distributed gradient methods, which are particulary
appealing for agents with limited computational or storage
capabilities due to their low computation complexity and
storage requirement. Existing distributed gradient methods can
be generally divided into two categories. The first category
of distributed gradient methods directly concatenate gradient
based steps with a consensus operation of the optimization
variable (referred to as the static-consensus based approach
hereafter), with typical examples including [7], [16]. These
approaches are simple and efficient in computation since
they require each agent to share only one variable in each
iteration. However, they are only applicable in undirected
graphs and directed graphs that are balanced (the sum of
each agent’s in-neighbor coupling weights equal to the sum
of its out-neighbor coupling weights). The second category
of distributed gradient methods exploit a dynamic-consensus
mechanism to track the global gradient (and hence usually
called gradient-tracking based approach), and are applicable
to general directed graphs (see, e.g., [9], [10], [11], [17],
[18]). Such approaches can ensure convergence to an optimal
solution under constant stepsizes and, hence, can achieve
faster convergence. However, these approaches need every
agent to maintain and share an additional gradient-tracking
variable besides the optimization variable, which doubles the
communication overhead compared with the approaches in the
first category.

Although plenty of inroads have been made in distributed
optimization, most of the existing approaches assume noise-
free information sharing, i.e., every agent is able to acquire
neighboring agents’ intermediate local optimization variables
accurately without any distortion or corruption. Such an as-
sumption does not hold any longer, however, in many appli-
cation scenarios. For example, when communication channels
are noisy, every message will be distorted by channel noise
which is usually modeled as additive Gaussian noise [19], [20].
An even more pervasive source of noise in information sharing
comes from quantization in digital communication, which
maps continuous-amplitude (analog) signals into discrete-
amplitude (digital) signals, and hence leads to rounding errors
(so called quantization errors) on shared messages. Such
quantization errors are usually modeled as additive noises and



are non-negligible when the quantizer has a limited number
of quantization levels [21]. In fact, in deep learning applica-
tions where the dimension of optimization variables can scale
to hundreds of millions [22], many distributed optimization
algorithms purposely employ a coarse quantizer to reduce
the communication overhead [23], [24], [25], resulting in
large quantization errors. Furthermore, as privacy becomes
an increasingly pressing need while conventional distributed
optimization algorithms are proven to leak information of
participating agents [13], [26], [27], [28], many privacy-aware
distributed optimization algorithms opt to inject additive noise
in shared messages to ensure differential privacy [29], [30],
[31], [32]. The differential-privacy induced additive noise is
persistent throughout the optimization process to ensure a
strong privacy protection and will significantly reduce the
optimization accuracy of existing distributed optimization al-
gorithms.

In recent years, adding a decaying factor on the coupling
weight has been proven effective in suppressing the influence
of persistent information-sharing noise in distributed opti-
mization [20], [33], [34], [35], [36], [37]. In combination
with a decaying stepsize in gradient descent (to alleviate the
effect of information-sharing noise on gradient directions),
these approaches can achieve almost sure convergence to an
optimal solution. However, these results are only applicable
to static-consensus based distributed optimization algorithms,
which work on symmetric or balanced graphs but cannot
be applied to general directed interaction graphs. In fact, in
gradient-tracking based distributed optimization algorithms,
information-sharing noise will accumulate on the estimate of
the global gradient, and its variance will grow to infinity when
the information-sharing noise is persistent, as will be explained
later in Sec. III. Recently, [38] proposed an algorithm which
can avoid information-sharing noise from accumulating on the
global-gradient estimate when the inter-agent interaction is
constant. However, when the inter-agent interaction is time-
varying, the approach cannot avoid noise accumulation from
happening, which precludes the possibility to incorporate a
decaying factor to attenuate the influence of noise. Directly
combining conventional gradient-tracking based approaches
with a decaying factor can reduce the speed of such noise
accumulation but is unable to avoid the noise from ac-
cumulating on the estimate of the global gradient and the
gradient-estimation noise variance from escaping to infinity.
Our recent result exploited heterogeneous decaying factors for
the optimization variable and the gradient-tracking variable,
and managed to avoid the accumulated gradient-estimation
noise variance from growing to infinity [39]. However, the
gradient-tracking noise still accumulates with iterations, which
significantly affects the accuracy of distributed optimization. In
this paper, we propose to revise the mechanics of the gradient-
tracking based approach to tackle information-sharing noise in
distributed optimization. More specifically, we propose a new
gradient-tracking based architecture which can avoid noise
from accumulation on every agent’s estimate of the global
gradient. This approach is applicable even when the inter-agent
interaction is time-varying, which enables the incorporation of
a decaying factor to attenuate the influence of noise. In fact,

by choosing the decaying factor appropriately, the proposed
approach can gradually eliminate the influence of information-
sharing noise on all agents’ local gradient-estimates even when
the noise is persistent, and hence ensures the final optimality
of distributed optimization.

The main contributions of this paper are as follows: 1) We
propose a new gradient-tracking based distributed optimization
architecture that can avoid the accumulation of information-
sharing noise in the estimate of the global gradient. Different
from [38], which is only applicable when the inter-agent
interaction is time-invariant, the new architecture allows inter-
agent interaction to be time-varying, which is key to enable
the incorporation of a decaying factor in the interaction to
gradually eliminate the influence of persistent information-
sharing noise; 2) By incorporating a decaying factor in the
inter-agent interaction, we arrive at two new algorithms that
are able to gradually eliminate the influence of information-
sharing noise on both consensus and global-gradient estima-
tion, which, to our knowledge, has not been achieved before.
The first algorithm requires each agent to have access to the
left eigenvector of the coupling weight matrix, whereas the
second algorithm uses a local eigenvector estimator to avoid
requiring such global information; 3) We prove that even under
persistent information-sharing noise, the proposed algorithms
can guarantee every agent’s almost sure convergence to an
optimal solution on general directed graphs. This is in contrast
to existing static-consensus based algorithms in [20], [35],
[36] that are only applicable to balanced directed graphs (the
sum of each agent’s in-neighbor coupling weights equal to
the sum of its out-neighbor coupling weights); 4) We prove
that the proposed approach can ensure all agents’ almost sure
convergence to an optimal solution even when the gradient
is subject to noise, which is a common problem in machine
learning applications; 5) The proposed convergence analysis
has fundamental differences from existing proof techniques for
gradient-tracking based algorithms. More specifically, existing
convergence analysis of gradient-tracking based algorithms
relies on formulating the error dynamics as a linear time-
invariant system of inequalities, whose convergence is deter-
mined by a constant systems matrix (even under time-varying
coupling graphs [40]). For example, in the existing gradient-
tracking based distributed optimization algorithms, this con-
stant systems matrix is denoted as A in [18], [41], J in [11],
G in [42], or M in [40]. Then, existing analysis establishes
exponential (linear) convergence by proving that the spectral
radius of this systems matrix is a constant value strictly less
than one. However, under a decaying coupling strength, the
spectral radius of the systems matrix in the conventional
formulation will converge to one, which makes it impossible to
use the conventional spectral-radius based analysis. Therefore,
to prove convergence of our algorithms, we propose a new
martingale convergence theorem based approach, which is
fundamentally different from conventional proof techniques
for gradient-tracking based optimization algorithms. Moreover,
our algorithms and theoretical derivations only require the
objective functions to be convex and Lipschitz continuous in
gradients, which is different from many existing results that
require the objective functions to be coercive [9] or strongly



convex [38], [42], or to have bounded gradients [20], [24],
[35], [36], [43].

The rest of the paper is organized as follows. Sec. II
formulates the problem and provides some results for a later
use. Sec. III presents a dynamic-consensus based gradient-
tracking method that can avoid noise accumulation on the
gradient-tracking estimate. Sec. IV establishes the almost
sure convergence of all agents to a same optimal solution.
Sec. V extends the results by incorporating a left-eigenvector
estimator into each agent’s local update, which ensures a
decentralized implementation of the approach even when
information of the coupling weight matrices is not locally
available to individual agents. Sec. VI extends the results to
the case where the gradient is subject to noise and establishes
almost sure convergence of all agents to an optimal solution.
Sec. VII presents numerical comparisons with existing gra-
dient methods to corroborate the theoretical results. Finally,
Sec. VIII concludes the paper.

Notations: We use R? to denote the Euclidean space of
dimension d. We write I; for the identity matrix of dimension
d, and 1,4 for the d-dimensional column vector will all entries
equal to 1; in both cases we suppress the dimension when
clear from the context. A vector is viewed as a column vector.
For a vector x, x; denotes its ith element. We use (-,-) to
denote the inner product of two vectors and ||z| for the
standard Euclidean norm of a vector x. We write || A|| for
the matrix norm induced by the vector norm || - ||, unless
stated otherwise. We let AT denote the transpose of a matrix
A. We also use other vector/matrix norms defined under a
certain transformation determined by a matrix W, which will
be represented as || - ||yw. A matrix is column-stochastic when
its entries are nonnegative and elements in every column add
up to one. A matrix A is said to be row-stochastic when its
entries are nonnegative and elements in every row add up to
one. For two vectors u and v with the same dimension, we use
u < v to represent that every entry of u is no larger than the
corresponding entry of v. Often, we abbreviate almost surely
by a.s.

II. PROBLEM FORMULATION AND PRELIMINARIES

We consider a network of m agents. The agents interact on
a general directed graph. We describe a directed graph using
an ordered pair G = ([m], &), where [m] = {1,2,...,m} is
the set of nodes (agents) and & C [m] x [m] is the edge set
of ordered node pairs describing the interaction among agents.
For a nonnegative weight matrix W = {w;;} € R™*™, we
define the induced directed graph as Gy = ([m], Ew ), where
the directed edge (i,7) from agent j to agent i exists, i.e.,
(¢,j) € Ew if and only if w;; > 0. For an agent i € [m)],
its in-neighbor set NI* is defined as the collection of agents
j such that w;; > 0; similarly, the out-neighbor set Nt of
agent ¢ is the collection of agents j such that w;; > 0.

By assigning a copy z; of the decision variable x to each
agent ¢, and then imposing the requirement x; = z for all
1 < i < m, we can rewrite the optimization problem (1) as

the following equivalent multi-agent optimization problem:

rER™MdA

1 m
min f(z) £ aZfi(mi) st.x1=z0="--=25, (2)
i—1

where x; € R is agent i’s decision variable and the collection
of the agents’ variables is

T T

_ 1T md
r=[x1,25,...,2,] €R™

We make the following standard assumption on the individ-
ual objective functions:

Assumption 1. Problem (1) has at least one optimal solu-
tion 0*. Every f;(-) is convex and has Lipschitz continuous
gradients, i.e., for some L > 0, we have

IV fi(u) = Vi) < Llju—v|, Viand Vu,ve R

III. THE PROPOSED APPROACH

In gradient-tracking based algorithms, besides an optimiza-
tion variable z¥, every agent i € [m] also maintains and
updates a gradient-tracking variable y* which estimates the
global gradient (“joint agent” descent direction). Both the
optimization variable and the gradient-tracking variable have
to be shared with neighboring agents. The two variables
can be shared using two different communication networks,
usually called, Gr and G, which are, respectively, induced
by matrices R € R™*™ and C' € R™*"™; that is (¢,7) is a
directed link in the graph Gg if and only if R;; > 0 and,
similarly, (¢, ) is a directed link in G¢ if and only if C;; > 0.
We make the following assumption on R and C. (Note that,
given a matrix A with non-negative off-diagonal entries, the
induced graph does not depend on the diagonal entries of the
matrix. Also, G4 is identical to G4 with the directions of
edges reversed.)

Assumption 2. The matrices R, C € R™*™ have nonnegative
off-diagonal entries (R;; > 0 and Cy; > 0 for all @ # j). Their

diagonal entries are negative, satisfying

Ry =— Z Ri;, Cy=-— Z Cjs 3)
jeNg jENYY
such that R has zero row sums and C has zero column sums.
The induced graphs Gr and Gor satisfy:

1) Gg is strongly connected, i.e., there is a path (respecting
the directions of edges) from each node to every other
node;

2) The graph induced by C7, ie., Gor, contains at least
one spanning tree.

Remark 1. The assumption on Gor is weaker than requiring
that the induced graph G is strongly connected.

When there is information-sharing noise, shared messages
may be corrupted by noise. Namely, when agent i shares =¥
with agent j, agent j can only receive a distorted version
ok +¢F of 2¥, where (¥ denotes the information-sharing noise.
Similarly, when agent i shares y* with agent j, agent j can
only receive a distorted version y*+¢¥ of y¥, where £F denotes
the information-sharing noise. The noises ¢¥ and ¢F will



significantly impact the accuracy of optimization. In fact, as
conventional gradient-tracking algorithms feed the incremental
gradient to the y iterate, the noise on y* will accumulate and
the variance of noise can grow to infinity as iteration proceeds
(this will be detailed later).

To alleviate the influence of information-sharing noise, a
decaying factor can be applied to the coupling weight matrix,
which has been proven effective in static-consensus based
distributed optimization algorithms [20], [35], [36]. However,
for gradient-tracking based algorithms, even with a decaying
factor on the coupling weight matrices, the noise on y¥ will
still accumulate and increase with time, significantly affecting
the accuracy of optimization results. Recently, [38] showed
that instead of tracking the global gradient, tracking the cumu-
lative gradient can avoid information noise from accumulating
in gradient-tracking based distributed optimization. However,
this approach cannot eliminate the influence of persistent
information-sharing noise, and it is subject to steady-state er-
rors. Furthermore, it can only avoid noise accumulation when
the inter-agent interaction is time-invariant, precluding the
possibility of combining a decaying factor (which will make
inter-agent interaction time-varying) to gradually attenuate the
influence of noise. In this paper, we propose a new algorithm
that can achieve both avoidance of noise-accumulation and
incorporation of a decaying factor. By sharing the cumulative-
gradient estimate (denoted as an s variable) instead of the
direct gradient estimate (i.e., the y variable), we can gradually
annihilate the influence of information-sharing noise on the
estimate of the global gradient, even when the information-
sharing noise is persistent.

Algorithm 1: Robust gradient-tracking based distributed
optimization

Parameters: Stepsize \* and a decaying factor v* to suppress
information-sharing noise;
Every agent i maintains two states ¥ and s¥, which are
initialized randomly with 20 € R¢ and s? € R%.
for k=1,2,--- do
a) Agent i pushes s to each agent | € No‘j;, which will
be received as s¥ + ¢ due to information-sharing noise.
And agent 7 pulls xf from each j € iﬁﬂ-, which will be
received as % + (¥ due to information-sharing noise. Here
the subscript R or C' in neighbor sets indicates the neighbors
with respect to the graphs induced by these matrices.
b) Agent i chooses v* > 0 satisfying 1 + v*R;; > 0 and
14+~*C;; > 0 with R;; and Cy; defined in (3). Then, agent
1 updates its states as follows:

st =(1+9%Cy)st ++* Z Oij(s? + §f)
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where u; denotes the ith element of the left eigenvector u”
of I + ~*R associated with eigenvalue 1'.
¢) end

Remark 2. As discussed before, a key difference between the
proposed Algorithm 1 and the existing gradient-tracking based
algorithms is that Algorithm 1 introduces a decaying factor
~* to suppress the information-sharing noise. Introducing the
decaying factor is reasonable for the following reasons: In
the early stages of the iteration, the decaying factor is still
far from zero, and hence its attenuation effect on information-
sharing is not significant, which allows the necessary mixture
of information and hence consensus of individual agents’ op-
timization variables; As the iteration proceeds and individual
agents’ optimization variables converge to each other (thus
diminishing the need for information-sharing), the decaying
factor approaches zero and hence its attenuation effect on
information-sharing noise becomes more severe, which effec-
tively eliminates the influence of information-sharing noise.
Of course, to ensure that necessary gradient descent steps
and information-mixture operations can be performed, the
decaying factor has to decrease slower than \F, which will
be specified later in the convergence analysis.

To compare our algorithm with conventional gradient-
tracking based algorithms, we write the algorithm in matrix
form. Defining

(z7)" (s1)”
LT ST
<k — (22) e R™xd gk — ( 2) e R™x4,
(x5)" (sm)™
g
g
g — 2 e R4,
(gm)"
with gF = Vfi(z¥) and
(Con)" (&n)”
(Cha)" En2)”
Co=1| . |erRmhE = T | eR™
(¢ (€h)"
with
Cwi = Z Ri; f> buwi 2 Z Cij ]]2

JENRE jENE

we write the dynamics of (4) in the following more compact

form:
skl — okgk +7kfﬁ, + )\kgk
<F 1 = Rexk 4 Wkdcu . U—l(sk+1 . Sk)

®)

where
RF =T++"R,

'Under Assumption 2, the matrix I + v* R always has a unique positive
left eigenvector u” (associated with eigenvalue 1) satisfying u7'1 = m (see
details in Lemma 1). When R is balanced, u becomes the vector 1 [44].



CF =T1++*C,

and

U= diag(uh Uz, - - ,U/m),

with u; denoting the ¢th element of Rj’s left eigenvector u
associated with eigenvalue 1.

It can be seen that in the proposed algorithm, s* —s*~1 is fed
into the optimization variable and acts as the global-gradient
estimate. This new approach will avoid the accumulation
of information-sharing noise on the global-gradient estimate,
which plagues existing gradient-tracking based approaches.
To see this, we use the Push-Pull gradient-tracking algorithm
as an example. In the absence of information-sharing noise,
the conventional Push-Pull algorithm takes the following form
[18]:

xk+1 = Rexk _ \kyk

(6)
yEtl = Ohyk 4 ghtl _ gk

By setting y° = g°, one can obtain by induction that

17yk — 1T gk
- )
T Kk
i.e., the agents can track the average gradient 17—? by ensuring
Tk

the consensus of all y¥ (which leads to y¥ = Y~ for all 7).

However, when exchanged messages are subject to noises,

i.e., exchanged ¥ and y¥ are received as x¥ + (¥ and y¥ +¢F,

respectively, the update of the conventional Push-Pull becomes
(after incorporating a decaying factor )

k+1 ko k k ok ko k

X" = RFxF 4 AREE — Noyh

k
yk+1 _ Ckyk + ,Ykéw + gk+1 _ gk7

and one can obtain by induction that

k—1
1yk=1" (g’“ + Zv%) ®)
=0

even under y° = g°.

Therefore, under the conventional Push-Pull algorithm, the
information-sharing noise accumulates with time (even with
a decaying factor 7*) in the estimate of the global gradient,
which significantly compromises optimization accuracy. (This
statement is corroborated by the numerical simulation result
for the conventional Push-Pull algorithm in [18] in Fig.
1, whose optimization-error variance grows with iterations.)
It can be easily verified that other gradient-tracking based
distributed optimization algorithms have the same issue of
accumulating information-sharing noise.

The proposed algorithm successfully circumvents this prob-
lem. In fact, using the update rule of s* in (5), one has

17 (k1 — k) = 17 (Cksk Jr,ykgﬁj 4 Akgh — Sk)

)

— 17 (,chsk AkgR 4 )\kgk> 9)
_ 17 (7’“&’2 4 /\kgk) ’

where we used the property 17C = 0 from the definition
of Cy; in (3). It is clear that the proposed algorithm avoids
information-sharing noise from accumulating on the gradi-
ent estimate. It is worth noting that the proposed algorithm

achieves avoidance of noise-accumulation even when the inter-
agent interaction is time-varying, which enables the incorpora-
tion of the decaying factor v* and further the final elimination
of the influence of information-sharing noise on gradient
estimate, even when the noises (¥ and &F are persistent. In
fact, we can prove that when the decaying factor 7* is chosen
appropriately, the proposed algorithm can guarantee that all
agents” z¥ will converge to the same optimal solution almost
surely.

IV. CONVERGENCE ANALYSIS

For the convenience of convergence analysis, we first
present the following properties for the inter-agent coupling
RF =T +~*R and C* = I +~FC:

Lemma 1. [44] (or Lemma 1 in [18]) Under Assumption
2, for every k, the matrix I + Y*R has a unique positive
left eigenvector u” (associated with eigenvalue 1) satisfying
uT'1 = m, and the matrix I +~*C has a unique nonnegative
right eigenvector v (associated with eigenvalue 1) satisfying
1Ty =m.

Remark 3. It is worth noting that the left eigenvector u”

in Lemma 1 is time-invariant and independent of v*. In fact,
using the definition of left eigenvector, it can be seen that
ul satisfies uT (I + v*R) = uT, and thus uT'(v*R) = 0
and further u" R = 0. Namely, u” corresponds to the left
eigenvector of R associated with eigenvalue 0. Given that
R has zero row-sums according to Assumption 2, we know
that such a u” always exists. Similarly, we know that the
right eigenvector v of I + v*C is also time-invariant and
independent of .

According to Lemma 3 in [18], we further know that
the spectral radius of R* £ [ + ~*R — % is equal to
1—~*|vgr| < 1, where v is an eigenvalue of R. Furthermore,
there exists a vector norm ||x||p 2 ||Rx|]z (where R is
determined by R [18]) such that |[R*||gz < 1 is arbitrarily
close to the spectral radius of RF, ie., 1 — 'yk\VR| < 1.
Without loss of generality, we represent this norm as || R* ||z =
1 —~*pr < 1, where pg is an arbitrarily close approximation
of |vg|. (Note that for the convergence analysis, we only need
the fact that such an R exists, but do not require knowledge
of its explicit expression. For an arbitrarily small difference
€ > 0 between ||R¥||r and the spectral radius of R*, Lemma
5.6.10 in [44] provides a constructive way of finding R.
Also see Lemma 5 of the extended version of [38] for more
discussions about R.) Similarly, we have that the spectral
radius of C* £ I +4*C — “L_ s equal to 1 — v*[vc| < 1,
where v is an eigenvalue of C. Furthermore, there exists
a vector norm ||x|lc 2 ||Cx||s (where C is determined by
C [18]) such that ||C*||c < 1 is arbitrarily close to the spectral
radius of C*, i.e., 1 —v*|vc| < 1. Without loss of generality,
we represent this norm as ||C*||c =1 —v*p. < 1, where p,
is an arbitrarily close approximation of |v¢|.

For convenience in analysis, we also define the following
(weighted) average vectors:

B uT xk L 1T gk L 17gk
z = ) S = Y g = )
m m m

(10)
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w m J w m :
To analyze the convergence of the proposed algorithm, we
first present a generic convergence result for gradient-tracking
based distributed optimization algorithms. To this end, we first

define a matrix norm for x* following [18]:

ko l] ||

where the subscript 2 denotes the 2—norm and X( ) denotes

Il = | [Ixtyy s Wbyl (12)

the ith column of x* for 1 < i < d. One can easily see that
| x* — 12*|| r measures the distance between all x* and their
weighted average z*.

Similarly, we define a matrix norm | - ||¢ for s*¥ £
[5’1“, FLI ,sfn]T € Rmxd;
Is“llc = | [lstylio sty e+ < Nsalle] [, @3

and use ||s* — v5*||c to measure the distance between all s
iterates and their average 5* (weighed by v).

We also need the following lemmas about sequences of
random vectors:

Lemma 2. ([39], Lemma 4) Let {v*} C R? and {u*} C R?
be random nonnegative vector sequences, and {a*} and {b*}
be random nonnegative scalar sequences such that

E [vMFF] < (VR 4+ aF117)vF + b*1 — HFa®

holds almost surely for all k > 0, where {Vk} and
{H*} are random sequences of nonnegative matrices and
E [v'“"’1|.7-"c denotes the conditional expectation given
viut a® b VE HE for £ = 0,1,... k. Assume that {a*}
and {b*} satisfy > po,a® < oo and Y o, b" < oo almost
surely, and that there exists a (deterministic) vector m > 0
such that

vk < 7T T HF >0, vk >0

hold almost surely. Then, we have
1) {7Tv*} converges almost surely to some random vari-
able 7Tv > 0;
2) {v*} is bounded almost surely;
3) v, mTH*u* < oo holds almost surely.

Lemma 3. ([39], Lemma 7) Let {v*} C R? be a sequence
of non-negative random vectors and {b*} be a sequence of
nonnegative random scalars such that > ;- b* < oo and

E [vFH A < VEVE +0F1, VE >0

hold almost surely, where {V*} is a sequence of non-negative
matrices and F* = {v* b%0 < ¢ < k}. Assume that there
exist a vector ™ > 0 and a deterministic scalar sequence {a*}
satisfying a* € (0,1), Y22 a" = oo, and 7TVF < (1 —
a*)nT for all k > 0. Then, we have limy,_, o, vF = 0 almost
surely.

Now we are in a position to present the generic convergence
result for gradient-tracking based distributed optimization al-
gorithms:

Theorem 1. Assume that the objective function F(-) is contin-
uously differentiable and that the problem (1) has an optimal
solution 0*. Suppose that a distributed algorithm generates a
sequence {x%} C R? under coupling weight matrix R and a
sequence {sf} C R? under coupling weight matrix C, such
that the following relationship holds almost surely for some
sufficiently large integer T'> 0 and for all k > T':

E [vFT P < (V4 dF11T) vk+bk1—Hk[ ”vf(kj?P ]
- g
(14)
where
*{xzvslﬂ0<£<k Ze[ ]}
and
v F(z*) — F(6")
VAN IR I IS i/ N
Vi Is* — vs*[|2,
1 Iil)\k O
VE=10 1- Iig’}/k Ii3’}/k ,
0 0 1 — ky*
K5>\k H6/\k — H7(/\k)2
HF = 0 0 ,
0 0

with k; > 0 for all 1 < ¢ < 7 and ko, kg € (0,1),
while the nonnegative scalar sequences {a*}, {b*}, and
positive sequences {\*} and {’yk} satisfy > po Oak < 00
a.s, Yopeobf < oo as., Z;,O)\ = 00, YopeoV* = oo
Yo < o0, 3o, ~7— < oo, and limg o0 A /4P =
0. Then, we have:

(a) limy_,oo F(Z*) exists almost surely and

lim ||z — 2% = lim ||s¥ — ;5| =0, Vi, a.s.
k— o0 k— o0
(b) lim kinf |VF(z")|| = 0 holds almost surely. Moreover,
—00

if the function F(-) has bounded level sets, then {T*}
is bounded and every accumulation point of {z*} is an
optimal solution almost surely, and

lim F(z¥) = F(6*),  Vie[m],
k—o0

Proof. Since the results of Lemma 2 are asymptotic, they
remain valid when the starting index is shifted from k = 0
to k =T, for an arbitrary T' > 0. So the idea is to show that
the conditions in Lemma 2 are satisfied for all k¥ > 1", where
T > 0 is large enough.

(a) Because k; > 0 for all 1 < i < 7, for 7 = [my, 7o, 73]
to satisfy 77V < w7 and 77 H* > 0, we only need to show
that the following inequalities are true

a.s.

KN T + (1- ngfyk)ﬂ'g < T,

Kay" e + (1 — kyy®)ms < 3, (15)

(I’i@)\k — 1437()\k)2) 1 Z 0.

The first inequality is equivalent to 7o > 23: m
that lim_, o, A¥ /7% = 0 holds and v* as well as A\* is positive
according to the assumption, it can easily be seen that for any
given m; > 0, we can always find a mo > 0 satisfying the

relationship when k is larger than some 7" > 0.

. Given




The second inequality is equivalent to 73 > z—im, which
can always be satisfied by setting 73 = :—im after fixing mo.

The third inequality is equivalent to kg — k7 AF > 0, which
is always satisfied given that (\¥)? is summable (and hence
¥ tends to zero).

Thus, we can always find a vector 7 satisfying all inequal-
ities in (15) for £ > T for some large enough 7" > 0, and
hence the conditions in Lemma 2 are satisfied.

By Lemma 2, it follows that for the three entries of vk ie.,
v¥, vk, and vk, we have that

lim ﬂlv’f + ﬂ'gv§ + 7r3V§ (16)
k—o0
exists almost surely, and
o
ZwTHkuk < o0
k=0
holds almost surely with
ut = [[[VF@)|? 19"
Since 77 H* has the following form
aTH* = [H5/\k7t’1, (kg AF — /@7(/\k)2)7r1}
and (\F)2 is summable, one has
ZA’“IIVF I < oo, ZW P <00, as. A7)
Hence, it follows that
IVE@ES)| <Ar, g% < A2, as. (8)

for some random scalars A; > 0 and Ay > 0 due to the
. fe'e) k
assumption )~ o A" = o0.

Now, we focus on proving that both v& = ||x* — 1z*|%
and v} = ||s* — v5*||% converge to 0 almost surely. The idea
is to show that we can apply Lemma 3. By focusing on the
second and third elements of v, i.e., vlg and v’§, from (14)

we have
k+1 ~ k R
{ V2, ] < (v’“ +ak11T) [ va } ik,
V3
where .
bE = bk + ak(F(;ik) — F(6%)),
vho | 1- Ray® kg
0 1— mwk
which can be rewritten as
k+1 _ k -
{ V2o ] % { v } +i1 (19)
3
with
bF =bF
+a" (F(z") = F(07) + |Ix" — 12"(|% + [|s" — vs"||2.) .

To apply Lemma 3, noting that 4* is not summable, we
show that the inequality 77 V¥ < (1 —a~*)#7 has a solution
in 7 = [ma, m3] with 79, m3 > 0 and « € (0, 1).

From

#TVF < (1 —ay®)aT

one has

(1- /ﬁg’yk)ﬂ'g <(1- Oé’}/k)ﬂ’g

and

k3o + (1= kay®)ms < (1 - an¥)ms,
which can be simplified as o < ki and o < k4 — T2K3.

Given k3 > 0, k3 > 0, and k4 > 0 according to our
assumption, we can always find appropriate 7o > 0 and
m3 > 0 to make « € (0,1) hold.

We next prove that the condition > ., b < 0 as. of
Lemma 3 is also satisfied. Indeed, the condition can be met
because: (1) b* and a* are summable according to the assump-
tion of the theorem; and (2) F(z*) — F(0"), ||x* — 1z*|%,
[|s* —v5"||2 are all bounded almost surely due to the existence
of the limit in (16). Thus, all the conditions of Lemma 3 are
satisfied, and thus it follows that limy o ||2¥ — z¥|| = 0
and limy_, o ||s¥ — v;5%|| = 0 hold almost surely. Moreover,
in view of the existence of the limit in (16) and the facts
that 7; > 0 and vf = F(z%) — F(0*), it follows that
limy,_,oo F(Z*) exists almost surely.

(b) Since Y ;2 A¥|VF(z¥)|? < oo holds almost surely
(see (17)), from ZZOZO/\ = o0, it follows that we have
lim kli)lgo [VF(z")|| = 0 almost surely.

Now, if the function F(-) has bounded level sets, then
the sequence {Z"} is bounded almost surely since the limit
limg o0 F(;Tsk) exists almost surely (as shown in part (a)).
Thus, {Z*} has accumulation points almost surely. Let {7z}
be a sub-sequence such that lim; . ||VF(z*)| = 0 holds
almost surely. Without loss of generality, we may assume
that {z"} is almost surely convergent, for otherwise we
would choose a sub-sequence of {Z%i}. Let lim; o, T% = .
Then, by the continuity of the gradient VF(-), it follows that
VF(%) = 0, implying that Z is an optimal point. Since F(-)
is continuous, we have lim;_,,, F(z%) = F(2) = F(6*). By
part (a), limy_, o F(;E’C ) exists almost surely, and thus we must
have limy, o, FI(Z*) = F(#*) almost surely.

Finally, by part (a), we have limy_, o, ||z —z%||? = 0 almost
surely for every i. Thus, each {z¥} has the same accumulation
points as the sequence {z*} almost surely, implying by the
continuity of the function F(-) that limy_, o, F(z¥) = F(6*)
holds almost surely for all ;. [ ]

k:||2

Remark 4. In Theorem 1(b), the bounded level set condition
can be replaced with any other condition ensuring that the
sequence {Z*} is bounded almost surely.

Theorem 1 is critical for establishing convergence properties
of the gradient tracking-based distributed algorithm together
with suitable conditions on the information-sharing noise. We
make the following assumption on the noise:

Assumption 3. For every i € [m)], the noise sequences
{¢*} and {£F) are zero-mean independent random variables,
and independent of {x%;i € [m]}. Also, for every k, the
noise collection {(jk, Jk,] € [m]} is independent. The noise



variances (0’&)2 =E[|I¢¥)?] and (021)2
the decaying factor v* are such that

2 < 0, Z
(20)

The initial random vectors satisfy E [[|20|?] < oo, Vi € [m].

= E[J€})?] and

oo

> ()

k=0

2
max 05]) < 00.

HlaX 0'
&) JG[m]

i€[m]

Remark 5. The condition (20) is satisfied, for example, when
sequences {(7*)?} and {(\*)?} are summable, and sequences
{cr’g)i} and {agi} are bounded for every i € [m].

Theorem 2. Let Assumption 1, Assumption 2, and Assump-
tion 3 hold. If {7*} and {N\*} satisfy Z = oo,

Zko(k)2<oozk0 fOOZkOA/k <oo,and
limy 00 A¥ /4% = 0, then the results of Theorem 1 hold for
Algorithm 1.

Proof. The goal is to establish the relationship in (14), with
the o-field F* = {af, 540 < ¢ <k, i € [m]}. To this end,
we divide the derivations into four steps. in Step I, Step II, and
Step III, we establish relations for ||s* —v5*||c, ||x* — 12 || g,
and E [F(z*) — F(6*)|F*] for the iterates generated by the
proposed algorithm, respectively. In Step IV, we use them to
show that (14) of Theorem 1 holds.

Step I: Relationship for ||s* — v5*||¢.

From (5), we have

§k+1 _ 1Tsk+1
m

1T

= — (C"s '€l + \g")
m

=5+, + A,

21

vl

T
= v =
m

ng) + ’Yknvé‘k + Aknvgky
C’“ % and defined

which, in combination with the relationship (C’k -
0, leads to

st _ pshtl — Ok (gh

where we used the relationship C’€
v - I -
The preceding relationship further leads to

k+1 “ngHQc

s
~k (K —k k k|2 k k|2
= HC (s —ws®) + N1l g Hc—i-H’y Hv&“’iic
+2<C’k(sk v§k)+)\kﬂvgk,’ykf[v§ﬁ,>c
_ B 2
< (IC%ells® —vs"|lc + AL llcllg"lle)
2
k k
s
+H7 3 c

+2 <C’k(5k — ’U§k) + /\kvak’ anuﬁﬁ)>c )

(22)

where (-)c denotes the inner product induced® by the norm
Il

We further bound the first term on the right hand side of the
preceding inequality using the property |CF|c = 1 — ~v*p.

2Since one can verify that ||s¥||¢ = ||Cs¥ |2 where C is discussed in the
paragraph after Remark 3, we have the norm ||-|| & satisfying the Parallelogram
law, implying that it has an associated inner product (-, )¢

< (1+€)a® + (1 + e 1)b? valid
—1 and

and the inequality (a + b)?

for any scalars a, b, and € > 0 (by setting € = ﬁ
1 _1 ) ¢

Yrpe

hence 1 — ¢~
s+ — v5

< (1= 00"

2

JRu——
e
+ Hv &wll,,
+2 <C’k(sk — w3k + 1L, g", ’ykﬂvfz>c

< (1 =7"pe)s* — vs"|Z

(AF)?
vkp

e

_k k k 2
—v8"|lc + AL [lcllg"llc)

gl |
C
+2 <C’k(sk - ng) + )\kvaka 'ykﬂvﬁﬁ,>c

Taking the expectation (conditioned on F*) on both sides
yields

E [Hskﬂ _ U§k+1HQC |]_~k} < (1—~Fpy) Hsk _ ngHZ
(/\k) k\2 2 k2
I I8 IZ + ()7 T 28 [l 2]

)\k)262

=k ( C2 2 (1K 12
e+ ———ILllclls
e+ =, Mg
+ (1202 oI IZE |14 13]

()\k)252

= (1= 7*p0) [[s* = 55, + e L el Al

+ (7M)208 0L |12 D (Cijok )2,

(2]

<(1=7"c) [s" -
(23)

where dc 2 is a constant such that ||z]|c < d¢ 2| z|2 for
all x. (In finite-dimensional vector spaces, all norms are
equivalent up to a proportionality constant, represented by d¢ 2
here.) Note that the inner-product term in the preceding step
disappears because the means of all ¥ are zero according to
Assumption 3, and hence their linear combination & ﬁ, also has
Zero mean.

Next we proceed to bound the term ||g¥||2 on the right hand
side of the preceding inequality.

Because every f;(+) is convex with Lipschitz continuous
gradient L according to Assumption 1, we always have the
following relation (see Theorem 2.1.5 in [45]):

IV fi(v) = Vfi(w)|”
2L

fi(v) +(Vfi(v),u —v) + < fi(w)
for any u,v € RY.
Letting v = 0* and u = z¥

obtain for all ¢

in the preceding relation, we

Vfi(@h)|?

and further

2mL
< F(z").



Recalling VF(6*) = 0, we have

m

Z IV £;(6%) —

and further

Z\\sz )12

VE@ENI? < 2mL(F(z*) - F(0"))

m

Z IV£i(67) = VAEOIP+ IV A7) 24
< 4mL(F(z*) — +2Z||sz )%
Therefore, we have
Ig*|I* = Zn; g 112
2; lgf = V£ (@)1 + [V £:(z%)]1?)
<o g ok =P+ SmL(FE) - KO

+AY V0P
i=1
=2L%|x* — 12%3 + 8mL(F(z"
+4Y V0]

i=1

) — F(67))

Plugging (25) into (23) yields

E [Hskﬂ _ v§k+1||20 |]_—k} < (1—~Fp) |8 - vngz

2L2(\F
+ A || —12"|3
'7 pc

8mL(A*)262 |11, |2
| SO PR )

08,5l 12
sz 0* 2
T, ;H )l

+ (7")202 0 I I[E D (Cyot )2,

,J

(26)
A2

Step II: Relationship for ||x* — 1z%| g.
From (5), we obtain

T
el %
m
=3+ - —s")
=3+, - 5)
=3 95 -2 - M

XkJrl fl(SkJrl

u” kok kpk k
— (RS 4 )
i(SkJrl

(§k+1 _

27
where we used u”U~! = 17 in the second equality and (21)

in the last equality.

Combining (5) and (27) leads to

xFT — 138 = RM (kb — 12%) — Iy (851 — s¥) + 4P 1L,
(28)
where we used the relatlonshlp R’C 1zF = 0 and R* = RF —
%, and defined II, = I — 1L =yU-! 151 for the
sake of notational simplicity.
From the first relationship in (5), we can obtain
GhHL _ gk — okgk _‘_,ykdcv 4 Akgh g
=7 Cs" + "¢, + gt (29)

= O(s" — vs*) + 7€l + Argh,

where we used C* = I 4+ ~*C in the second equality and
Cv = 0 in the last equality.

Combining (28) and (29) yields

xFHL 1R ZRR(xk 158

k
- 'YkHUsw -

— Iy C(s* — vsh)

(30)
NIl gl + VkHu(fU.

Taking the norm ||
relationship yields

- |lr on both sides of the preceding

HXkJrl _ 1'fk+1||2R
= |RF(x" — 12%) — /I, C(sF — vs%) — ATy gh| %
+ ()2 — g 1%
+ 2 <Rk(xk - lfk) - 'ykl'IUC’(s’c - vék) — NI gk,
Iy, — kaU€Z>R

< (|R*||rlx" — 12%|| g + +*| T C| r]Is" — v5*| &
2 k k
Ny || rlIg" 1 R)” + (V)2 1Muly — Doyl

+2(R¥(xF — 12%) — /* Iy O (s* — vs*) — NIy gF,
o e kaU§ﬁ,>R,
3D
where (-)g denotes the inner product induced® by the norm
I 1l &

Using the relationship || R*|| g = 1—~*pg and the inequality
(a+b)? < (1+€)a®+(1+e1)b? valid for any scalars a, b, and
: _ 1 -1_ _1
e > 0 (by s.ettlng €= T mpn —1land hence 1 —¢™" = "/kpR)’
we can arrive at

X — 125 R < (1= 4P pr) [xF — 127|%
27 ”HUC”R k —k 2 ()\k) ”HUHR k2
4+ ——||s" —vs + — =
o | iz} ~on g"lI=
+ (V) ITCE, — Tl 1%
+2(RF(xF — 12%) — /Iy O (s* — v5F) — ATy gF,
P)’kHuCl:u VkHU€w>R
(32)

3Since one can verify that ||x*|| g = || Rx*||2 where R is discussed in the
paragraph after Remark 3, we have the norm ||-|| g satisfying the Parallelogram
law, implying that it has an associated inner product (-, -) g.



Taking the expectation (conditioned on F*) on both sides
yields

E [ —1zM R A <

2’Vk||HUC||%2 ”Sk
PR

(1—+*pr)lIx* — 12%|%

2(\")?| Iy I3
+ — 5|2 + R ||k |12
Iz on lg" Iz

+ 2072 2B (I 1] +204) 200 |3 |1k 1%

i 2v |11 C |12 ,
<( —v’“pmnxk - 1x’“||% = s st
”Y PR 2
+2(y*)? ||Hu|\R6é,QZ<Rw’£,j>2
,J
+ 2V My %635 Y (Ciok ;)2
©,J
(33)

where dg o is a constant such that ||z||g < g 2||z||2 for all
x. (As mentioned earlier, in finite-dimensional vector spaces,
all norms are equivalent up to a proportionality constant,
represented here by dr 2.)

Plugging (25) into (33) yields

E [[lx*F — 128 | 3] 7]
4 )\k 2L2 I 252
< <1wkpR+ Ay T “) It 121

Y*pr
2'7k||HUCH?% Hsk _
R

+ v§k\|%

16mL()\k) 1Ty [1%0% -

F(z") — F(o*
o 2 (F(z*) — F(67))
8(NF)2 |y [|%6% ,
sz o* 2
or Z [ )|
+2<vk>2||nuufz6%,2Z(Rijo’z,jf
i,
+ 27" |y [50% 5 > (Cijok ;)2
i,

(34)

Step III: Relationship for F'(z%) — F(6*).
Because F'(+) is convex with Lipschitz continuous gradients,
we always have the following relation (see Theorem 2.1.5 in

[45)):

F(u) < F(v) +(VF(v),u —v) +

L 2
Sl

for any u,v € R%

Letting v = z**! and v = z* in the preceding relation
yields

Pz

< F(a") + (VF(E"), 2 — %) + ”karl 2|2

< R + (VR 8 A o

L .- _ )
+ 5 I G = e = NI,

where in the second inequality we used the relation in (27).

Subtracting F'(6*) on both sides of (35) and then taking the
expectation (conditioned on F %) on both sides yield

E [F(#) - F(0) 7]

< F(@h) — F(O) ~ (VF(), X'

+ SR [NAT — A8 — XgH?)

< Pl - P ) (PG,

+ SO + 2 (kPR ICS 1)

_ (36)

+ %w 7R [I€517)
< F(z%) — F(0%) — (VF(zF), \*g¥)

IO + 5 0 Y (Rt )

+ 2R (Gt

0]

Next we bound the inner product term. Using the relationship

—(a, by = w valid for any vectors a and b,
one obtains
- <VF(‘/Z.k)7>\kgk>
/\k _ _ _
=5 (IVFGE") = g"I* = [IVF@E"” = [1"]1%)
m 2
/\k 1 —k k =k (12
<5 || oV hE - hiEh)| - IVEGE
i=1
15" 1I*)
)\’“L2 = _ AE _ DL
< ZII PP = S IVEGHI - gt
AR L2 A
= " —12*|3 — *IIVF( I = S l1g® 1.
2m 2
(37
Plugging (37) into (36) leads to
E [F(z") — F(6%)|F"]
~ y /\kLQ /\k B
< F(a%) = F(O0°) + 55— [lx" = 123 = S [ VEEh|?

AP —3L(AF)2\ | 3L

- () 19t + B ot 2
0,J
3L
+ 5 (0" Y _(Cijog ).
2]
(38)

Step IV: We combine Steps I-III and prove the theorem.
Defining

v = [P = F(07), % vs[2]",

we have the following relations from (26), (34), and (38):

= 12", s -

VEEh)|?

E [VFHFH] < (VF + AR)vF — HF [ I 172 } + B*,

(39)



where

[ 1 63 pANL? 0
2m
k_ 29% |y C|1%,67
1% 0 1 —~Fp v I;R ROR,C ,
L O 0 1—15pc
0O 0 O
AP = b dk 0 |,
i ak af 0
Ak AF—3L(0F)2 bk
k 2 2 k k
H = 0 0 7B = b2 b
0 0 by
with
o 16mI(A)||TTy 3,6%
a; = ,
! Y*pr
e AL My 5%
? Yo or
o SmLO)5, 1L
° v pe ’
o 2LRON)268,08 L
: Vkpc ’
3L
k _ k
by Z (Rijog ;)" + =5 (v)? > (Ciyjot ),
1,3

i
8(A)2 Iy [}0% > <

; o ;u £:00M)
+ 2772|3635 > (Rijok ;)?
i,
+ 2772y | %6%5 > (Cijof )2,
,J
w)?c% ||Huuc
bk = 2 ZIIsz )12

+(7*)? 5072||Hv|\c Z(Cij%j) :
,J
Under Assumption 3,

and the conditions that (y*)?2
()2
3

are summable in the theorem statement, it follows
that all entries of the matrix B* are summable almost
surely. By defining b* as the maximum element of BF,
we have B¥ < b1, Therefore, ELF(jk)fF(G*N}‘k},
E [|[x* — 1z*(|%|F*], and E [||s* — v5*||Z|F*] for the iter-
ates generated by the proposed algorithm satisfy the conditions
of Theorem 1 and, hence, the results of Theorem 1 hold. W

Remark 6. The requirement on the decaying-factor v* and
stepsize \* in the statement of Theorem 2 can be satisfied,
for example, by setting v* = O(7%) and \* = O() with
a,b € R satisfying 0.5 < a < b <1and 2b —a > 1. For
example, setting v* = TTog and A= 1o will satisfy
the conditions for any exponent 0.5 < 1 < 1, and positive
coefficients ci, ca, c3, and cy.

Remark 7. Using the relationship in (9) and the definitions
of 5%, €F, and §* in (10) and (11), one can obtain
ghtl _ gk

=7"E + A",

ie., 5*t1 — 5% tracks the global gradient. Combined with the

proven result in Theorem 2 that all s¥ converge to each other,
and hence to the average 5* of all s¥, one can deduce that
sf+1 — s¥ in (4) of the proposed Algorithm 1 indeed tracks
the global gradient.

V. ONLINE ESTIMATION OF THE LEFT EIGENVECTOR

In Algorithm 1, when the communication graph Gg is not
balanced, a preprocessing approach can be used to estimate
the left eigenvector u”. In this section, inspired by the
online eigenvector estimation algorithm in [46], we propose
Algorithm 2 below, which allows individual agents to estimate
the left eigenvector u” locally on the fly while updating their
optimization iterations in a distributed manner:

Algorithm 2: Robust gradient-tracking based distributed
optimization with eigenvector estimation

Parameters: Stepsize A\¥ and a decaying factor 4* to suppress
information-sharing noise;
Every agent i maintains two states ¥ and s¥, which are
initialized randomly with z{ € R and sY € R<. Every agent
i also maintains an eigenvector-estimation parameter z¥ € R™
initialized with z{ = e; € R™ where e; has the ith element
equal to one and all other elements equal to zero.
for k=1,2,--- do
a) Agent i pushes s to each agent | € N‘(’jff-, which will
be received as s + &F due to information-sharing noise.
And agent 7 pulls xf from each j € N, which will be
received as x;“ +¢ ]’“ due to information-sharing noise. Here
the subscript R or C in neighbor sets indicates the neighbors
with respect to the graphs induced by these matrices. Agent
¢ also pulls zf from each j € Ni}%’Z

b) Agent i chooses v* > 0 satisfying 1 + v*R;; > 0 and
1 +’chn‘ > 0 with R;; and C;; defined in (3). Then, agent
1 updates its states as follows:

st =(1+4"Cii)st +7 Z Cij(sh +&F)

N‘nt
+ NV (),
i =14+ A Ri)af +9F Y0 Rij(ah + )
jENiE (40)
N
- mzfz ’
zf-&-l :zf + Z Rij(z] — zf),

JENE,

where 2% denotes the ith element of 2¥.
c) end

In Algorithm 2, every agent uses the third update in (40)
to locally estimate the left eigenvector of I +~*R. (Note that
as discussed in Remark 3, the left eigenvector of I + v*R
is time-invariant and independent of v*. Also note that the
update obtains an estimated eigenvector with row sum equal to
one, and thus we scale the estimate by m to obtain u”" whose



row sum is required to be m.) Therefore, every agent ¢ can
use its local estimate zf of the left eigenvector, which avoids
using global information of «” in Algorithm 1. It is worth
noting that since z* does not contain sensitive information,
there is no need to add information-sharing noise to them to
enable differential privacy. Moreover, the dimension of z¥ is
equal to the size of the network m. Thus, even in the case
where the communication channel is noisy or coarse quanti-
zation is used for s-iterates and z-iterates, special effort (e.g.,
error-correction coding [47] or high-precision quantization)
can be exploited to ensure that shared zF messages are not
contaminated by noises. Note that such special effort may
not be feasible for the sharing of optimization variables (s-
iterates and x-iterates) since the dimension of optimization
variables can scale up to hundreds of millions in deep learning
applications [22], which makes the cost for error-correction
coding or high-precision quantization prohibitively high.

Next, we prove that Algorithm 2 can still ensure almost sure
convergence of all agents to an optimal solution. To this end,
we first characterize the estimation error of the eigenvector
estimator:

Lemma 4. Under Assumption 2, the iterates z
after scaled by m, converge to the left eigenvector u
[, ug, - 7um]T of I ++*R with a geometric rate, i.e.,
there exist C > 0 and p € (0, 1) satisfying the following
inequality for any i € [m] and k > 0:

in (40),
T fr—

1

k .
mzy U

< Cp*, (41)

where z denotes the ith element of z

Proof. From [46], we know that there exist C; > 0 and
p € (0, 1) such that |mzfl fui| < C1p* holds under the
given conditions. According to [46], we also know that u; and

2k are strictly positive numbers. Therefore, using the relation

‘ ) m, we know that there exist C' > 0
mz mzlu;

— 1 —
such'that (Jl) holds.’ |

Based on Lemma 4, we can prove the almost sure conver-
gence of all agents to an optimal solution following the line
of reasoning of Theorem 2:

Theorem 3. Let Assumption 1, Assumption 2, and Assump—
tion 3 hold. If {v*} and {/\k} satisfy > oo —07 = 09,

Zko(’“)2<oozko —Oozko({{k)<ooand
limy 00 A¥ /4% = 0, then the results of Theorem 1 hold for
Algorithm 2.

Proof. The proof follows the derivation of Theorem 2. Since
the eigenvalue estimation process does not affect the dy-
namics of s¥, the relation for ||s* — vs*||c in Step I of
Theorem 2 still holds for Algorithm 2. Thus, we only need
to show that we can establish relations for ||x* — 12*||z and
E [F(z*) — F(*)|F*] that are similar to those in Theorem
2.

Similar to (27), denoting U as diag(u, uz, o+, Up,) and

ZF as diag(mzf,, mzk,, -+ ;mzk ), with zE denoting the

ith element of 2%, we can obtain the following relationship for
the z-iterates in Algorithm 2:

kL
UT ’LLT k
e R LU A T CEE )
m m
T
_uw (kak i ,ykc (U—1+(Zk)—1_U—1) (Sk-+1 _ Sk))
m
B T
=3" +98Q = (s =87
U’T((Zk)_ — U_l) (Sk+1 _ Sk))
m

(42)

Hence, following the line of reasoning in the proof of
Theorem 2, we can obtain

— 178 =RE(xF — 12F) — AP C(sh — v3h)
— Mgy, — MNTpgh + 7 1L,
+ g (sF — vs") + MG LY, + AT gk,
(43)
where II, = (I — IL)((Z]“) — U™ and we have used
the relationship in (29) in the last equality.

In (43), the last three terms on the right hand side corre-
spond to the influence of introducing the eigenvector estimator.
Given that the elements of (Z¥)~! — U~! diminish with a
geometric rate according to Lemma 4, we deduce that the co-
efficient sequences for these terms are all summable, and hence
they will only introduce terms with summable coefficients in
the relationship for ||x* — 1zZ*| g, which will not affect the
almost sure convergence. The same reasoning applies to the
dynamics of z**! — z¥. More specifically, compared with
Algorithm 1, Algorithm 2’s eigenvector estimator (the last
item on the rlght hand side of (42)) 1ntr0duces thr{eje_ 1E;Xt]£a

3

terms ~* Rul (20U 1)C( —v5k), ’yk—u (z" )m w>
U~

m
and /\k%gk according to (29). From Lemma 4,
we know that their coefficients all decrease with a geometric
rate and hence are all summable. Therefore, these three extra
terms only introduce items that have summable coefficient
sequences in the relationship for F(z*) — F(0*), which will
not affect the almost sure convergence.

In summary, we have that introducing the eigenvector esti-
mator adds terms with summable coefficient sequences in the
final inequality in (39), and hence will not affect the almost
sure convergence results in Theorem 2. Therefore, we can still
prove that the iterates generated by Algorithm 2 satisfy the
conditions of Theorem 1 and, hence, the results of Theorem
1 hold for Algorithm 2. [ ]

VI. EXTENSION TO DISTRIBUTED STOCHASTIC GRADIENT
METHODS

In many distributed optimization applications, individual
agents do not have access to the precise gradient and hence
have to use noisy local gradients for optimization. For ex-
ample, in modern machine learning on massive datasets,
evaluating the precise gradient using all available data can
be extremely expensive in computation or even practically
infeasible. So individual agents usually only compute inexact



estimates of the true gradients using a portion of the data points
available to them [24]. Furthermore, in the era of Internet of
Things, which connect massive low-cost sensing and commu-
nication devices, the data fed to optimization computations are
usually subject to measurement noises [48]. In this section,
we prove that the proposed algorithm can ensure all agents’
almost sure convergence to an optimal solution even when the
gradients are noisy.

As in most existing results on stochastic gradient methods,
we make the following standard assumption on the stochas-
ticity of individual agents’ local gradients:

Assumption 4. Every individual agent’s local gradient g¥ is
an unbiased estimate of the true gradient V fl(xf) and has
bounded variance, i.e.,

E [gﬂ = Vfi(zh), Vi
E[lg; - Vhi@)|*] < o?, V¥i,x
where o is some positive constant.

Theorem 4. Let Assumptions 1-4 hold. If {v*} and {\F}
satisfy Zk 07 =00, Yore (7)< oo, Yopi g AP = oo,
Y reo 0:1) < oo, and limy,_soo \F /Y% = 0, then the results
of Theorem 1 hold for the proposed Algorithm 1 and Algorithm
2 even when individual agents have access to only stochastic
estimates of their true gradients.

Proof. We use Algorithm 1 as an example to prove the results.
Similar derivations apply to Algorithm 2 as well.

The goal is still to establish the relationship in (14), with
the o-field F* = {2¢,s50 < ¢ < k, i € [m]}. To this
end, we organize the derivations into four steps: in Step I,
Step II, and Step III, we establish respectively relations for
[s* —v5¥||c, |x* — 12| g, and E [F(z*) — F(0*)|F"] for
the iterates generated by the proposed algorithm. In Step 1V,
we use them to show that (14) of Theorem 1 holds.

Step I: Relationship for ||s* — v5*||¢.

Since the noise on gradients can be grouped into the noise
term fl’? , following the same procedure as in Theorem 2, we
can obtain a relation similar to (26):

E [l — ot o 17Y] < (1 =%00) 8% — st
2L2(>‘k) 502“1_[ ||C k k2
Ix* — 12" |3
'7 Pec
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2 (F(z*) — F(6"))
4=<A’€>2<527 T @
02 C 1\ (12
+ V£i(67)
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+ (77)262, 5|0, || Z(Cu%j)Q
0,

+m® ()20, 5| T [|E.0?,

where the last term corresponds to the influence caused by the
stochasticity in local gradients.

Step II: Relationship for ||x* — 1z*||z.

Still following the derivations in Theorem 2, we have that
the stochasticity in local gradients will affect the term ||g*(|%

in (32). More specifically, after taking conditional expectation,

k(% will become [|g"(|% + m?6% 502, and hence (34)
becomes
E [||lx"* — 1zh | B[ F]
AN L2 Ty || 0% 2 )
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45)

Step III: Relationship for F'(z%) — F(6*).

Following the derivations in Theorem 2, we have that the
stochasticity in local gradients affects g*, which will be subject
to noise with variance o2. More specifically, we have that (38)
becomes

E [F(z") — F(6)|F"]

kT2 Ak
< F(7%) _ * k_qzk2 — 2 =k (12
< F(@") - F(0 )+—2m [x T3 3 VE@")|

ko k\2
o G )
3L

L
+ 220 Y (Ryok ) + %w 2 Y (Cyok,)”
J J 46)
Step IV: We combine Steps I-IIl and prove the theorem,
which involves arguments exactly the same as in the proof of
Theorem 2. In fact, following the derivation in Theorem 2, we
can obtain that the stochasticity of gradients will only affect
the matrix B¥ in (39), which will still be summable. Therefore,
we can arrive at the same conclusion as in Theorem 2 even
when local gradients are stochastic.
|

VII.

In this section, we evaluate the performance of the proposed
distributed optimization algorithm within the context of a
distributed estimation problem.

We consider a canonical distributed estimation problem
where a network of m sensors collectively estimate an un-
known parameter § € RZ. More specifically, we assume that
each sensor 7 has a noisy measurement of the parameter,
z; = M;0 +w;, where M; € R**? is the measurement matrix
of agent ¢ and w; is Gaussian measurement noise of unit vari-
ance. Then the maximum likelihood estimation of parameter
# can be solved using the optimization problem formulated as

NUMERICAL SIMULATIONS



(1), with each f;(6) given as f;(0) = ||z — M;0||> +<||0]|%,
where ¢ is a regularization parameter [9].

In the numerical experiments, we set the number of agents
(sensors) to m = 100 and adopt a random interaction graph. To
ensure that the random interaction graph is strongly connected,
we first arrange the 100 agents on a ring and then add
a directed link between any two nonadjacent nodes with
probability 0.3. In the evaluation, we set s = 3 and d = 2.
To evaluate the performance of the proposed algorithms, we
inject Gaussian based information-sharing noise (¥ and ¢&F
on all shared =¥ and s¥, respectively. Both ¢¥ and &F have
mean 0 and standard deviation alg’i = U?}i = 0.8. We set
the stepsize \* and diminishing sequence 7* as \F = 12‘821 %
and v* = W’ respectively, which satisfy the conditions
in Theorem 2. We run our Algorithm 1 and Algorithm 2 for
100 times and calculate the average as well as the variance
of the optimization error Y ;- |[z¥ — 6*|| as a function of
the iteration index k. The result for Algorithm 1 is given by
the black curve and error bars in Fig. 1, and the result for
Algorithm 2 is given by the cyan curve and error bars in
Fig. 1. For comparison, we also run the conventional Push-
Pull algorithm in [18] (which uses a constant stepsize and
no decaying factor), the robust gradient-tracking algorithm
proposed in [38] (which uses a constant stepsize and can avoid
noise accumulation under constant inter-agent coupling), and
our recent result in [39] (which combines the conventional
Push-Pull with decaying factors). The stepsize for the conven-
tional Push-Pull method in [18] and the algorithm in [38] is
set to a constant value A* = 0.02, and the decaying factor and
stepsize for [39] is set the same as ours (note that [39] uses
two decaying factors, and we set one of them equal to our
decaying factor and the other one is selected according to the
requirement therein). For all these three algorithms, we run the
experiments for 100 times under the same information-sharing
noise. The evolution of the average optimization errors and
variances for the three algorithms are depicted by the curves
and error bars in orange, magenta, and blue, respectively, in
Fig. 1. It is clear that the proposed algorithms have both
faster convergence speeds and better optimization accuracies
compared with existing results. Furthermore, it can be seen
that the variance of the optimization error for the conventional
Push-Pull algorithm in [18] indeed grows with time, which
corroborates the accumulation of information-sharing noise
in conventional gradient-tracking based algorithms. It is also
worth noting that for the approach in [38] with a constant
stepsize, although the theoretical analysis therein establishes
that the expected optimization error converges linearly to a
steady-state value, the actual optimization error may decrease
with a slower rate.

VIII. CONCLUSIONS

The robustness of distributed optimization algorithms
against information-sharing noise is becoming increasingly
important due to the prevalence of channel noise, the ex-
istence of quantization errors, and the demand for data
perturbation/randomization for privacy protection. However,
gradient-tracking based distributed optimization, which is

10 ‘ :

=-=I=-=" Algorithm in [38]

---1--- Algorithm in [18]

—F— Algorithm in [39]

[ o Proposed Algorithm 1
Proposed Algorithm 2

Optimization Error

500 600
Iteration Index

Fig. 1. Comparison of the proposed algorithms with the conventional Push-
Pull algorithm in [18], the algorithm in [38] that can avoid noise accumulation
when coupling matrices are constant, and the algorithm in [39] that combines
conventional Push-Pull with decaying factors.

gaining increased traction due to its applicability to general
directed graphs and fast convergence speed, is vulnerable
to information-sharing noise. In fact, in existing algorithms,
information-sharing noise accumulates on the global gradient
estimate and its variance will even grow to infinity when
the noise is persistent. We have proposed a new gradient-
tracking based approach which can avoid information-sharing
noise from accumulating in the global-gradient estimate. The
approach is applicable even when the inter-agent interaction is
time-varying, enabling the incorporation of a decaying factor
to gradually eliminate the influence of information-sharing
noise, even when the noise is persistent. We have proved that
with an appropriately chosen decaying factor, the proposed
approach can guarantee all agents’ almost sure convergence
to an optimal solution for general convex objective functions
with Lipschitz gradients, even in the presence of persistent
information-sharing noise. The approach is also applicable
when local gradients are subject to bounded noises as well,
which is common in machine learning applications. Numerical
simulation results confirm that in the presence of information-
sharing noise, the proposed approach has better optimization
accuracy compared with existing counterparts.

We should note that a limitation of our approach is that it
assumes time-invariant coupling topology. We plan to explore
relaxation of this assumption in future work. Moreover, in
future work, we also plan to study whether decaying factors
can be incorporated into non-gradient based distributed opti-
mization algorithms to enable robustness against information-
sharing noise.
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