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Abstract: Welding Procedure Designed assures the desired weld penetration be produced under nominal
welding conditions. When conditions deviate from the nominal, penetration and other welding outcomes
deviate from their desired/targeted ones. To assure the penetration not below minimally necessary, well-
designed Procedure should reserve an appropriate margin per estimated condition deviations. An ideal
solution is to use relatively small margin but dynamically adjust welding parameters to maintain the
penetration at minimally necessary/within the margin. As such, the penetration state should be
monitored in real-time during manufacturing. Unfortunately, it occurs underneath workpieces and is not
considered directly observable during manufacturing so that its real-time in-situ monitoring is challenging.
In the last half century, researchers have focused on finding promising real-time observable phenomena
and correlating such phenomena to penetration. This has been difficult as it is unclear what are critical in
observed phenomena and trial-and-error iterative processes are practiced proposing features, developing
algorithms to calculate them, fitting model from features, and then modifying model, features, or
algorithms if fitting accuracy is not acceptable. Such iterative process is not automated, finding/fitting
right features/model takes months if not longer, and success is not assured. In particular, algorithms to
calculate features vary from features to features and each of them requires extensive tests. Deep learning
automates and combines featuring and fitting to maximally use the raw information directly to achieve
highest accuracies. Computation is drastically increased but the iterative process is replaced by an
automated one so that the time frame is still drastically reduced. This paper reviews various raw
information that has been used as the observed phenomena to input into deep learning models and
analyzes why they may correlate to penetration; reviews various deep learning models and analyzes
why/how they may and are needed to correlate different raw information to penetration; and briefly
reviews major techniques that have been used to train deep learning models in penetration prediction.
Based on such analyses, this paper identifies major achievements and issues for efforts taken so far to
monitor weld penetration using deep learning approaches. Finally, we identify two fundamental issues
that require revolutionary solutions in order to move the deep learning technologies from laboratory
studies to manufacturing as directions for future efforts. These two issues are analyzed and some
preliminary solution directions are proposed.
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1. What is Weld Penetration and Its Specification?

Welding is a method to join two or more pieces of materials together. In the conventional definition, it
must involve melting part of the materials being joined [95], in particular melting the solid interfaces that
divide them. It is the melting that allows materials from different pieces to move together to bridge their
gaps/interfaces, fully or partially. Upon solidification, the liquid bridges become solid and the materials
are joined together. After the friction stirring welding (FSW) was invented, this conventional definition



was challenged. The materials at the interfaces are softened and plasticized through friction heat and
then forced to move to mix together to bridge the interfaces through pressurization, viscosity, and spatial
restriction [96]. The movable plasticized materials are still considered solid and not melted. However, the
materials being joined are still mixed together similarly as the materials being joined have been melted
so that the FSW is still considered as welding rather brazing [97], soldering [97], riveting [98] etc. where
the materials being joined are not melted/moved and the joining is not formed through mixing the
materials to be joined. As such, welding is a method to join materials involving mixing of the materials
being joined by providing means to mobilize part of them. To ease our discussions, we will stick on the
conventional definition for welding based on melting as our focus is fusion welding.
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Fig. 1 Five basic joint designs [99].

Fig. 1 shows five basic joint designs. Fig. 2 illustrates their preferred welds. Joint design (A) and (E) shown
in Fig. 1 can be welded in ways shown in Fig. 2(a) and (b), while joint design (B)-(D) by that in Fig. 2(c). The
solid areas in Fig. 2 are the materials to be joined and dotted lines are the boundaries of welds. The dotted
lines are given in three colors: red, green and purple. Red lines are the boundaries of the melting on the
materials being joined. Green and purple lines are the boundaries of melted materials with the
atmosphere. As such, the red lines define the melting. In particular, in Fig. 2(a) and Fig. 2(b), the materials
to be welded, the left and right members, both have a facing edge on their right and left, respectively.
Weld is formed through melting the material on the respective facing edges at the same time. In Fig. 2(a),
the entire facing edges are melted for the entire thickness t. This is referred to as complete penetration
or full penetration. In Fig. 2(b), the facing edges are melt with a depth of d for the upper with d < t. This
is referred to as incomplete penetration. For a butt joint, a compete penetration is typically required. As
melting the facing edge deeply underneath the work-piece faces is in general challenging, the butt joint
may be welded from both upper and lower surfaces forming a complete welded joint through making two
incomplete penetration welds. In (c), the facing edges are wide and must be filled so that melting filler
material must also be a major task while melting the facing edges. In (d) where the weld is completed
through multiple passes, the “facing edges” to be melted include the boundary of the solidified material
from previous passes. (d) uses a butt joint to illustrate and also applies to fillet joint.



-' " '*

Fig. 2 Welds and requirements. (a) Complete penetration of butt weld; (b) incomplete penetration of
butt weld; (c) fillet weld; (d) multiple passes.

In Fig. 2(a), the melting of the facing edges is through the ENTIRE thickness from the upper to the lower
surface of the materials as indicated by the red dot-lines and is referred to as complete penetration. In
this case, the span from the left edge to the right edge of the melting is referred to as the back-side bead
width wy,. As there may be seam tracking error and a gap between the two facing edges, the needed wy,
must exceed a minimum. However, a wy, greater than necessary implies excessive heat input, thus a
greater distortion and materials property degradation. w,, thus needs to be appropriate per the minimum
requirement. The state of the weld penetration for complete penetration can thus be specified by w,,.

In Fig. 2(b), the melting of the facing edges is through from the upper surface for a distance d, rather than
the entire thickness t. In this case (incomplete or partial penetration), the weld penetration is specified
by d which is termed as the penetration depth. For the joint (E) in Fig. 1, the strength of the welded joint
is determined by the penetration depth. To make a complete penetration joint by welding from two sides,
the sum of the penetration depths must not be less than t.

For Fig. 2(c), the gap between the facing edge is wide. The weld is formed by bridging the gap using filler.
This requires each facing edge be melted in order to fuse with the melted filler material. In this case, the
weld sizes w; and w, are the primary specifications on the resultant weld.

We have assumed that the entire facing edges have been melted, i.e., the entire facing edges in Fig. 2(a)
for the complete penetration, the facing edges whose distance to the upper surface is d or less for the
incomplete penetration, and the facing edges within the range by w; and w, in Fig. 2(c) for the fillet weld.
If some of the facing edges in such ranges are not melted, it will be a defect referred to as lack of
penetration or lack of fusion. Monitoring of weld penetration may thus include (1) detecting if the
penetration is complete or incomplete; (2) detecting the penetration depth d or the back-side bead width
wy; and (3) detecting if there is any lack of penetration/fusion. We can refer them together as the
penetration state to ease the discussion.

We wish to point out that in the cases in Fig. 2(a)-(c), the lack of penetration occurs on the facing edges
or the side of the weld. In Fig. 2(d) for multiple pass welding, the surface of the weld from the previous
pass must also be melted. The lack of penetration may thus also occur on the bottom of the new weld.

Fig. 2 purposely uses three colors for the dotted lines to depict different kinds of boundaries of the weld
pool/welds: red for the liquid-solid interface, due to melting of the solid materials being joined, that has



never been directly visible during and after welding; green for the upper interface of the liquid (melted
and mixed materials) with the atmosphere that is directly visible during and after welding; and purple for
the lower interface of the liquid with the atmosphere that is difficult to observe during welding but may
be seen after welding.

We have verbally defined the penetration state and can introduce four possible state variables: binary
state variable icp with 1 for incomplete and 0 for complete penetration, binary state variable lop with
1 for existence of “lack of penetration” and O for none, quantitative state variable d for the depth of the
penetration that has been defined, and quantitative state variable w, for the back-side bead width that
has been defined. The penetration state x = (icp, lop,d,w,), with x stands for the state per the
convention, consists of all four variables. For each application, the particular application penetration
state xa can be defined using an appropriate subset of the four state variable variables.

2. What are the Challenges in Monitoring Weld Penetration?

It is apparent that all four state variables in x can be detected directly from the red (line) interfaces.
Variables (icp, d,wy) can be directly detected from the purple (line) interfaces. However, none of the
four penetration state variables can be directly detected from the green (line) interfaces.

The root of the challenges in monitoring the weld penetration is that the red interfaces are not visible as
the associated phenomena occur underneath the work-piece and melted materials. Alternative solutions
must be sought. Purple interfaces have the direct information to determine all penetration state variables
except for lop and may be made directly observable. However, challenges are from meeting other
manufacturing goals. For example, one apparent approach to monitor the purple interfaces is to place a
sensor such as a camera to view the back-side of the work-piece. This would allow us to determine
(icp,wyp). If the gap between the two facing edges is intentionally made relatively large, information for
determining d may also become available. However, such solutions require a sensor that accesses the
work-piece from the lower surface and cannot be attached to the welding torch/tool that accesses the
work-pieces from the upper surface. One can imagine that a second robot be used to carry the sensor and
the motion of the robot be synchronized with that which carries the welding torch/tool. This is not
implementable for applications where the inner/lower surface is not accessible such as for welding of
containers or pipes. For applications that do have the needed access, it may still not be preferred due to
the increased complexity and cost. As such, acquiring information from the purple interfaces is not a
generally preferred solution to monitor the weld penetration, and a sensor that acquires the raw
information from a purple interface has bene referred to as a back-side sensor. As a back-side sensor is
not preferred, a possible generally acceptable alternative solution is to acquire the raw information from
the green interfaces.

We purposely use green color for the upper gas-liquid interfaces for the relatively good measurability,
while purple color for the lower gas-liquid interfaces and red color for the liquid-solid interfaces are for
less and poor measurability respectively. As such, we are forced to acquire and use the raw information
from the green interfaces as the red interfaces where the raw information is most direct do not have the
needed measurability and the measurability for the purple interfaces can only be realized at much
increased complexity and cost. We are thus forced to acquire and use the raw information from green
interfaces despite the information is the most indirect. A sensor that acquires the raw information from
green interfaces, either from the interface self or through the interface to go internally, has been referred
to as a top-side sensor or a front-face sensor.



Being the “most indirect” is the basic challenge for top-side sensors that are preferred and generally
acceptable for manufacturing. The key is to first find phenomena that are measurable using a top-side
sensor while fundamentally correlating to the variables in the particular application penetration state xa.
Theoretically, the measured phenomena E must be fully determined by xa (or the red interfaces), i.e.,

E=f(xa)+e (1)

with the error e = 0 or |e| being acceptably small under the particular application conditions. However,
finding such phenomena are in general uneasy and theoretically proving the existence of the
fundamental correlation is in general unrealistic. We note that most studies in the area only assume such
the existence of the correlation and verify using experimental data. The effectiveness depends on the
conditions under which the experiments are conducted. Unfortunately, most studies lack a needed
reasoning for the assumed existence of such a correlation based on physical analysis and a systematical
analysis for what experimental conditions are needed.

The second key is to effectively find the model (1) or actually its inverse f~1:
xa = f~1(8) (1A)

While xa may have been well defined, the measured phenomena E are in general very complex. It is
often unknown what in E that actually determine xa. Previous solutions are to propose features ¢ (2)
that can be calculated from Z and then fit a model from the experimental data. While the model structure
may vary, from linear or artificial neural network, the features are hand-crafted manually based on
conjectures, analysis of the phenomena, and the ability to extract these features from the measurements.
The features are used as inputs of a proposed model gg(¢(Z)) with a given structure g but unknow
parameters 6:

xa = gg(p(E)) (1B)
The model parameters, vector 8, are fitted to minimize a measurement of overall difference for errors
9o (@{E(k)}) —xa(k) (k=1,..,N) (2)

where E(k) is the k'™ measurement of Z. It is apparent the effectiveness of the resultant model in
monitoring xa depends on (1) if Z contain sufficient raw information to determine xa; (2) if ¢ (2a) has
effectively extracted all the fundamental information that is needed to determine xa from Z and (2b) can
be accurately computed from Z; (3) if the model structure gy is appropriate/sufficient for the
fundamental correlation between @(Z) and xa; (4) if the data { 2(k),xa(k)}s (k=1,..,N) are
appropriately generated to reflect all the welding conditions for the intended applications; (5) if the fitting
is converged. This modeling process with five key steps is shown in Fig. 3. Major challenges are from steps
(2)-(3). Fitting convergence is easily checkable and experimental conditions are largely ignored in research
papers.

The final fitting error is commonly used as the unconditional measure for the accuracy of the fitted model.
It is mistakenly believed that an acceptable fitting error proves the correctness for all previous steps (1)-
(5). This is incorrect and it may be correct only if the experimental data { 2(k), xa(k)} (k =1, ...,N) are
generated under all representative conditions for the intended applications. Unfortunately, most studies
do not provide justification for the experimental conditions used to generate the data. As such, a small



overall fitting error does not prove (1) the raw information is sufficient; (2) our feature selection is correct;
and (3) our model structure is appropriate and sufficient.
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Fig. 3 Process and key elements to develop models to monitor weld penetration.
3. Historical Evolution

The historical evolution in this area can artificially be divided into three stages roughly as shown in Fig. 4.
(1) Earlier efforts focused on finding and proposing phenomena that possibly correlate to the weld
penetration. The features are hand-crafted and the computation needed from the raw data measured is
relatively straightforward. The models are typically linear or simple nonlinear. (2) As the computation
power is improved, more complex computation is introduced to draw more complex features from the
raw data and the models become more comprehensive. In particular, machine vision and image
processing methods are used to extract more complex hand-crafted features and artificial neural
networks (ANNs) [100] are used to fit more complex correlation between the features and the penetration.
(3) In recent five years, deep learning [101] method has gained application in penetration monitoring
modeling by combining and improving Step 2 and 3 in Fig. 3. In particular, the hand-craft approach to
manually select the features is replaced by a complex network whose structure allows it to be capable of
extracting different features from the raw data by changing the parameters in the structure. In previous
models (Stage 1 and 2) including ANNSs, the raw data E is converted to/represented by ¢ in Step 2 and ¢
is used as model inputs in Step 3. Using a deep learning method, the raw data can be directly used as
model input. Step 2 and 3 are combined. Deep learning automatically selects the optimal features results
by changing the parameters (rather than manually selecting features and trying again). Combining Step 2
and 3 provides a single step to link the raw data to the weld penetration and an effective method to
automate the modeling process.
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Fig. 4 Historical Evolution of Weld Penetration Monitoring.

The efforts in Stage 1 can date back to 1970s. The major contribution is that the correlation of the physical
phenomena proposed/measured with the weld penetration is clearly supported by physical process.
Kotecki et al. [102] is considered the first paper that introduced the possibility to corelate the oscillation
of weld pool to weld penetration. It simplified the weld pool as a round membrane without thickness and
correlated the radius of the round membrane to the natural oscillation frequency. The radius represents
the state of the weld penetration. This is the few works where the phenomena Z to be measured are
clearly correlated to the particular weld penetration state xa. However, this correlation is realized
through ignoring the complexity and many other factors. Another representative work is due to Xiao and
de Ouden [103] that experimentally demonstrated that the oscillation frequency drastically drops after
the penetration transitions from incomplete to complete penetration. This difference is due to the change
in the interface of the weld pool bottom from with solid/un-melted material to with atmosphere [104].
Another representative work [105] is from Auburn University that detects the boundary of the weld pool
from infrared image based on the physical principle that the emissary of liquid is lower than that of the
solid. When the temperature increases from the un-melted work-piece toward the center of the weld
pool, the temperature increases. The infrared radiation received by the camera generally increases
accordingly. However, when the material changes from solid to liquid, the emissary reduces. A reduced
emissivity reduces the infrared radiation when the temperature is the same. There is thus a span where
the radiation does not change. The radiation increases when the temperature further increases. There is
thus a span where the slope of the radiation is zero that can be used to detect the pool boundary. Although



the pool boundary is not the weld penetration but it is closely related. This is thus another representative
that finds relevant phenomena based on a clear physical principle.

The efforts in Stage 1 are featured by foundations for the correlation. They are more fundamental than
these in Stage 2 that focus on the tools that made realistic due to the increased computation power. Most
of them use the physical phenomena Z gained popularity due to the efforts in Stage 1. However, because
of the increased computation, more comprehensive features can be calculated from more complex raw
and more complex models can be fitted. In particular, images are more complex than welding voltage and
current signals. Their features are also more complex and more difficult to be computed. One example is
to use the weld pool boundary to predict the weld penetration [106]. In this work, the boundary of the
weld pool was obtained from the weld pool image through image processing. The points of the boundary
are used to fit a model in a polar coordinate system whose origin is also adaptively identified. The length
of the weld pool and the distances at different angles from the origin are calculated to characterize the
geometrical appearance of the weld pool (boundary). They are used as the inputs of an ANN to predict
wp. In this case, the length and distances at different angles are the hand-crafted features and their
computation is relatively comprehensive. However, there are no fundamental changes in feature
extraction and modeling despite the increased complexities. The use of computer vision and ANN both
started to become popular in welding in 1990s [107-110].

Hand crafting the features is based on understanding of the physical process why the features proposed
may correlate to the penetration state variables to be monitored. The success is checked/verified by the
error of fitted models. If the error is larger than expected, another model is fitted or the features are
modified. Either change involves manual processes: writing algorithms to fit the parameters in the new
model structure, proposing new features that may be more promising, and revising algorithms to extract
the new features from the raw data =. Such manual processes are not automated and take time to realize
and check the results. More importantly, even if the raw information may have sufficient information to
determine the penetration state, if it can be effectively used to actually monitor the penetration depends
on human. The complexity of the problem, detecting the red interfaces/activities underneath the surface
from indirect observation from the green interfaces limit the ability to succeed. A way to better assure
the success in a systematic way would be expected to be a game changer. Deep learning is such a game
changer.

In the web of science up to April 11, 2022, within all the records related to “weld penetration”, there are
77 records [1-77] with “machine learning" or "deep learning" or "deep-learning" or "machine-learning" or
CNN or RNN where CNN (convolutional neural network) and RNN (recurrent neural network) are the two
most widely used networks for deep learning related welding. These references 1-77 are listed per their
order from the web of science research. From April 12 to December 31, 2022, there are 15 records added
forming our reference 78-92. Among these papers, those that do not automatically extract features from
complex phenomena are excluded [18, 38, 45, 50, 53, 58, 63-66, 68-77, 82, 83, 87, 89, 90, 91] from our
analysis and discussion.

We wish to specifically mention earlier works prior to 2020 including (1) two conference papers “Seam
penetration recognition for GTAW using convolutional neural network based on time-frequency image of
arc sound” (2018) [62] and “Convolutional neural network using Bayesian optimization for laser welding
tailor rolled blanks penetration detection” (2019) [61]; (2) two journal papers “DeepWelding: A deep
learning enhanced approach to GTAW using multisource sensing images” (2029) [14] and “Weld image



deep learning-based on-line defects detection using convolutional neural networks for Al alloy in robotic
arc welding” (2019) [13]; and (3) two PhD dissertations (from Google Research for “weld penetration deep
learning dissertation” but not in Web of Science) “Chao Li, 2019: WELD PENETRATION IDENTIFICATION
BASED ON CONVOLUTIONAL NEURAL NETWORK. University of Kentucky” [93] and “Zarreen Naowal Reza,
2019: Real-time Automated Weld Quality Analysis from Ultrasonic B-scan Using Deep Learning. University
of Windsor”[94]. These earlier records suggest (1) studies on deep learning based weld penetration
monitoring started no later than 2018; (2) Peer-reviewed journal papers first appeared in 2019. As such,
2018 is considered Year Zero for deep learning based monitoring of weld penetration and 2019 signified
its acceptance from peers.

4. Raw Information — Weld Pool Image

Monitoring the weld penetration can be considered as a two-phase process: deciding the phenomena £
(Phase 1A) and measuring them (Phase 1B) and developing a model that uses the information from E as
the input to predict the penetration state variables (Phase 2). Stage 1 efforts fundamentally contributed
to Phase 1A. Phase 1B capabilities have been continuously developed/improved as there are general
needs to monitor the welding processes for their current [111], voltage, arc radiation [112], sounds and
acoustics [113], temperature fields [114], weld pool and weld pool surface [115-120] etc. In particular, the
abilities to image the welding process and weld pool have been greatly enhanced by electronics for high
speed, high spatial resolution, and high dynamic range. The welding phenomena can be viewed more
clearly and faster despite the poor environment. As human welders are capable of controlling welding
process per their visual feedback, more powerful raw information can be provided. The raw information
can be from different sources to reflect the welding process from different angles. As we are unable to
view the red phenomena (Fig. 2) directly and the physical process that determines the transition from red
phenomena to the measured green phenomena 2 is complex and not fully known, more information in
general helps. However, the effective use of the raw information is also more complex. The human
crafting based trial-and-error approach as in Stage 1 and Stage 2 for Phase 2 meets increasing difficulties.
As deep learning packs all individual, human involved, separate processes into a single automated process,
the raw information becomes the major factor determining the success for weld penetration monitoring.

4.1 Justification

Weld pool is undoubtedly the most important weld phenomena and is where all welding phenomena
originate [121]. However, this does not directly justify, and none has theoretically proven, that it has
sufficient information to determine the penetration state. Many studies used weld pool images to
determine the penetration without reasonable justifications for the sufficiency of the raw information.
However, it is true that human welders can only concentrate on watching the weld pool during welding
and skilled welders are capable of assuring weld penetration in an acceptable range in most cases. They
do adjust their operations per their observation on the weld pool. This suggests that the weld pool has
reasonable information to determine the penetration in certain operation conditions for example the
variations in the manufacturing conditions are in the tolerant range about the nominal ones.

While the weld pool may have the needed raw information to determine the penetration state, it has
never been crystally clear what are the critical information in the weld pool that determines the
penetration state. Earlier works correlate the penetration state to the oscillation of the weld pool [102,
103], while later works correlate to the weld pool boundary or geometrical appearance (size and shape)
[106, 107]. Even for the oscillation and geometrical appearance, it is still not crystally clear what are the
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critical information. The frequency of the oscillation has been used as the major critical information to
correlate to the penetration [103] so that various methods have been proposed to monitor the oscillation
frequency [122, 123] and the frequency has been used a model input (feature of the weld pool) to predict
the penetration state. The length and width have been used as the major critical information as the
features of the weld pool geometry to correlate to the penetration. More comprehensive approaches are
to use a geometrical model or a set of feature parameters (length and relative widths in relation to the
width, possibly also the area of the weld pool) [124] to provide more accurate description for the size and
shape, i.e., the geometrical appearance the human welder may perceive/feel) [125-128].

As it is not crystally clear what is the critical information, such human crafted features for weld pool vary.
Each different set of crafted features may require a different approach to acquire the relevant weld pool
raw information. In the pool oscillation based approaches, the raw information has been those that can
be used to calculate the frequency of the weld pool including arc voltage [103], arc radiation [122], etc. In
the pool boundary based approaches, the raw information is the boundary of the weld pool and different
approaches have been used to acquire the needed raw information. A way is to extinguish the arc by
short-circuiting the arc on purpose or taking advantage of the natural arc short-circuiting period [ 129] to
image the weld pool. Additional ways include pulsing the current to image during the base current period
[130], using pulsed illumination that is much brighter than the radiation of the arc and synchronizing the
camera shutter with the illumination pulse [131].

We should realize that the oscillation and boundary are not all the phenomena the human welders may
perceive from the weld pool. They were proposed as there are limitations on our imagination and
reasoning for more comprehensive features and limitations on our abilities to more completely
measure/image the weld pool. For example, most researchers can understand that the 3D surface of the
weld pool is more comprehensive and should have more sufficient information to determine the
penetration state but more of them used 2D boundary of the weld pool as the 3D surface is more difficult
to image and then extract from the image. Two methods have been proposed to measure the 3D surface,
stereo vision approach and reflective method. The stereo vision approaches acquire two images from
different angles either using two cameras [132] or a camera with a biprism [133]. However, it is still not
clear what are the critical information from the 3D surface. A set of characteristic parameters has been
proposed to characterize the 3D weld pool surface by introducing/adding a novel 3™ dimensional
parameter, termed the convexity that is ratio of the thermally expanded metal above the original work-
piece surface normalized by the pool length, to the width and length of the weld pool [134]. This set of
characteristic parameters is found to represent the penetration state in full penetration well and has been
used to as the input of human welders for their adaptive intelligence [135, 136].

As such, it is not only challenging for researchers to propose promising/selected raw information from the
weld pool, but also challenging to develop the associated measurement method to acquire the raw
information, to propose the right features, and to process the raw information to extract the features.
With all of these efforts, the chance to succeed may not be promising.

Weld pool images may be incorrectly assumed to be the same as human observation. While this
assumption cannot be true, they still have abundant information about the weld pool, although not all of
them, and many phenomena the human welders may respond to. Calculating any hand-crafted features
from them may lose raw information that may be critical in determining the penetration state. If a method
is available to directly use the images with the raw information preserved, unintentional loss in
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transferring to the hand-crafted features can be avoided. With the development of the deep learning
algorithms, models that can be trained convergently become complex. This allows the increase of the
dimension in the model inputs. Crafting features from raw data to reduce the dimension of the model
inputs and model complexity becomes unnecessary.

As such, direct use of the weld pool images of high dimensions becomes realistic. This provides an
opportunity to use “standardized” raw information. While the critical information in the weld pool images
that actually determine the specific penetration state variables in specific applications differs from
application to application, the method to acquire the weld pool images may be “standardized” rather than
“customized”. The development of the deep learning algorithms also improves the standardization of the
model training. Using deep learning to monitor the penetration becomes (1) determining if the specific
penetration state possibly correlates to the weld pool; (2) if yes, conducting experiments to collect (pool
image, label) where label is the penetration state variables concerned; (3) choosing a suitable deep
learning model to correlate the weld pool images to the labels and train the model using quite
standardized training procedure. In many studies, Step (1) is fully ignored and the correlation is assumed
and validated by the modeling error.

Table 1: Deep learning-based penetration state monitoring using one wed pool image.
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The green highlighted studies in Table 1 use weld pool images as inputs of a deep learning model to
directly predict penetration state variables and they are listed in the order of their publication time or the
time of their first public appearance as indicated in the Web of Science. Listed also include works that
detect image features to be used to predict the penetration as highlighted yellow in Table 1. They are
listed as references but will not be discussed as they do not directly use weld pool images as the model
inputs to predict the penetration.
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As all the inputs are the weld pool images, the major difference among these works lies in their outputs.
A number of them [12, 13, 15, 16, 40, 49, 88] focused on classification of the penetration state. In addition
to incomplete and complete penetration, some of these works also added over penetration or burn-
through. Some of these works refer incomplete and over penetration to as defects and this is true for an
application that requires complete penetration. A number of later works in Table 1 use weld pool images
as inputs to predict the quantitative measures of the penetration, d for incomplete penetration and w,,
for the complete penetration. Jiao’s work [41] fused the current with two previous weld pool images to
consider the dynamic behavior of the welding process, although the number of the images used as the
model input is still one. Zhang’s work [13] combined two weld pool images taken from two different angles
and one back-side image into a single image as the input. Using multiple information source and dynamic
information source will be discussed later.

4.2 Instant Weld Pool Image

The work by Zhang [13] is the earliest work published in a peer-reviewed journal in using deep learning to
monitor the penetration, regardless of the information source and the actual model structure used. The
authors used Fig. 5 to illustrate the difference between conventional and deep learning based approach.
The single image on the left used as the input of the deep learning model includes the weld scene taken
at a leading angle (right, upper), weld scene behind the pool (right, lower) and back-side of the weld (left).
Similar images have been imaged previously in an earlier publication by the corresponding author Chen
SB [137]. Fig. 6 shows the visual images associated with different penetration states: incomplete,
complete, and over penetration. A CNN model has been successfully established to classify the
penetration state from such images.
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Fig. 5 Illustration of difference between conventional and deep learning based approaches in weld pool
image based monitoring [13].
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Fig. 6 Images associated with different penetration state [13]. From left to right: incomplete, complete
and over penetration.

While the input weld pool image above includes the scene from the back-side (purple in Fig. 2), the work
by HZ Zhang [49] only used the weld pool image taken from the front (red interface in Fig. 2). They acquire
the weld pool image during laser welding process using a co-axial camera for a co-axial view of the weld
pool and keyhole. A co-axial view in laser welding is a standard monitoring technology in laser welding
that uses a dichroic mirror whose principle is shown in Fig. 7. The reflection and transmission properties
of such a dichroic mirror change with the wavelengths. A proper dichroic mirror allows the laser
(wavelength) to be reflected to the work-piece and the lights emitted from the weld pool to pass through
to reach the camera. Images in Fig. 8 can thus be obtained co-axially while such a co-axial view in arc
welding is less straightforward [138, 139] and is considered a significant innovation. The images on the
left clearly demonstrate that they are determined by the penetration state. ACNN model has been trained
to classify the penetration state from the co-axial image.
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Fig. 7 Co-axial view of laser welding process using a dichroic mirror [49].
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Fig. 8 Co-axial view of weld pool and keyhole during laser welding and corresponding penetration [49].

The above work is for laser welding which easily allows a co-axial view. It is arguable that the correlation
between the weld penetration with the weld pool image (from the red interface) is clearer and more
definite in a keyhole welding such as laser keyhole welding than in a melt-in process such as GTAW (gas
tungsten arc welding). As such, the monitoring of penetration may be more straightforward in laser
keyhole process, allowing a clearer image (co-axial view) and having a stronger process feature due to the
keyhole, than a GTAW process where the keyhole and co-axial imaging are not typical. Hence, Zhang ZF
[13] included the scene from the back-side so that the input image has more sufficient information. In the
work by Xia [16], the process to be monitored is a keyhole GTAW, termed K-TIG in literature [140]. This is
a special GTAW process where a keyhole is typically needed to assure the penetration using an extremely
high current. A coaxial view is more challenging so that the weld pool images were taken non-coaxially
(Fig. 9). As can be seen in Fig. 10, the correlation between the weld pool image and penetration state
becomes less apparent. However, using a CNN, the weld pool images can still predict the penetration
states and detect defects.
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Fig. 10 Weld pool image in K-TIG process acquired using an HDR (high dynamic range) camera [16].

While the earlier works focused on classification, later works in Table 1 that use a single weld pool image
as the input of a deep learning model provide quantitative prediction for the penetration state, in
particular wy, for complete penetration and d for partial penetration. All these works for the complete
penetration were from the University of Kentucky while the work for partial penetration is from Osaka
University. For the complete penetration, the label can be easily acquired and paired with the weld pool
image so that the acquisition of the data for training, validation and test is relatively straightforward.

“End-to-end prediction of weld penetration: A deep learning and transfer learning based method” by Jiao
[12] is a paper that first appeared online in January 2020 but the special issue was published in March
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2021. It is for classification of penetration state in GTAW. In the previous work [13] reviewed from GTAW,
three images were used including one from the back-side (purple interface) and the information in the
image is more apparent for different state. In this work, only one weld pool image is used. The penetration
state (label) is measured using a second camera but the label is only used for training and is not part of
the input of the prediction model. As the raw information is less and is less apparent than that in Fig. 6
[13], extra effort may be needed. Using a CNN, the accuracy for the classification was 92.7%. To improve
the accuracy, Jiao developed a transfer learning approach based on residual neural network (ResNet). This
ResNet-based model was first pre-trained on ImageNet dataset with the hope to better extract the feature.
The dataset from this work was used to just modify the fully-connected layers. The accuracy was improved
to 96.35 %. As shown in Fig. 11, mis-classification only occurred in the transition between two adjacent
states.
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Fig. 11 lllustration of test result for transfer learning [12].

“In-process prediction of weld penetration depth using machine learning-based molten pool extraction
technique in tungsten arc welding” [80] uses a ResNet to extract the weld pool boundary from weld pool
image. The weld pool shape is then correlated using an ANN to the penetration depth. We note that deep
learning is not used to directly correlate the raw image to the penetration but used to segment the weld
pool to detect the weld pool shape. This shape is a kind of hand-crafted features and deep learning is used
as an image professing method to obtain the proposed features.

4.3 Dynamic Weld Pool Images

As mentioned, the weld pool image (red interface) in typical GTAW (melt-in mode) does not have very
apparent features to determine the penetration as these in Fig. 6 (including back-side image from purple
interface) or those in Fig. 8 and Fig. 10 where a keyhole is present. [141, 142] analyzed the evolution of
the convexity of the weld pool surface due to thermal expansion and penetration. When the penetration
is partial, as the weld metal, thus the thermal expansion volume, increases, more metal exceeds the work-
piece surface. After the penetration is full, part of the liquid metal flows toward the bottom of the work-
piece and this flow increases as w;, increases. The metal exceeds the work-piece surface tends to reduce.
As such, a partial penetration weld pool could be relatively small and convex while a full penetration weld
pool could be larger and less convex. Such changes should also be reflected in the weld pool image and
its dynamic change. This idea has been used to design image sequence recedingly [41] to improve the
classification accuracy. The weld pool images are sampled at 30 HZ. When a new image is acquired, this
image and the previous two, acquired 5 sampling periods ago and 10 sampling periods ago respectively,
form a new image sequence and are used as the 3-chaneel inputs of a CNN to predict the penetration
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state. It was found that using image sequence increases the classification accuracy from 92.7% to 94.2%.
Dynamic weld pool sequence thus provides another method to increase the classification accuracy in
addition to using the transfer learning.

Wang QY [7] is probably the first to quantitatively predict the penetration state from weld pool images
using a deep learning model. Per the above principle using dynamic evaluation of weld pool, Wang used
two weld pool images, one from the middle of the base current period when the weld pool is small and
the penetration reduces to partial and one from the middle of the peak current period when the weld
pool has grown, to predict wy, as shown in Fig. 12. The two weld pool images are used as the input of a
deep learning model to predict the penetration. The predicted wy, is used to visualize the weld pool to the
human operator. The human operator adjusts a virtual torch to control the welding robot [7] whose
motion follows that of the virtual torch through a virtual reality system.
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Fig. 12 Digital twin for human-robot collaborative welding based on deep learning predicted penetration

[7].

Yu R [78] further explored the contribution from dynamic weld pools. An HDR camera is used to acquire
the weld pool image in GTAW. The welding current and travel speed are purposely changed randomly in
specified large ranges. Multiple experiments were conducted and the actual current and travel speed
waveforms are not exactly the same in different experiments but having the same statistics theoretically.
Such large dynamic changes in the major welding parameters (current and travel speed) increase the
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challenges in predicting w;, but they simulate the environment where a penetration prediction monitoring
and control system operates while other existing works on deep learning based monitoring of penetration
state seem having ignored this critical requirement. By looking at Fig. 14, we can observe that the CNN
performed poorly in predicting the penetration at the start of welding when using a single weld pool image.
The model struggled to capture the drastic dynamic changes of the penetration that occur at the beginning
of welding, although it performed reasonably well during welding when the changes were less drastic. By
using the dynamic weld pool images recursively using a long-short term memory (LSTM) recurrent neural
network (RNN), accurate prediction is observed everything. The average prediction error for wy is less
than 0.3mm while it is 0.54 mm for the CNN using one weld pool image.
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Fig. 13 Welding current and travel speed in [78].
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Fig. 14 Deep learning models and their predictions [78].

In summary, it is not crystally clear if the observable weld pool is fully determined by the penetration state
and contains the needed, sufficient, raw information to determine the penetration. However, we tend to
hypothesize on its sufficiency as we do not have other more promising observable phenomena to use. We
believe this is at least partially true in certain applications as human welders can only observe it during
welding and skilled welders may assure the penetration in most cases. However, it is unclear what are the
critical raw information in the weld pool. Weld pool images appear to provide comprehensive phenomena
occurring on the weld pool. With the availability from deep learning, the weld pool image could provide
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a standardized input for deep learning models although the specific penetration state is application
dependent. However, our observation on human welder capability in assuring weld penetration does not
tell how “weld pool” is defined. We found that a single image from the instant when we predict may not
have sufficient raw information for non-keyhole process like GTAW. Using the transfer learning can
improve the accuracy through more effectively extracting “all possible patterns” in the data. However, to
further improve the accuracy, the sufficiency in the raw information needs to be improved. Per the
analysis of weld pool and penetration development, it appears that dynamic images are needed. This
desires a recursive deep learning model like LSTM-CNN.

5. Raw Information — Images from the Weld Pool

The weld pool images in the above section are general visual observation of the weld pool. The weld pool
may also be observed in other ways for its specific properties such as temperature field, 3D surface, pool
oscillation, and reflection etc. Such properties also result in images. We refer them to as images from weld
pool to distinguish from weld pool images. Table 2 lists papers that use images from the weld pool as
inputs for deep learning model to predict the penetration.

Table 2 Images from Weld Pool Used in Deep Learning

Ref & Authior Yoad Titls ;'\-,;_nal Mota| Procoss | OLMaodel | Madel Dutpat | Othar Nates
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q Yo, AW 20221 [lesming
Inling Defoctive Laser Weld identification by Processing Thermal image Cantain Thermal image
4 Buonporo | 20227 |Sequences with Machine and Deep Leaming Techrigues Laser NS Dofects sqquEnce
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5.1 Temperature Field

Welding and penetration are realized through heating and melting the work-piece. Temperature field
reflects the heating and melting and thus provides certain information about the penetration. It is not
clear if there is an exact mapping between the temperature field and the penetration. Theoretically, such
an exact mapping should not exist and the temperature field from the weld pool and its surrounding area
may not have sufficient raw information about the penetration. However, a change in the temperature
field can be caused by the weld penetration so that the temperature may be still used to provide an
estimate for the penetration in certain circumstances.

Yu RW et al. [9] defined different penetration states in cold metal transfer (CMT) butt welding as shown
in Fig. 15. They realized that the measurement from the infrared camera is not emissivity independent.
The emissivity on the weld pool surface varies with the slope and is not constant while it is on solid surface.
They thus believe that the measurement from the solid surface can better reflect the temperature. As
such, they first studied the transverse temperature profile at a fixed position behind the weld pool (along
the upper horizontal line in the image in Fig. 16). It was found that this temperature profile is always
Gaussian and the distribution of the parameters in the fitted Gaussian distributions is well separable for
different states (right in Fig. 16). Two fixed regions of interest (positions and sizes) are selected with the
intent for solid regions to be as close to possible to the weld pool. Each of them has been used as the
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input to fit a deep learning model to classify the penetration state. They both achieved 100% classification
accuracy. They noted that the temperature field is sensitive to surface condition/impurity and

recommended to clean the surface before welding.
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Fig. 15 Penetration states defined and to be detected [19].
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Fig. 16 Positions for temperature profile and regions of interest (left) from the infrared image and
distribution of parameters in the fitted Gaussian profiles (right) [19].
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Fig. 17 Detection of laser weld defects using sequential near infrared images [20].
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Reference [20] was published before [19] discussed above but it is much more comprehensive. As shown
in Fig. 17, a sequence of ngeqyence = 25 near infrared images are used as the input of the deep learning
model. The images are processed by a CNN through convolution and pooling to generate 112 features
that are inputted into three parallel classifiers through GRU (gated recurrent unit). Each of the three
classifiers classifies the weld into one of the six classes to generate a vote. The final prediction is decided
from the three votes. The accuracy reaches 97.8%.

Reference [79] acquired a sequence of thermal images; and used them/some of them to conduct cooling
analysis to propose 140 features, perform image analysis to propose 78 features; and crop them to do
video analysis to propose 5 features. A number of techniques including DT (decision tree), KNN(K-nearest
neighbor), SVM, and three CNNs to reduce these features. The reduced set of features are further down
selected using DT, KNN, and SVM. Finally, the selected features are used by DT, KNN, and SVM for
classification.

5.2 Weld Pool Reflection Images

Weld pool surface is three-dimensional but weld pool images provide only two-dimensional information.
There is a possibility of loss of raw information from weld pool to weld pool images. In particular, skilled
human welders are able to see it as a 3D subject. As such, weld pool images do not fully preserve the raw
information human welders can perceive from the weld pool. This potentially jeopardizes the needed
sufficiency in the raw information which is the key in deep learning based penetration monitoring. Studies
have been conducted to measure 3D weld pool surface and use it to predict the penetration and study
human welders’ response to welding process. It was found that the human welders can adjust welding
parameters per 3D surface of the weld pool. As such, 3D surface of the weld pool alone may provide the
needed information to determine the penetration as shown in [134].

Measuring the 3D surface of the weld pool is challenging. As discussed in Section 4.1, two methods have
been proposed to monitor the weld pool surface. However, only its features (characteristic parameters)
have been used to predict the penetration [134] and 3D surface has not been used as the input of a deep
learning model. As the computation needed for both methods to compute the 3D surface is extensive and
the algorithm requires the setting of the measurement system, it is indeed an interest to see if the images
can be directly used to predict the penetration without calculating the 3D surface first. This is possible as
the 3D information has been included in the images although has not been exclusively computed out.
Further, it is also interesting if the change in part of the weld pool surface would be sufficient.
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Fig. 18 Imaging of laser reflected from weld pool surface [119].
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Fig. 19 Reflective images of weld pool under different penetration states.

Fig. 18 shows such a measurement system that projects a laser stripe on the weld pool surface that reflects
it like a mirror to the imaging plane [119]. The camera aims at the imaging plane and obtain images with
the laser stripe distorted by the shape of the weld pool surface. The shape of the weld pool surface that
reflects the projected laser stripe changes with the weld penetration (Fig. 19) [141]. In [24], two reflective
images are used as the input of a CNN deep learning model to classify the penetration state. One of the
images is the reference one that is taken at the beginning of the welding when the weld pool is just
established. Another is the image taken in real-time when the prediction needs to be made. The
classification accuracy is 97.5% [24]. In [28], this method is used to predict w, under varying current and
travel speed. As can be seen, despite the simple image without details as in weld pool images, excellent
accuracy has been achieved. 3D surface, even if just partial, appears does have the needed raw
information for deep learning model to extract useful features.

A laser stripe may also be projected onto the solidified weld to detect the penetration state [143-146]. In
[143], this principle was verified. However, in conventional method, the laser stripe needs to be extracted
using machine vision algorithm [144]. When there are spatters and arc radiation, this may be challenging.
Deep learning approaches have been developed to extract the distorted laser stripes from noisy images
[147, 148]. In addition, when the weld is relatively flat, the distortion of the laser stripe is not apparent so
that the detection of the weld is challenging [144]. Using a CNN deep learning model, Ma GH et al. have
successfully detected the weld defects from the imaged laser stripe projected on the weld behind the
weld pool [47].

5.3 Active Pool Oscillation Image

Pool oscillation was among the first proposed to monitor the penetration. As we mentioned, oscillation
frequency has been the major feature used to correlate to the penetration. However, the pool is a three-
dimensional body whose oscillation is complex and difficult to craft its features. With the availability of
the deep learning approaches, it is possible to directly extract its relevant features automatically.

The system in Fig. 20 projects a 19X19 laser dot matrix to the entire weld pool [2]. Image (a) (lower left)
is acquired from Camera 1 and Image (b) (lower right) is acquired by Camera 2. Image (a) is used as the
input of a CNN and image (b) is used to calculate the label representing the penetration state. As can be
seen from Fig. 21, the reflection dots in the image are clear and distribute regularly in the beginning but
the number is small. This is because the weld pool is small so that the number of project laser dots being
intercepted and reflected by it is small. Also, the weld pool is convex and stable so that the reflection is
regular. As the weld pool increases, the oscillation amplitude is larger and shape of the weld pool surface
deforms significantly. The change of the mirror shape and oscillation of the mirror alter the shape of the
reflected laser dot pattern and the clearness of the laser dots. However, handcrafting features from them
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is challenging. Using a CNN, the reflection image can classify the penetration state with 97.6% accuracy
through voting from results from consecutive images [2].
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Fig. 20 Active Pool Oscillation Imaging System. Left: system principle; middle reflection image; right:
image for penetration label [2].
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Fig. 21 Active weld pool reflection images during a welding. The weld pool and penetration increase as
the time increases. [104, 149]

In summary, specific images from the weld pool provide specific aspects of the weld pool whose
importance/relevance is supported by physical mechanism. As such, although the general visual
information is reduced, other features are enhanced. However, as they may still be complex, deep
learning provides a meaningful tool to utilize these specific information.
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Table 3: Other raw information sources used in deep learning.

Raf. # Author Year Title Raw Information
Cross-Section Bead Image Prediction in Laser Keyhole Welding of AlSI Steel Using
L] ohs 2020 Deep Learning Architectures Procass input Images
Pradiction Moded for Back-Bead Manitoring During Gas Matal Arc Welding Using Welding parameter
£l HinC 2020 Supervised Desp Leaming waveform
| Sr;::i'n .p:rlﬂ.rﬂtiu-n mu-]l:;iliur- Fu-.r E;TP-;W 'JS-iII';E 'innv-ululiona.l neural nﬂ;\l::rt. !J::t.s;.'d
62 RenWJ) | 20185 |ontime-frequency image of arc sound Arc sound waveform
A hovel Comvolulional Meural Network Based on Timex201 3, Frequency Specirogrem ol
14 Ren Wl 2021.2  |Arc Sound and Its Apglication on GTAW Penetration  Classification Arc sound waveform
Detecting Process Anomalies in the GMAW Process by Acowstic Sensing with a
19 Rohe, M | 202112 |Convolutional Newral Metwork (CHN| for Classification Acoustic waveform
| Penetration Rém.gm.llan In GTMI;." il'nl'.l'_'|dil‘lg E»asu.;:'l an TIn‘TL‘ and éncctruﬁ Images of
Bl Wul 20229  |Arc Sound Using Deep Learning Method Arc sound waveform
‘Weld penetration identification with deep learning method based on auditory
B4 Gao YF 202212  [spectrum images of arc sounds Arc sound waveform
Deep Learning Empowersd Structural Health Maonitoring and Damage Diagnostics Multiple guided
86 Thang £ 20227 jfor Structures with Weldment via Decoding Ultrasonic Guided Wawve Ultrazonic waves
6. Other Raw Information

In addition to weld pool images and images from weld pool, other raw information sources have also been
tried to predict the penetration using a deep learning based approach. Table 3 is an up to date list.
Similarly as for the review and analysis for weld pool images and images from the weld pool, works that
do not directly use raw information as inputs and involve artificial efforts to propose and extract features
are not included. In particular, some studies refer networks with multiple hidden layers to as deep learning
networks but having extracted features as inputs as deep learning. Such studies are not included. Using
support vector, forest tree, decision tree and other machine learning approaches requiring crafted
features are also not included.

Laser frradiation poin!

First generator G, Second generator G,

= |l Residual Jf
" = Blocks o
(CNN) Weld bea_d (CNN+cGAN) OM image
segmentation
b Weld bead i
I &t map segmentation OM image
o P
. S - N
First generator G, | "r‘i:;‘ + Second generator G,
Predicted
OM image

Fig. 22 A deep learning base approach to predict OM image from process parameters. (a) Overview; (b)

data flow [5].
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6.1 Welding Process Images

Fig. 22 [5] shows an approach to predict the metallography, that is, the optical microscopic (OM) image,
of the cross section of laser weld from two input maps/images, including the laser intensity map I, and
the interaction map of the laser welding process. There are ground trues of the OM images for each set
of input parameters including the laser intensity and laser-material interaction time while other welding
conditions are kept unchanged. This is not exactly the same as the deep learning models we have
introduced so far that use high-dimension complex inputs to predict low-dimension simpler outputs. What
to predict is also complex and high-dimensional. Of course, this OM image to be predicted includes the
penetration state and additional outcomes from the laser welding process.

Fig. 22 shows two generators. The first generator is to generate the profile of the weld, or the weld bead
segmentation in (a), from the two maps (Iy, t;). The data in box “Weld bead segmentation” in (b) provides
the ground true for the weld profile for the used (I, t;). If the generated profiles do not match with the
corresponding ground truth ones, the generator (parameters of the network) will be adjusted. For the
second generator, it generates the OM image from the profile. If the generated OM images do not match
with the ground true ones, the generator will be adjusted.
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Fig. 23 Encoder-encoder formed generator using generator 1 as example [5].

Fig. 23 shows the principle of the generators, that is similar for both generators, using generator 1 as
example. The inputs are two channels of 138X142 images and the output is a binary image of the same
dimension — 138X142. The encoder is a CNN without fully connected network so it conducts convolution,
reduces dimension and increase channels. The decoder is an inverse of the encoder in the structure but
the weights are subject to independent tuning from their counterparts in the encoder. It conducts
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transposed convolution, increases dimensions, and reduces the channels. The encoder and decoder are
jointly trained. Generator 2 has similar structure except for the input changes from two channels of images
to one binary image and the output changes from one binary image to a grey-level image (OM image). It
is trained similarly as generator 1.

In the majority of the works analyzed, the inputs are in the form of images and the output is low-
dimensional. CNN based deep learning models fit well for this kind of flow of data. In the work
demonstrated in Fig. 22 and Fig. 23, an encoder-decoder structure fits with encode to reduce data
dimension and decoder to increase the dimension. The dimensions of the inputs and outputs can be
flexible. However, in both cases, the raw data are not changed.

6.2 Waveforms

The work by Jin C [30] demonstrates another way to use deep learning. This work is to classify the weld
into incomplete and complete penetration while they refer the incomplete penetration to as “Without
back bead generation (0)” and the complete penetration to as “With back-bead generation (1)”. The raw
information they used is the waveform of the welding current an the process metal arc welding (GMAW).
However, they did not directly use the waveform as the input but converted the waveform into image of
scalogram using the popular Morlet wavelet transform (MWT). If any raw information was lost in the
conversion, such conversion would be considered a hand-craft operation and would be out of the scope
of this review paper for deep learning. We note that a Fourier transform does not lose any raw information
from its time-domain waveform as an inverse Fourier transform will produce exactly the same time-
domain waveform. As an improvement of the Fourier Transform for short period of signal that recedes
forward to allow separate control on the time and frequency ranges, the MWT also does not lose any raw
information. After converting to image, a CNN can be used to process the fully preserved raw information
in the waveform although the presentation of the raw information has been changed.
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Fig. 24 Scalograms transformed from current waveform [30]. Left: from an experiment; right: from a short
period of time.

The left of Fig. 24 shows a scalogram for a welding experiment. For anytime, the color along the
corresponding vertical line changes as the frequency changes. The color is the amplitude of the
component at the particular frequency. As such, this is a 3D matrix data showing the change of the
frequency behavior of the waveform with the time. For real-time prediction, the time range is reduced to
0.5 second in [30] resulting in an image on the right in Fig. 24. The penetration state corresponding to this
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period will be the label. The CNN model with the image in the right as input is supposed to predict the
label. The CNN model is trained to predict all the labels well using their corresponding images exemplified
in Fig. 24 right.

We have to note that the prediction accuracies in [5] using laser process inputs as represented by the two
images are 89.0% for penetration depth and 93.6% for weld bead area. The classification accuracies in [30]
using the scalogram was 95.7% for cases with back-bead generation and 91.2% for cases without the back-
bead generation. Overall, the accuracy appears to be lower than those using previously reviewed raw
information sources, weld pool images or images from weld pool. This appears to be well understandable
as they use just process inputs (including welding current waveform [30]) rather than process feedback.

Arc sound is another kind of waveform as raw information sources that have been studied as inputs of
deep learning models for weld penetration prediction. We have seen that Jin C [30] converted the current
waveforms into images. For images based raw information, images at a time already provide complex
information that may already be sufficient for certain application; next level of information from their
dynamic evolution may not always be needed and are often ignored in studies we have analyzed.
However, for waveforms, they provide information only through dynamic evolutions. Otherwise, their
instant values do not provide features for “waveforms”. Hence, a time period is needed to provide
“waveform” and its possible features. As the features of the waveform are often provided in frequency
domain, the time-domain waveform in a time period is needed to conduct frequency features such as the
spectrum. This changes the time-domain waveform into frequency-domain “waveform”. When different
segments of waveforms are used, multiple frequency-domain waveforms are resulted. Per their time
order, these waveforms form an image with its row and column to present frequency and time. This is the
time-frequency image. The scalograms in Fig. 24 are a kind of time-frequency images. Time-frequency
images can be calculated using different methods. The scalograms and spectrogram are calculated from
waveforms using MWT and short-term Fourier transform, respectively. A similar method that uses short
time Fourier transform to convert the waveform of the arc sound into image as the input of a deep
learning model has also been reported [84].

Ren WJ [62] uses the arc sound waveform in the peak current period to predict the penetration. Such
waveform results in the arc sound spectrum. The waveforms from the current and past peak current
periods form colored images. Such a colored image is the spectrogram. A 3D data matrix provides the
same information as the colored image and is thus another form of the spectrogram. In this way, the
image of spectrogram is obtained and represented by a 3D data matrix. For an input in the form of image,
a popular deep learning model is the CNN that is also the one used by Ren WJ [44, 62]. They obtained a
high classification accuracy of 98.2% for GTAW of aluminum. This appears to be a high accuracy. This
implies (1) the arc sound has sufficient raw information for the penetration for this application — pulsed
GTAW of aluminum; (2) the deep learning successfully extracted the critical features from the arc sound.

Rohe M [19] studied the possibility to detect the deviation, of the flow rate of the shield gas during GMAW,
from the nominal one. The process sound is used as the raw information source and a CNN is trained as
the classifier. The study is meaningful as the flow rate of the shield gas affects the process stability. The
process stability affects the weld quality through the metal transfer process whose regularity and mode
may be detected from the sound. Rohe [19] used a microphone with a fixed distance to the torch/arc to
collect the sound from the welding process, resulting in the waveform of the process sound. Again, the
waveforms are converted into images of spectrograms as the inputs of the CNN. The CNN classifies the
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flow rate of the shield gas and each class of flow rate corresponds to a class of weld attributes: occurrences
of the pores and cavities. The overall classification accuracy is 84%.

Wu J [81] uses the arc sound waveform as the raw data to classify the penetration into three classes - full
penetration, non-penetration and excessive penetration — for GTAW (Fig. 25). The sound waveform on
the left is converted into two types of images, time images and spectrum images, using Adobe Audition
software. They claim that human observation can distinguish the penetration class from the waveform
(Fig. 26). As such, the needed raw information should be contained in the waveform. “VGG16, AlexNet,
and custom convolutional neural network (CNN) were used to extract image features, and softmax was
used to classify images for penetration recognition” [81].
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Fig. 25 Classification of weld penetration from arc sound waveform [81].
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Fig. 26 Correlation between waveform (waveform images) and penetration class [81]. From left to right:
waveforms corresponding to full penetration, non-penetration and excessive penetration.
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Fig. 27 Damage classification of welded structure from guided ultrasonic waves [86].
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Fig. 28 Formation of the input image by four waves [86].

Zhang Z [86] used four guided ultrasonic waves to form an image as the input of a CNN to monitor the
health of welded structures and diagnose possible damages. The health conditions/damages are classified
into 16 damage states. As can be seen in Fig. 27, the dataset for training is generated using numerical
simulations that each time assume a specific damage state (label) in the specific structure being studied
to calculate the guided ultrasonic waves (input of the CNN). Fig. 28 shows the formation of the input image
by four waves. After training, the CNN can take the actual guided ultrasonic waves to diagnose if there is
a damage and where is the damage (what is the class of the damage in the structure).

In summary, other raw information sources not specific from the weld pool have also be used as the raw
information of deep learning models. The accuracies are diverse per the physical correlation between the
raw information with the penetration state or the weld quality concerned. If the raw information is not in
the form of images, conversion has been conducted to produce its equivalent image form. The most
popular deep learning model structure (CNN) that takes images as the inputs can thus be used. If the
output is also complex, a decoder has been included into the model [5]. As such, different forms of raw
information and concerned outputs can be addressed using a deep learning approach as long as the raw
information is not simple. Otherwise, if the raw information is simple and low-dimensional, the deep
learning approach would not be needed.

7. Multiple Raw Information Sources

As we have analyzed, one of the most critical requirements for deep learning is the sufficiency of the raw
information. This is because deep learning provides possibility to extract the critical information from
complex phenomena automatically. That is, complex information may be effectively utilized. However,
this is not true for conventional methods that require us to simplify the raw information to utilizable
features. As such, complexity and redundancy of the raw information may be less concerned than the
sufficiency. As multiple raw information sources tend to help enhance the sufficiency, different raw
information sources have been used together to predict the penetration by deep learning models.
However, it still needs to point up that using multiple information sources should be justified for the
specific application for its benefits against the increased cost due to hardware associated with multiple
sensors, accessibility, and increased need for training data.

30



Table 4: Multiple raw information sources used in deep learning

Ref. # Author Year Title Raw Information
DeepWelding: A Deep Learning Enhanced Approach to GTAW Using Different Visual
14 Feng YH 20201 [Multisource Sensing Images Sources
| heél.:t.i.me Iase-r ke;,:hul.; welai-ng p-em;_"tral'.l-un 5t-ai:l.z mclnit.l:lr-lng I:;.ased;n -E:UI'.I'II;I;'IE.IZ.’-';:':i;I.Ia|. i
1
4 Cai'w 2021.10 |adaptive fusion images using convolutional neural networks Images
Deep learning-based penetration depth prediction in A4/Cu laser welding ‘Visual mage,
BS Kang 5H | 202211 jusing spectrometer signal and CCD image reflection spectrum
| |Prediction of penetration based on infrared thermal and visual images during
57 liang A 20219 |pulsed GTAW process Visual and infrared
| Visual-Acoustic Penetration Recognition in Variable Polarity Plasma Arc

11 Wu D 2020 l'l.l'lr'r_'lding Process Using Hybrid Deep Learning Approach Visual and Sound

The work done by Feng YH [14] is among the earliest that used deep learning to predict the penetration
and probably the first to use raw information from multiple sources in deep learning-based approach for
weld penetration monitoring. There are three kinds of images: (1) the active vision is to apply an
illustration laser that is brighter than the arc radiation intensity in the wavelength band of the imager; (2)
the pass vision is to directly view the weld pool and arc; and (3) the reverse electrode image (REI) [149] is
that of the reflection of the tungsten electrode from the weld pool surface. Each of them has been proven
to provide information on penetration. In particular, the active vision gives the weld pool boundary clearly
that has been used to predict the penetration [153]. The passive vision gives the weld pool image we have
discussed first in Section 4 of this paper. The REl is an invention from the authors that has been proven to
be capable of predicting penetration. However, such images may not always be ideal. Hence, for all images
and all kinds, they are denoised first and judged by a deep learning-based Image Selector to decide on the
image quality for acceptability. Accepted denoised images are input into the respective deep learning
networks for Image Classification (penetration classification). The same accepted image is used as the
input for five parallel deep learning models, AlexNet, DenseNet, ResNet, VGGNet, and CapsNet. For each
kind of deep learning model for example AlexNet, it varies for different kind of weld pool image, i.e., active
vision, passive vision and REIl. For each kind of image, there are five predictions from the five models.
Plurality Vote selects the majority that is equal to or greater than 3. As such, for each kind of image, there
is a prediction. The final prediction is the majority of three predictions from three kinds of images. In case
one kind of image is dropped, there may be two different equal votes. In this case, the vote from the kind
of image with greater score may be used as the final prediction. As such, a comprehensive network frame
is established to use deep learning to detect the penetration from multiple raw image sources. Without
deep learning, handcrafting features from these images may be very difficult.

In the above work [14], the weld pool is imaged in three different ways. In [13], the weld pool is imaged
from different views. It may also be considered to use multiple raw information. In [78], the weld pool
image from each time is processed by the CNN to generate an intermediate result and the LSTM-CNN
outputs the final result based on the immediate results from the present time and previous times. In high
energy beam welding such as laser keyhole welding, the metal vapor is rejected from the work-piece. In
such processes, the metal vapor is highly dynamic/fluctuating and is not believed to be fundamentally
relevant to the weld penetration. The critical information in the image is the keyhole and weld pool. The
presence of the metal vapor affects a clear view of the keyhole and weld pool. As such, in the ten images
taken continuously by a high speed camera, five images with less vapor can provide better weld pool views.
However, vapors still exist in these five images. As the vapors are highly dynamic, they appear differently
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in these five images while the weld pool changes much less significantly. They can thus be fused relatively
straightforward to form a fusion image. The fusion image can then be used as a single input into a CNN to
classify the penetration state. This demonstrates another way to utilize multiple information sources.

While we have discussed using multiple information sources of the same kind, studies have used different
kinds of raw information sources to predict the penetration based on deep learning. In [57], visual and
infrared images have been used together. As we mentioned, the weld pool is where complex welding
phenomena originate. As the weld pool is “red interface” that is not most directly determined by the
penetration, missing phenomena from the weld pool reduces the sufficiency of the raw information. As
we do not know what phenomena are critical and deep learning is capable of extracting the most relevant
features, more complete raw information is helpful. Using the two most important weld pool information,
visual and thermal, thus makes good sense. To effectively utilize the information from two different
resources, Jiang R [57] developed a dual-input Faster R-CNN (region-convolutional neural network) model.
A R-CNN has two stages with the first to identify a subset of regions in the image which may contain the
object of interest and the second to classify the object in each region [150].

We have reviewed and analyzed works that use either weld pool images or acoustic/sound waveforms as
the input for a deep learning model to predict the penetration. Both of them have achieved reasonable
accuracy. We expect that using them together as the raw input would produce even better results. Fig. 29
shows how the weld pool image and acoustic waveform are used together [11]. As can be seen from Fig.
29, a waveform is still converted into image. Two parallel CNNs are used to extract features from the weld
pool image and the waveform converted image respectively. The features are fused together as the input
of a fully connected neural network to class the penetration. A very high classification accuracy, 98.18%,
was achieved.
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Fig. 29 Using weld pool image and acoustic waveform to classify the penetration based on deep learning
[11].

In [85], Kang uses the coaxial image of the keyhole and the waveform of the intensity of laser reflection
at a particular wavelength as the inputs to train a deep learning model to predict the penetration depth
in overlap welding on an Al/Cu stack using a laser keyhole process. For the training dataset, the label is

obtained using an optical coherence tomography (OCT) that can give the keyhole depth.
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8. Basic Models and Approaches

We have discussed various kinds/categories of raw information sources proposed in literature for being
used to estimate weld penetration using different deep learning models. For each particular application,
a selected subset of them, single or multiple, is used. Ideally, this subset is minimally necessary in assuring
the sufficiency of the raw information in addition to being realistically implementable and cost effective.
The determination and selection of this subset is an art and good understanding of the physics of the
subject welding process as well as that of the sensors is critical. However, due to the complexity of the
process, the sufficiency is only assumed but not guaranteed.

With the assumed sufficiency of the raw information, an appropriate deep learning model is selected to
use the selected raw information (or its pre-processed surrogate) as its input to calculate the weld
penetration as the output. The difference with conventional modeling lies in that a deep learning model
directly processes the raw information rather than its representative, i.e., the extracted features. Instead,
the feature extraction is no longer a separate process from the model fitting but is combined with it. This
combination allows the feature selection and corresponding model fitting be automated together. The
combined automated process allows us to find the best representative of the raw information and its best
corresponding model through automated computation, which is not achievable of the features are hand-
crafted as in conventional modeling.

Each deep learning model may be considered a cascade of featuring and fitting. Both of them are
parameterized so that the deep learning model is parameterized. Training a deep learning model is to
optimize its corresponding set of model parameters. This becomes the same as conventional model fitting
that finds optimal values of the model parameters to minimize the difference between the model
predictions and the used labels/observations. The key difference between deep learning models and
conventional modeling approaches is that deep learning models are designed to extract relevant
information from raw data, theoretically maximizing accuracy. In contrast, conventional modeling
approaches require human involvement to craft features, which can limit the model's ability to achieve
optimal accuracy depending on the effectiveness of the human efforts/experiences.

The unique ability of deep learning models is primarily due to both the complexity of the model and its
particular structure/mechanism. The complexity assures there are sufficient parameters that can be
adjusted so that a model structure may possibly provide versatile, ideally universal, abilities for various
natures/dynamics/mappings of the underlying processes being modeled. To provide a good possibility,
the model structure must be effective to capture most, or many, of common natures in various processes.

8.1 Classical Machine Learning

Deep learning is part and latest development of machine learning that can be characterized by “finding
from data”, rather than analysis of the mechanism of the underlying process/phenomena. The Least
Squares, either linear or nonlinear, may be considered the oldest method for “finding from data”.
However, it relies on the availability of a model structure that has been obtained from mechanism analysis
and is not to make findings primarily from data. For machine learning, the role of mechanism analysis
playing in making effective findings reduces. Dependence on the mechanism is reduced by more intensive
use of the data to try, exhaust within certain limits, different models (which may also be suggested
through mechanism analysis that is labor intensive and the success depends on effectiveness of the efforts)
and use the training data set to find the best. To this end, the data must be processed extensively, of
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course by computers/machines. As such the learning is made/achieved primarily by a machine and was
termed as machine learning [151].

Classical machine learning methods that have been used in penetration monitoring include support vector
machine (SVM) [35], decision tree [27], random forest [17, 43], bagging trees [37], and neural networks
(NNs) [153] etc. Their slight difference with deep learning lies in that the number of variables that may be
adjusted to alter the output of classical machine learning models is relatively small so that their
learning/training is relatively easy to converge and that the required number of data is relatively small. Of
course the ability to universally model various processes is also relatively limited. SVM and NN are among
popular classical machine learning approaches.
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Fig. 30 SVM ideas

SVM is a supervised learning model that is specifically for classification and regression analysis. Fig. 30(a)
shows an example using a two-dimensional feature x = (x;,x,)”. The data set used for training,
(x;,¥))'s (i =1,...,n), can be illustrated by the dots in the feature space with blue for y = 1 and green
for y = —1. Classification is to use this data set to find a hyperplane defined by wx — b = 0, where wiis
a 2 X 1 rowvectorand b is a scalar, to classify a futuregivenxtoy = 1ifwx—b >0ory = -1 ifwx —
b < 0. This can be done if the dots in training data set are fully separatable by a hyperplane as shown in
Fig. 30(a). If the data set is fully separatable, there must be an infinite number of such hyperplanes. For
such a hyperplane #J, each x; has a distance d;; toitand d; = 1121'121 d;; is the separation margin for this

hyperplane. The hyperplane with max d; that achieved the maximal separation margin from the data set
)j

is the learned support vector classifier and we are returned with its parameters (w, b). It can be proven
that its separation margin is 2/||w||.

If the data set is not fully separable, for any hyperplane #;j there must be dots falling on the wrong side.
However, if their distances to hyperplane #j is small enough, for example not great than a given tolerance

€ > 0, we can forgive and not count them in calculating d; sothat d; =  min _ d;;. Thisintroduces the
1SLSn,dij>£

soft margin while it is the hard margin when € = 0. With the concept of the soft margin, this support
vector approach can be easily extended to regression where y, to be predicted from x is no longer
Boolean but a real number. As such, in the data set (x;,y;)'s (i = 1, ...,n), y;'s are the target values for
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the hyperplane to approximate. We will still minimize the maximal distance 2/|lw|| = maxd; but any
Jj

hyperplane w;x; — b; withany d;; = |yi - Wx; — bj| > ¢ will be disqualified. Hence, the maximal fitting
error is bounded by € > 0. In our discussion, wx — b is linear with the original feature space x. Fig. 30(b)
shows a case that is not linearly separable but nonlinearly separatable. In this case, kernels functions may
be proposed to make it linearly separable. Kernels can also be used for regression problems. This approach
has been used in [35] to predict the backside weld bead width using weld pool surface feature vector
consisting of the width, length, and convexity of the weld pool surface as the characteristic parameters of
the weld pool surface [134] in GTAW. It has been also used to solve weld penetration monitoring problem
in [134].

Skilled welders may maintain the desired weld penetration by adjusting welding parameters based on the
observation of the weld pool. However, it is unclear how they make their judgement in estimating the
penetration. A common perception is that the width and length of the weld pool may contain major
feedback information that welders may have from their observation of the weld pool. However, studies
found that the width of the weld pool is not very sensitive to the change in the weld penetration [152].
To comprehensively understand the human welders’ responses, the concept of geometrical appearance
has been proposed to characterize the perception the welders may have from their observation. It has
been proposed to characterize the geometrical appearance using the length of the weld pool and nine
rear angles measured at nine positions [153]. It was found that the rear of the weld pool boundary is much
more sensitive than the front of the weld pool. The distance from one position to next (for the nine
positions from the pool rear) thus increases following a specified schedule. Experiments under different
welding conditions and varying welding parameters have been conducted to generate weld pool images
and back-side bead width. The total number of the samples for training N = 7350. Neural networks (NNs)
with one hidden layer have been trained using the above proposed features as well as other comparative
features. The number of the inputs, ny, thus varies from NN model to NN model with different inputs
(corresponding to different sets of comparative features). n; = 1 for all models is the number of elements
in the output layer that outputs the back-side bead width. The number of the elements in the hidden layer

is determined by n, = il ) per [154]. For the NN model trained using the length and 9
3

10(nq+n3) - 5(ni+n

rear angles so that n; = 10, n, = 67~134 and n, = 100 were used. It was concluded “the geometrical
appearance of the weld pool, specified by the length and rear angles, contains sufficient information on
the weld penetration, judged by the 1 mm critical measurement of the modeling error. However, pure
size or pure shape parameters only contain rough information on the weld penetration.” The use of NNs
assures that possible nonlinear relationships between the proposed features and weld penetration be
adequately learned.
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Fig. 31 Pool rear angles/features as the inputs of neural network based weld penetration monitoring
using weld pool geometrical appearance [153].

In conventional model fitting, model structures are given and the data are only used to estimate model
parameters primarily. One may consider that classical machine learning models do not require particular
model structures and have certain abilities to find best relationships hiding in the data. In particular NNs
can be considered universal model structures which can provide different relationships by changing the
parameters. The SVMs use the worst-case and tolerance as the basis to maximally separate data. As such,
the data is used more effectively and classical machine learning may also be considered data-driven
approaches. However, they use pre-selected features as their inputs and the features are not
automatically selected from the data. There are thus chances the features are not optimally selected and
they may not be complex enough to sufficiently capture relevant information in the raw data. As data are
not used to optimally select features, the models are relatively less comprehensive requiring less data to
train than deep learning networks. As such, when the data size is relatively small and the features can be
reasonably appropriately selected, classical machine learning models may outperform deep learning
models. However, with the massively increased dataset, the performance of deep learning models will
increase significantly with dataset concurrently, while traditional models remain relatively stable as
shown in Fig. 32 [155]. As the requirement to train an effective deep learning model is mainly the
computation power and sufficient dataset, accompanied by the development of the hardware and
algorithms, the only major burden left is that how to acquire an ideal dataset.

']

Performance

Amount of data
Fig. 32 Deep learning compared with the classical machine learning [155].
8.2 Deep Learning Models
Different machine learning models have abilities to extract relevant information from different categories

of raw data sources. If the input data is given by images, CNN is an appropriate model form. Compared
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with the classical image processing techniques [156], the convolution (Fig. 33(a)) layer in CNNs could
replace the handcraft feature selection algorithm effectively. Multiple convolution process will give model
the ability to percept the target features; moreover, it can generalize the target feature’s pattern in the
model to contest the overfitting problem [157]. If the input data is given by dynamic data, such as a series
of images or other sequenced signals, the recurrent neural network (RNN) [158] will then be an
appropriate model to process such data. With the unique time delay unit (Fig. 33(b)) and sequential
connection from one to next, the long-range structural dependencies of the RNN can simulate time series
information [158].
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(a) Convolution principle [157] (b) LSTM Basic Cell [158]
Fig. 33 Fundamental elements in Deep Learning Models.
8.2A CNN model

A typical CNN model has multiple convolution and fully connected layers. To illustrate, we can take VGG16
[159] as an example. It contains 13 convolution and 3 fully connected layers. The input image
(224 x 224 x 3) is first being processed by two continuous convolution layers (both using 3 X 3 X 64
kernels) and a max pooling layer. There thus be 1728+36864 parameters for optimization in the two
continuous convolution layers as (3 X3 X 3) X 64=1728 and (3 X 3 X 64) X 64=36864. The data
outputted from this first section will be processed by next two continuous 3*3 convolution kernels with
128 channels followed by a max pooling layer (73728+147456 parameters here). In the next three sections,
each has three continuous convolution layers, all followed by a max pooling layer. Their convolution
kernels are 3 X 3 X 256 (294912+589824+589824), 3 X 3 X 512 (1179648+2359296 X 2), and 3 X 3 X
512 (2359296%3) respectively. After the convolution process finishes, the feature vector as its output is
fed into the three fully connected layers as 1 X 1 X 4096, 1 X 1 X 4096, 1 X 1 X 1000, sequentially.
During the model training process, all those convolution layers could be considered as for featuring while
the fully connected layers perform the fitting. The entire model contains 138M parameters in total.
However, despite such a dramatic number of parameters, they will be optimized based on the
backpropagation algorithm. Compared with the conventional method, convolution process gives the
model some sort of perception ability, which allows the model to transfer the attention on different
aspectsin the raw information. Accompanied with the iterative training process, the parameters that work
best with the fitting procedure can be determined.
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Li et al. used a CNN model to detect the penetration state from the weld pool reflection image [2]. The
experimental system, images, and labeling are discussed in Fig. 20 and Fig. 21. The weld penetration
continuously changes and is classified into six levels. 3550 raw images were collected after designed
experiments conducted under various welding conditions. After augmentation (to be discussed further),
totally 427,313 images were obtained. 75% of the data were used to train the CNN model whose input is
48X36 image. 90.70% of prediction accuracy has been achieved to classify the weld penetration into six
levels [2]. A voting mechanism based on three continuous images increases the classification accuracy to
97.6%. All inaccurate predictions have the actual weld penetration in the borders of two adjacent levels.
The accuracy is thus extraordinary as the actual weld penetration changes continuously and does occur
sometime in the borders between two adjacent levels.

In such CNN models, the raw information which has been utilized is mainly the top side weld pool images.
The raw information is complex representing complex phenomena but the corresponding labels/ground
truth such as the back-side bead width can be separately measured in relatively straightforward ways, for
example being obtained automatically from the processing of the back-side weld pool image [2]. Large
training data may thus be available. However, in other applications such as weld seam/pool tracking, the
ground truth/target objects position is not easy to obtain and is contained in the complex raw
information/image. The purpose for deep learning is to extract the ground truth so that there are no
separate, straightforward alternative ways. In such cases, the ground truth would have to be labeled
manually. This limits the data size which could be generated for training. Therefore, to contest the model’s
overfitting problem, approaches are needed to either increase the training data size or reduce the training
models’ parameters size.

Limited dataset is only suitable for models with appropriate size. In most cases, welding images share
similarities. Compared with natural images, welding images are far less dense in content and information.
The image structure is fixed, and semantic information is relatively straightforward. For instance, the weld
pool is always located at the center area of the image (provided that the camera is appropriately
positioned as required) and is the brightest in the full view. As such, a lite network [160] structure may be
sufficient that can be fitted with a small dataset without extensive semantic information.

Yu [161] used a U-net model to recognize the weld pool image in real-time. The U-net structure consists
of a contracting path and an expansive path. In the contracting path, the image feeds into a 3x 3
convolution process and repeats twice, every time followed by a rectified linear unit (ReLU) [162] and a 2
x 2 max pooling operation with stride 2 for downsampling and doubling the channels. In the expansive
path, every step consists of an upsampling of the feature map that reduces the number of feature
channels by half, a concatenation with the correspondingly cropped feature map from the contracting
path, and two 3 x 3 convolutions each of which is followed by a ReLU. The network has 23 convolutional
layers in total. The modified U-net structure has only 7.55 M parameters, while the original U-net
structure has parameters as 28 M and standard FCN network has parameters around 57 M. With such a
small network structure, 213 labeled data pairs were sufficient to finish the training process without
overfitting occurrence. The training result reached 99% accuracy and testing result proves that a clear
weld pool boundary has be obtained [161].
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8.2B RNN model

Different with a CNN, RNN typically takes sequential or time series data as input [158]. It has been
commonly used for ordinal problems like natural language processing (NLP), speech recognition, image
captioning, etc. [163, 164]. Distinguished from their memory ability, they could utilize the information
from prior inputs to influence current input and output. A fully connected RNN typically has three layers:
input layer, hidden layer and output layer. Input layer takes the input to the neural network, processes it
and passes it onto the hidden layer. There are multiple hidden layers linked together with a standardized
activation function and different weights. Each hidden neuron maintains a unique state and uses this state
to generate its own output and hidden weights. It passes the output to the output layer and hidden
weights to the next hidden neuron. Fig. 34 shows a typical RNN structure, accompanied with the
sequential input x4 2, _ 1), the model will maintain a different hidden state as h(; 5 1); each hidden neural
will generate its own output y( 5 ) and hidden weight w(; , ) and passes those parameters to their
corresponding next position.
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Fig. 34 A typical RNN model structure [158].

Chen has implemented a hybrid network model, as in Fig. 35, CNN-LSTM, to predict the penetration state
during the welding process [51]. The penetration state has been divided into six classes as normal
penetration, lack of fusion, sag depression, burn through, and misalignments (#1 and #2). In this model,
the CNN layer is designed to extract the visual features from the weld pool images. The feature vector
from the CNN’s output layer concatenates with arc voltage, welding current, arc power, and arc sound to
form a 19-dimensional feature vector. The LSTM network will then fuse the extracted 19-dimensional
feature and predict the welding states. With the complement information other than the visual feature,
the model can predict the penetration states effectively with high accuracy and robust enough [51].
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Fig. 35 CNN-LSTM Network model to fuse 19-dimensional feature [51].

Yu also introduced the LSTM structure in the weld penetration prediction task [78]. Different with the
Chen’s work, it analyzed that the welding process is a dynamic process. The heat input will accumulate
over time so that the heat input in the previous time will influence the heat accumulation at the current
stage which means the welding current applied a few seconds before will influence the current
penetration state. This work more focuses on the visual features and extend the time dimension to ensure
the sufficient information, as shown in the Fig. 36. The designed CNN-LSTM model will take 8 images as
an input sequence. Each image will have a gap set as 32, i.e., the model will use image series I(k),
I(k — 32),..., I(k — 224) to predict the current backside bead width. With the sampling frequency as
60HZ, 224 images spans in 3.7 seconds which approximately reflect the settling time of the GTAW process
(78]
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Fig. 36 Hybrid CNN-LSTM Network model to utilize time dimension information [78].
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8.3 Other training approaches

All models discussed above only possible assure a theoretical effectiveness. In real applications, the
training dataset needs to satisfy certain requirements in order to obtain good training results. The dataset
may not be large enough to fit a model with a large parameter size. Also, the dataset may not be
various/diverse enough so that the trained model may have poor performance at some specific situations.
To contest such problems, this subsection discusses some training techniques which could be utilized to
improve the training performance.

In most circumstances, the raw information after being collected will be fed into a machine learning model,
directly or after a pre-processing, to obtain the desired output from the trained model. If the quality of
the raw data is satisfactory, the data may be used directly. In most circumstances, the
structure/dimension/form of raw data may not meet the requirement from the network’s input layer
hence a pre-processing needs to be performed before the training procedure. For example, most of the
existing CNN’s input layer requires the input image has a fixed size (e.g., 244 * 244). As such, the input
image needs to be cropped or resized to satisfy this requirement from the input layer. Since this kind of
requirement is “artificial” and may reduce the training accuracy of the network model, He [165] proposed
a “spatial pyramid pooling” (SPP) structure which could generate a fixed length representation regardless
of input image’s size/scale. Fig. 37 shows the structure of the SPP layer, and by using pooling layers with
different kernel sizes this design gives the model an ability to bypass the convolution layer but still can
percept the information from the input data. Without size requirement from the convolution layer, extra
artificial influence may be better avoided during the data preparation process. Wang QY pre-processed
the raw information obtained during the experiment with the principal component analysis before the
information is fed into the SVM model.
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Fig. 37 A network structure with a spatial pyramid pooling layer. Here 256 is the filter number of the conv5
layer, and conv5 is the last convolutional layer [165].

Obtaining data from experiments is a very common practice. However, it only applies to the circumstance
if the required data size was not huge. Since the deep learning model needs huge amount of data to
contest the overfitting problem, obtaining all the data from experiments is very time consuming and may
not be doable in certain applications. Data augmentation is a commonly accepted technique to artificially
introduce non-essential information into the data to form new data to add into the dataset. Such
information should be ignored by the model but may occur during data acquisition. One example is that
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the orientation of objects in the image provided that the orientation is irrelevant to the output to be
predicted. This improves the robustness of the trained model against irrelevant information that may
appear and also increase the dataset without increasing the cost. By adding modified copies of already
existing data or created synthetic data from existing data, data augmentation could increase the amount
of data multiple times. As discussed previously, Li enlarged his dataset from 3550 raw images to 427,313
images after the augmentation process [2]. With the augmented dataset, the training model will achieve
better performance in most scenarios, however, a massive dataset also means an extended training time.
To reduce this time-consuming process, Zheng QH [166] proposed a two-level data augmentation method
by replacing the augmented samples at each training iteration and proved that it can still improve the
generalization ability of deep learning models and reduce the time cost of the training process. With this
method, 1000 augmented images, as an example, 10 images will be added to the training dataset every
time, with 100 iterations in total. In each iteration 10 new images will replace the previous 10 images to
add into the used training dataset [166].

Another way to contest the insufficient data problem is referred to as Transfer Learning [167]. Per
discussion above, deep learning model requires a much larger dataset to train because it has massive
parameters to be fit. However, for a class of tasks, in most circumstances, the features in the raw
information may be quite similar. This implies that the perception layer of the deep learning model, e.g.,
the convolution layer in the CNN model, may be quite similar and have similar abilities for similar tasks.
Consider the case where a model, trained to detect the dog, swaps its perception layer with that in a
model trained to detect the cat. In this case, after the swap, the model will only need a few training
iterations to slightly adjust the parameters to achieve its previous accuracy. Since the training process has
been reduced, the needed training data will also be reduced. With this ability, under similar application
circumstances, transfer learning allows the model to migrate from the large set of existing labeled data
(source domain) to small set of specific data (target domain) to train a model suitable for the target
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Fig. 38 Transfer learning with VGG16 network [47].

Jiao [12] pre-trained a ResNet model with the open access ImageNet data as the initial model. This model
is then further trained with the specific application data. A good prediction accuracy of 96.35% has been
achieved for the weld penetration [12]. Ma [47] used a VGG16 structure and trained this model with the
ImageNet dataset. When the model was initiated from the scratch, the three fully connected layers of the
model in the ImageNet dataset are replaced by three layers with different number of output classes to
accommodate the application to classify into 4 classes. The newly constituted model is then trained with
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limited laser stripe image database. Since the model’s top-level parameters have been frozen, the size of
the left parameters in the fully connected layer is relatively small. This could contest the overfitting
problem with small datasets. The training process was demonstrated in Fig. 38.

9. Where We Are? Achievements and Issues

Through the analysis for up to data efforts [1-94], we can summarize their major achievements and
identify their apparent issues.

9.1 Major Achievements:

Achievement 1 Automating the Modeling Process: Despite the relatively short period of time since 2019,
deep learning has become the most studied method to predict penetration. The major reasons include:
(1) The penetration occurs underneath the work-piece surface and is not directly measurable during
manufacturing. The penetration monitoring problem as defined by the community is to use indirect
information to derive the penetration state and applications where the penetration can be directly
measured are not the subject of penetration monitoring studies; (2) As the information being used is
indirect and typically very complex, the existence of the correlation between the weld penetration and
observed phenomena is only assumed rather than theoretically guaranteed. Further, what are critical in
the raw information for the weld penetration is difficult to know accurately and conventional methods
“guess” different features that may represent the “unknown/unclear” critical information and then tried
to fit the target output using the features calculated from the raw information. Guessing features,
computing the features, and fitting model are separate processes and overall modeling process is a trail-
and-error manual one requiring application specific algorithms to compute features and the algorithms
changes with the different features proposed. Deep learning changes the overall modeling process from
a manual one to an automated one to find the “best presentative/critical features”. Such an automated
process greatly improves the probability for better modeling and reduces the threshold for needed
training/skills to solve penetration monitoring problems. In particular, conventional methods require solid
understanding of the physical mechanism to guess reasonable features and high skills in the signal/image
processing/computer vision to calculate the proposed features. Using deep learning, the requirements on
these specific skills are reduced.

Achievement 2 Designing Deep Learning Models for the Variety of Raw Information Sources: Various
kinds of information and multiple information sources have been used as the raw information. To
accommodate the variety in the raw information, various techniques and network structures have been
used/designed so the proposed raw information can be fed into a deep learning model. In particular, the
model structures used include conventional machine learning models such as ANN and Support Vector [3,
21, 22, 25, 27, 35, 37, 39, 54, 55, 59, 60], CNN (2, 4,5, 7,9, 11-16, 19, 20, 24, 28, 33, 34, 39, 41-44, 46, 47,
49,57,61,62,67], RNN [20, 51, 78], Residual Network [9, 12, 16, 29], YOLOvA4 [23, 26], deep belief network
(DBN) [36], Generative [5, 14], Encoder [5], and specially designed networks for multiple information
sources [11, 14, 46, 57]. The techniques used include Transfer learning [12, 40, 41, 47] and lite networks
to reduce the needed labels and model fusion [52].

Achievement 3 Applying to Various Welding Applications: Various applications have been studied. All
major fusion welding processes have been studied including gas tungsten arc welding GTAW [2, 4, 7, 12,
13, 24, 26, 28, 33, 37, 40-42, 51, 62], gas metal arc welding GMAW [8, 19, 22, 25, 27, 30, 47, 60], keyhole
plasma arc welding PAW [11, 15, 16, 43], laser welding [3, 5, 20, 21, 23, 29, 34, 36, 39, 46, 49, 59, 61, 67].
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Deep learning has also been used for process control [4, 67] and the development of digital twin for
visualization to human [7].

9.2 Observed Issues from the State-of-the-art works

Issue 1 Lacking Assurance/Justification for the Sufficiency of the Raw Information: A key and
fundamental assumption for the effectiveness of a trained deep learning model is that the raw
information used is sufficient. Deep learning is just a tool to more effectively extract the critical
information that has already been contained in the raw information rather than creating the critical
information to generate the most effective features. The prediction accuracy from the trained model
reported in all publications is based on the dataset used. The dataset must be representative for the
intended application to trust the accuracy tested for the intended application. Otherwise, the sufficiency
of the raw information in determining the weld penetration must be analyzed and justified. Unfortunately,
out of all the 94 WoS publication records, only four of them include “sufficiency” or “sufficient” in the
indexed fields. Further, out of these four publications, “sufficiency” or “sufficient” is related to the raw
information [15, 78]. While [15] assumes the weld pool images contain sufficient information, only Yu [78]
explicitly addressed the sufficiency issue and justified how serial weld pool images are needed to provide
sufficient raw information. As such, the sufficiency is an issue that has been ignored. As it is the foundation
for the effectiveness of deep learning based monitoring, all future studies should explicitly justify the
sufficiency of the raw information used in determining the weld penetration from the observed
phenomena.

Issue 2 Lacking Justification for Experiment Design: Studying the uncovered 94 publications shows that
most studies do not specify their intended applications for what are the nominal conditions and what are
uncontrollable perturbations that deviate the actual manufacturing conditions from the nominal ones
causing the penetration to deviate from the desired. Experiment plan is specified without a sound
justification for how perturbations are simulated in the experiments to reflect in the resultant dataset.
The applicability, of the trained model using data from such imperfectly planned experiments, to intended
application may thus be questionable.

Issue 3 Lacking Verification from Feedback Control of Weld Penetration: Most of the uncovered studies
train deep learning models to predict the weld penetration. The accuracy is tested from the used dataset
which was generated under artificially designed conditions. However, most studies do not discuss the
actual perturbations and if such perturbations would present different phenomena that have not been
covered in the training dataset. A method to overcome this is to test the trained deep learning model in
control where the control algorithm adjusts the welding parameters. The resultant weld pool and welding
process dynamics may be different from the experimental conditions used to generate the training
dataset. The deep learning model needs to be capable of predicting under such real dynamic changes.

Issue 4 Lacking Justification for Using Multiple Information Sources: More information in particular more
diverse information in general helps improve the sufficiency of the raw information. Theoretically, an
effective deep learning model can be trained to effectively extract critical information despite the
redundancy without overfitting. However, the model structure will become more complex and training
such models not only requires greater but also more diverse datasets. This has been largely ignored in
many of the existing studies. More critically, for manufacturing applications, it is desired that sensors are
used as little as possible. Most sensors require careful installation and calibration. Increased sensors in
general impose more constraints on the resultant welding systems and extra care is needed to use the
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systems in manufacturing. As such, careful justification is needed to defend the absolute necessity and
extra benefits for using complex and multiple sensors/information sources.

10 What Are the Needed Revolutionary Solutions?

Deep learning promises obtaining the most accurate prediction from given observables by combining and
automating featuring and model fitting. However, it does not solve fundamental issues (1) if the labels
needed to train the deep learning model are conveniently obtainable; and (2) if the raw information is
sufficient. We first analyze the first fundamental issue.

10.1 Training Using Inaccurate Labels:

One of most promising observable phenomena for monitoring weld penetration is the images of the weld
pool from its observable surface. As such, most of the observable phenomena that are used to monitor
weld penetration are based on weld pool images in recent studies. In these studies, weld pool images are
directly used as the inputs of deep learning models to predict the penetration. To train such deep learning
models, weld penetration labels are needed. Unfortunately, the needed number of labels to train deep
learning models is extraordinarily large. Further, the weld penetration occurs underneath the workpiece
so that its measurement is difficult. Effectively using deep learning models that potentially can
revolutionize intelligent welding manufacturing becomes challenging.

To solve this fundamental issue, in a recent study [168] we proposed to use inaccurate labels that can be
conveniently obtained. Denote the set of the weld pool images (observable phenomena) as Z and the set
of the penetration state labels as X. Deep learning is fit a model, that correlates the weld pool image to
the penetration state, from data set (X, Z). As X is not easy to obtain, we proposed to use an alternative
data set (X9, ) and the same deep learning training algorithm to train the deep learning model. Here X°
is the easily obtained “alternative label” that is not accurate and is related to X by X°(k) = X (k) + £(k)
(k =1,...,N) where N is the number of samples in the data set. The only requirement for X© is that the
approximation error £ has zero mean while its variance o can be large, i.e., the error for X° can be large
as long as the mean is zero. The size of the dataset N should also be appropriately large per the labeling
error’s variance in relation with the desired variance of the training error.

To test this proposed inaccurate labeling based training using real penetration data and deep learning
model, a preliminary study has been conducted. Three experiments have been performed on mild steel
workpiece with dimension 3mmX50mmX250mm using GTAW. The current in each experiment is fixed but
the welding speed randomly changes so that the weld pool and penetration change. The weld pool is
imaged by an HDR Xiris XVC-1100 to acquire = and the back-side of the work-piece is imaged using a
regular camera PointGray to calculate the accurate label X, both at 60HZ. The data from the beginning of
the welding in each experiment are excluded from being included into the dataset. The welding time
varies from experiment to experiment so that there are 769, 3168 and 3344 pairs of (X(k), Z(k))’s (k =
1,...,7281) in the dataset from experiment #1, #2, and #3 respectively with X (k) calculated from the
back-side image [78]. The accurate labels/back-side bead width of the weld are plotted together using the
in Fig. 39. As can be seen, the penetration varies within an experiment and from experiment to experiment.
From (X,E), we can generate the corresponding inaccurately labeled dataset (X°,Z) from X°(k) =
X (k) + (k) with (k) be a random number in [-1.4 mm, 1.4 mm] (-20 pixels, 20 pixels) which
corresponds to a very large labeling error. The accurate and inaccurate labels are compared in Fig. 39(a).
It can be seen that the errors for the inaccurate labels are extra-ordinary large (The variance of the labeling
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error (X — X°)T(X — X°)/N = 0.8mm?). Using such very inaccurate labels to train our deep learning
model provides a powerful convincing example to test the proposed idea.

The used CNN model repeats convolution and a following pooling twice to covert one image
E(k),256 x 256,ntoa 1l X 64 feature vector V (k). The parameters of the convolution layers are (1, 32,
5,4, 2)and (32, 64, 5, 4, 2) respectively. Batch normalization and RelLU activation are conducted between
each convolution and pooling layer. Finally, the CNN inputs V (k) to a1 X 64 fully connected layer to
calculate the output O(k) of the CNN to compare with the inaccurate label X°(k). The first 15% of the
data, all of those in experiment #1 and part of those from experiment #2 were used to validate and the
rest 85% were used to train the CNN. As can be seen (Fig. 39), with the MSE lose function the model
trained using inaccurate labels predicts very accurately despite the large inaccuracy in the used labels.
While variance of the labeling error is 0.8mm?, the variance of the actual prediction error is
(X —0)T(X — 0)/N = 0.3mm?. The effectiveness of the proposed novel idea for using inaccurate labels
is powerfully demonstrated through experiments.
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Fig. 39 Training a deep learning model to predict the penetration using inaccurate labels. (A) Labeling error;
(B) Prediction result.

The dataset in the above illustration may not be as large as desired and this can be the case in many
applications. We can generate a mirrored dataset from (X°, Z) by using X°(k) = X(k) — (k) for the
given X (k) and the already realized random (k). In this way, we can form dataset (X%, E) whose size is
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doubles to 2N. This will be the new dataset with inaccurate labels for training that only doubled the data
size but also GUARANTEED our requirement #1 for the labeling error (zero mean). It is apparently that we
can infinitely increase the size by using different realization for the random labeling error and the
mirroring extension so that the data size be 2N, 4N, ...

While the above demonstrated the effectiveness in using inaccurate labels if the desired zero mean for
the error is met, obtaining inaccurate labels meeting this property from experiments may not be
straightforward when accurate labels are not available. It is exactly the purpose to find inaccurate labels
that can be relatively easily obtained to replace accurate labels that are not easily measurable. While
there may be multiple possible ways for a given application, we wish to propose the following way: (1) set
the nominal conditions including, but not limited to, work-piece material, thickness, joint design, shielding
gas flow rate, etc.; (2) under the nominal conditions, the weld penetration is controlled by the welding
current and travel speed after the heat accumulation is realized; we add the travel sped to be used, for
example 2 mm/s, as part of the nominal conditions; as such, the weld penetration is only controlled by
the welding current and other uncontrolled perturbation after the heat accumulation; if no perturbations
exist, the penetration after heat accumulation will be fully determined by the current i so that X = f (i)
where f is a deterministic function although it may not be known yet; (3) we try our best to minimize
possible perturbations to conduct experiments with different levels of current; as such, X(k) = f(i) +
e(k) (no difference with to express X(k) = f (i) — €(k)) where ¢ is due to the effect from the realized
uncontrollable perturbations; in this case E(X) = f (i) can be used as X° as it makes X (k) = f(i) — (k)
so that X(k) = X°(k) — e(k) or X°(k) = X(k) + £(k); (4) to assure the heat accumulation condition is
met, we should form the dataset (X%, Z) = (f(i), £) by excluding the data from the beginning in each
where the inaccurate label is the same in the experiments using the same current i, i.e., X°(k) = f(i).
To assure the zero mean property for the labeling error due to the uncontrolled perturbations, as many
as possible experiments under the same nominal conditions/welding current should be considered if
possible.

Extra care may be needed to make sure the effect of the realized perturbations is acceptable. A simplest
way is probably to simply use the data after the initial heat accumulation period. Another simple way to
assure this is to use a simple image processing algorithm to calculate the weld pool width and make sure
that the pool width is within acceptable range and such range changes with the level of the current or
heat input used. In this case, the weld pool width is considered simple raw information to provide an
inaccurate estimation of the penetration. There are many possible other ways to use easily obtained
information that may provide inaccurate estimation for the penetration but the prediction error is
unbiased (zero mean). The data from which the inaccurate estimation varies about a mean can be used.
We may also monitor the back-side surface of the workpiece to acquire back-side images. A deep learning
model may be established to use the back-side images that are determined by the weld pool and
penetration to classify the current/heat input used. If the model can distinguish the current/input used,
the effect from perturbations is acceptable. Data from experiments without a successful classification of
the current/heat input should have been caused by large/abnormal perturbations and should be
discarded. (Large perturbations theoretically do not affect the effectiveness in using inaccurate labels but
such large/abnormal perturbations do not occur often so that realistically the zero mean property will be
affected.) Of course, these are just some examples and more approaches may be proposed to determine
the acceptability of the experimental data for the zero mean property.

Training a deep learning using inaccurate label (f (i), Z) needs to know the function f(i). This can be
determined from just a few number of experiments. In case it is not known, the welding current i that
determines the penetration under the nominal conditions can be used as the inaccurate label and the
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mapping may not be even necessary. For example, we can easily determine the critical current i) that is
minimally necessary to produce the complete penetration, the maximally allowed current i ™ > i(©) that
produce the maximally allowed w,,. A relative penetration measure ¥ = (i —i(©)/(i™ — i(9)) may
thus be defined with ¥ > 0 for complete penetration, X < 0 for incomplete penetration, X > 1 for over
penetration, and 0 < ¥* < 1 as the desired penetration. Of course, X may be calibrated to the absolute
measure using experimental data from few number of experiments, much much smaller than that needed
to train a deep learning model for penetration prediction. As such, the labeling can be easily and
automatically obtained the same as the phenomena to be used as the input of the deep learning model.

10.2 General Approach to Better Assure the Sufficiency:

The mechanism that correlates the proposed input and the penetration changes from process to process,
application to application, and raw information to raw inform. Overemphasizing the mechanism reduces
the benefits of using deep learning methods as accurate mechanism requires extensive efforts and in-
depth knowledge to obtain and success is typically not guaranteed. As such, general
approaches/principles that may help better assure the sufficiency of the raw information, thus the
sufficiency of the corresponding model structure, are preferred. To this end, we try to find what current
practices have ignored against general scientific principles.

For studies that use weld pool images as the raw information source Z to predict the penetration xa, = =
f(xa) + e is assumed and e is due to uncontrolled perturbations around the nominal conditions and
there are no other factors that affect the deterministic correlation between the observed phenomena and
the penetration. That is, there are no other systematic variables y so that £ = f(xa,y) + e. If there are
such y, a deep learning model xa = f~1(E) as the inverse of E = f(xa) would have systematic error
rather than just the uncontrollable random error e. Unfortunately, existing studies have ignored possible
y without a justification/discussion with £ = f(xa) + e being naturally assumed.

We can first argue that this natural assumption is in general incorrect, i.e., at least not always correct! This
can be easily demonstrated using the pool oscillation as an example. In the classical model [107], the weld
pool is approximated by a round membrane without thickness; the mass of the weld pool is determined
by the radius of the membrane; the oscillation of the membrane is then approximated by a spring with
the mass being determined by the radius. When there is no external force being applied, the spring
demonstrates natural oscillation. However, when there is an external force, the oscillation is no longer
natural and will be much more complex. The external force is needed to describe the behavior. For arc
weld pool, it is subject to continuous application of the arc pressure and other forces. The arc force is so
dominant that it dictates the oscillation behavior of the weld pool. The mass, thus the weld pool size and
penetration, defines the dynamic system with other (constant) parameters. This system has the
penetration determined model, the arc pressure/current determined input and the observed E as the
output. As such, the arc pressure which is approximately proportional to the square of the welding current
[169] is a significant ¥y that cannot be ignored for the modeling mechanism based which the raw
information and deep learning model are selected/designed. Hence, the deep learning model should in
general consider using both Z and welding parameters waveforms as the inputs rather than just using =
as in most of the existing studies.

We can also argue that the assumed phenomena generation model Z(k) = f(xa(k)) + e which serves
as the foundation to train a deep learning model as its inverse may not necessarily be sufficient. This
model assumes that the phenomena currently observed are only determined by the weld penetration at
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the same time. It appears that this ignores the dynamic transition from the bottom of the weld pool where
xa occurs to the top of the weld pool where the changed Z is observed. In a recent study [170], a
Generative Adversarial network (GAN) is trained to generate E(k) from xa(k) as represented by the
current backside weld pool image. It is found that the topside image Z(k) (middle in Fig. 40) cannot be
accurately generated by just using xa(k). The generated images (left) are not alike the real images
(middle). When xa(j)’s (j = k —7,...,k) as represented by the most recent eight backside images
(sampled at 60 Hz), the topside image Z(k) is generated with a reasonable accuracy. The generated
images (right) are highly similar as the real ones (middle). As such, the deep learning model to estimate
the weld penetration is better to be based on Z(k) = f(xa(k — 7:k)) + e than based on E(k) =
f(xa(k)) + e. The deep learning model designed based on the former better assumes the sufficiency of
the needed raw information and thus needed deep learning model structure.

Fig. 40 Comparison of generated results from GAN. Middle: real topside images; Left: generated from one
backside image; Right: generated from eight most recent backside images.

11. Summary

e Weld penetration refers to the state of the melting along the facing edges of the workpieces being
joined. It occurs underneath the workpieces and is not directly observable from the side of the
workpieces where the heat is applied and robot accesses. Monitoring of weld penetration is generally
referred to as using indirect observables (welding phenomena) to estimate the state of the
penetration.

e Relationships between proposed indirect observables and penetration state are generally very
complex. An ideal unique mapping between them in general does not exist and there are other factors
affecting their relationships. Fixing such influential other factors results in the nominal conditions. The
Designed Welding Procedure is to produce the desired penetration state under the nominal
conditions. Monitoring the weld penetration is needed if these factors may deviate from the nominal
conditions. Around the nominal conditions, the indirect observables and weld penetration in general
are better correlated.
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A key requirement in monitoring the weld penetration is the raw information (indirect observables
used) containing sufficient information to determine the penetration. This sufficiency requirement
theoretically cannot be guaranteed. Fitting and validation accuracies are just for the used dataset. The
ability to apply a fitted model in manufacturing is that the dataset is large and representative for what
may occur to affect the relationship between the used observables and penetration state.

Leep learning accelerates the process to map the observables to the penetration state, i.e., from data
to model. Conventional methods hand craft features, develop algorithms to calculate the features
from the raw data, propose/change a model structure and fit the model parameters using the features
as input and penetration labels as output. If the accuracy is not satisfactory, the features are revised.
This is an iterative and trail-and-error process consisting of not automated separate subprocesses.
Deep learning changes this into an automated process and thus revolutionizes the process to transmit
information from dataset to the final model.

Various kinds of raw information sources have been tried for being used to predict the penetration
state for different processes and applications. The used deep learning model structure largely
depends on the information sources. Various training techniques have also been used to improve the
training accuracy.

Despite the success in using deep learning to solve various penetration monitoring problems, we
concern with (1) most studies lack justification for the sufficiency of the raw information; (2) most
studies lack justification for their experiment plan; (3) most studies have not been tested in feedback
control where the conditions may deviate from those used to generate the training dataset; (4)
complex and multiple information sources are used without an adequate justification for the absolute
needs.

A major issue that fundamentally affects the ability of deep learning-based penetration monitoring in
manufacturing application is the high cost associated with the acquisition of the needed large amount
of penetration labels. This paper proposes to use inaccurate labels that can be easily obtained and
specified the conditions to assure the effectiveness in using an accurate labeling approach.

Another fundamental issue in deep learning-based penetration monitoring is the sufficiency of the
model structure. While this is in general application dependent, general mechanisms may exist to
minimize common errors. This paper proposes initial concepts and calls for further investigations.
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