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Abstract

Over 80% of human cancers originate from the epithelium, which covers the outer
and inner surfaces of organs and blood vessels. In stratified epithelium, the bottom
layers are occupied by stem and stem-like cells that continually divide and replenish
the upper layers. In this work, we study the spread of premalignant mutant clones
and cancer initiation in stratified epithelium, using the biased voter model on stacked
two-dimensional lattices. Our main result is an estimate of the propagation speed of a
premalignant mutant clone, which is asymptotically precise in the cancer-relevant weak-
selection limit. We use our main result to study cancer initiation under a two-step
mutational model of cancer, which includes computing the distributions of the time of
cancer initiation and the size of the premalignant clone giving rise to cancer. Our work
quantifies the effect of epithelial tissue thickness on the process of carcinogenesis, thereby
contributing to an emerging understanding of the spatial evolutionary dynamics of cancer.
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evolutionary dynamics, field cancerization.
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1 Introduction

According to the widely held multi-stage model of carcinogenesis, cancer arises due to the
accumulation of genetic mutations that culminate in malignant cells able to proliferate uncon-
trollably [1, 2, 24, 23]. Each mutation in this process can afford a small selective advantage,
which can allow premalignant cells to expand into clones or “fields” that are further along
the evolutionary pathway to cancer than normal cells and thus predisposed to becoming can-
cerous [10]. The notion that cancer arises on the background of premalignant field expansion
is referred to as “field cancerization” or “the cancer field effect”. It has important clinical
implications, since tumors surrounded by premalignant patches are at increased risk of re-
currence following cancer treatment [4, 8]. Premalignant fields often appear histologically
normal, making them difficult to distinguish from healthy tissue. This suggests that a math-
ematical understanding of the spatial evolutionary dynamics of cancer initiation can yield
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Figure 1: (a) In stratified squamous epithelium of the esophagus, a basal layer of stem
cells and 2-3 layers of proliferative basaloid cells form the basal zone, which continually
replenishes the upper layers with differentiated cells. (b) Histology of normal stratified
squamous epithelium of the esophagus. Figure 4.6 on page 78 of [9].

valuable insights into treatment decision-making, including optimal surgical excision margins
and post-treatment surveillance protocols.

Over 80% of human cancers originate from the epithelium, which lines the outer and
inner surfaces of organs and blood vessels [22]. Simple epithelium consists of a single layer of
proliferating cells, whereas in stratified epithelium, stem and stem-like cells proliferate along
the bottom layers and continually replenish the upper layers with differentiated cells that lose
their ability to proliferate. For example, in stratified squamous epithelium of the esophagus, a
basal layer of stem cells and 2-3 layers of proliferative basaloid cells form the basal zone, which
accounts for less than 30% of total epithelial thickness. As cells move upward, they become
terminally differentiated keratinocytes with small nuclei that flatten out and eventually get
shed at the top layer (Fig. 1) [9, 21].! Since the accumulation and spread of mutations is
driven by the proliferating basal and basaloid cells, the basal zone is the appropriate setting
to study the process of carcinogenesis in stratified epithelium.

In this work, we study the spread of premalignant mutant fields in epithelial basal zones,
and we examine the effect of basal zone geometry on the process of cancer initiation. Our
main result determines the propagation speed of a premalignant mutant clone as a function of
a small mutant selective advantage and the number of layers in the basal zone, which enables
comparison of the evolutionary dynamics between different types of epithelial cancers. We
employ a spatially explicit model of cell division and replacement, where cells live on a set of
stacked two-dimensional integer lattices, representing a multilayered basal zone. The model
dynamics are as follows: Cells of two types, normal and mutant, are arranged on the stacked
lattices, with mutant cells dividing more frequently than normal cells. Upon cell division,
one daughter cell stays put, and the other replaces a neighboring cell chosen uniformly at
random. This model was originally proposed by Williams & Bjerknes [31] in the context of
a single two-dimensional epithelial basal layer, and it arose independently within the field of
interacting particle systems as the biased voter model. Bramson and Griffeath [6, 5] showed

'Figure 1b is reprinted from GERD, Parakrama T. Chandrasoma, Chapter 4 — Histologic Definition and
Diagnosis of Epithelia in the Esophagus and Proximal Stomach, pp. 73-107, Copyright 2018, with permission
from Elsevier.



in 1980-1981 that under the biased voter model, an advantageous mutant clone eventually
assumes a convex, symmetric shape whose diameter grows linearly in time. The Bramson-
Griffeath shape theorem extends naturally to our stacked-lattice setting, and it plays a central
role in the derivation of our main result.

Once we have determined the propagation speed of premalignant mutant clones in ep-
ithelial basal zones, we consider the implications of our result for the dynamics of cancer
initiation. The process of carcinogenesis under the multi-step model of cancer has already
been well-studied in the non-spatial, homogeneously mixed setting, see e.g. the books by
Nowak [29] and Wodarz and Komarova [32]. In the spatial setting, Komarova [25] has an-
alyzed the time of cancer initiation on a one-dimensional lattice under a two-step model
of cancer, assuming a neutral or deleterious first-step mutation. Durrett and Moseley [14]
extended Komarova’s work to two and three dimensions assuming a neutral first step. Dur-
rett, Foo and Leder [11] considered the case of a small selective advantage (weak selection),
and they derived the distribution of the time of cancer initiation under a two-step model of
cancer in certain parameter regimes. Foo, Leder and Schweinsberg obtained more complete
results in [19], where they also studied cancer initiation under a general k-step model. In
[18], Foo, Leder and Ryser studied field cancerization under a two-step model, which included
computing size-distributions of premalignant fields at the time of cancer initiation. Upon es-
tablishing our main result of premalignant mutant propagation, we will adapt analysis from
[11] and [18] to gain insights into how cancer initiation and field cancerization is affected by
the specific geometric setting of a multilayered basal zone.

The rest of the paper is organized as follows. In Section 2, we propose a model of the
spread of premalignant mutant fields along epithelial basal zones and state our main result of
their long-run propagation speed. In Section 3, we present an outline of the proof of the main
result, in which we exploit a duality between the biased voter model and a system of branching
coalescing random walks. We use coupling to set up an approximation scheme, based on a
pruning procedure of Durrett and Zahle [16], which culminates in simple, coalescence-free,
branching random walks that are more readily analyzed. We state ten technical lemmas, the
most important of which are Lemmas 7 and 10 that provide lower and upper bounds for the
propagation speed of a premalignant mutant clone. In Section 4, we show how our main
result follows from these two lemmas, and in Section 5, we discuss the implications of our
main result for cancer initiation and field cancerization in multilayered epithelial basal zones.
In Section 6, we present proofs of the ten lemmas, and we discuss how the Bramson-Griffeath
shape theorem in two dimensions can be extended to our stacked-lattice setting.

Notation. In our exposition, we make use of the following asymptotic notation, where a is
taken to be 0 or co depending on the context:

J(@) = olg(x)) and g(z) = w(f(2)) as @ — a if f(2)/g(x) 0 as = a.
J(2) = Olg(x)) and g(x) = Af(2)) as @ = a if imsup, , | (2)/g(z)] < oc.
f(@) = Olg(a)) as & = a if f(z) = O(g(x)) and f(x) = QAg(x)) as = — a.
F(z) ~ g(x) as z — a if f(z)/g(z) — 1 as z — a.



2 Model of spread of premalignant mutant fields and state-
ment of main result

Let Z := Z mod w denote the additive group of integers modulo w > 1. We represent an
epithelial basal zone as the set Z2 x Z,, of w layers of two-dimensional integer lattices, with a
periodic boundary condition along the third dimension. For each site x € Z? x Z,,, we define
its neighborhood as N'(x) .= {zx te; : i =1,2} for w =1 and N(z) :={x +e; :i=1,2,3}
for w > 1, where e; is the i-th unit vector, and addition along the third coordinate is carried
out modulo w. Note that for w = 1, each site has four neighbors, for w = 2, each site has
five neighbors, and for w > 2, each site has six neighbors.

To model the spread of premalignant mutant fields, we define the biased voter model on
72 x 7, as follows: Each site in Z? x Z, is occupied by either a type-0 cell, representing a
normal cell, or a type-1 cell, representing a premalignant mutant cell. Type-1 cells have a
fitness advantage 8 > 0 over type-0 cells, meaning that type-1 cells divide at exponential rate
1+ 3, while type-0 cells divide at exponential rate 1. Upon cell division at a site x € Z2 X Z,,,
one daughter cell stays put, while the other daughter cell replaces a neighboring cell at a site
y € N(x) chosen uniformly at random (Fig. 2a).

We assume throughout that the fitness advantage (5 is small. In [3], for example, Bozic
et al. show that data on multiple cancer types (glioblastoma, pancreatic cancer and colon
cancer) is consistent with an average selective advantage of f = 0.004 per mutational step.
They further argue that this estimate should be more broadly relevant across cancer types,
given the considerable overlap of pathways through which the selective mutations act.

A few comments are in order on the biological significance of our modeling assumptions.
First, we allow cells on the top layer of Z? x Z,, to replace cells on the bottom layer, and
vice versa (Fig. 2a). This assumption simplifies the analysis, as it means that the top and
bottom layers have the same neighborhood structure as the intermediate layers, but it is not
biologically realistic. In Appendix A, we use simulation to show that this assumption does
not significantly affect type-1 propagation when § is small. Secondly, the model dynamics
are driven by cell division, with cell division preceding cell death, and the model assumes
that type-0 and type-1 cells are equally likely to be replaced by a dividing cell. When S is
small, we expect that the exact dynamics of cell division and cell death are not important
for long-run type-1 propagation, and we plan to discuss this in future work. Finally, we
assume that cells are arranged on the lattice Z? x Z,, throughout, whereas in real tissue,
the spatial structure may be different, and the structure may change as the premalignancy
progresses. As with any model of biological or physical phenomena, our model is simplified
and not intended to capture the full complexity of the system. Our focus here is on two
important parameters of the process: The fitness advantage 8 > 0 of mutant cells and the
tissue thickness w > 1.

Let §1§4 denote the set of sites in Z? x Z,, occupied by type-1 cells at time ¢, given the
initial condition 564 = A with A C Z? x Z,,. Our baseline assumption is that the system
starts out with a single type-1 cell at the origin, i.e. A = {0}. Define

Tg = Tg(ﬂ) =1inf{t >0: {? =g}

as the time of extinction of the process starting from the origin, with inf @ = oo. The discrete-
time jump process embedded in (|€)|);>0, with | - | denoting cardinality, is a simple, biased
random walk on the nonnegative integers with absorption at 0. The walk moves up with
probability (14 8)/(2+ ) and down with probability 1/(2+ ). It follows by the gambler’s
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Figure 2: (a) Model dynamics for the w = 3 case (basal zone consists of three layers).
When the black cell divides, one daughter cell stays put, and the other replaces one of six
neighboring cells chosen uniformly at random. A cell on the top (resp. bottom) layer can
replace a cell on the same layer, the layer immediately below (resp. above) or on the bottom
(resp. top) layer. (b) Simulation of the model for w = 3 and 8 = 0.1, stopped at 50,000
cells. By the Bramson-Griffeath shape theorem (4), the premalignant population eventually
takes on a convex, symmetric shape, and representative simulations suggest that this limiting
shape is a union of two-dimensional Euclidean disks.

ruin formula that a type-1 mutant expands into a successful type-1 clone with probability
P(rg = o0) = B/(1+ ). (1)

If the mutant is successful, the Bramson-Griffeath shape theorem on Z? [6, 5] can be extended
to show that the mutant clone on Z? x Z,, eventually assumes a convex, symmetric shape
whose diameter grows linearly in time. To carry out the extension, we need to introduce a
notion of spatial scaling and distance in our stacked-lattice setting. To that end, we go to
the larger space R? x Z,,. For t € R and A C R? x Z,, we define the scalar multiplication
operation tA as multiplication along the first two coordinates:

tA = {(txy,txg, x3) : (21,29, 23) € A}. (2)

The distance of a point z = (1, 22,73) € R? x Z,, from the origin is defined in terms of its
two-dimensional projection as

el = 111, 22,2) || == /a3 + 23 )

Note that R? x Z, is not a vector space since (s + t)z = sz + tz does not hold in general
for s,t € R and = € R? x Z,,. However, it does hold up to addition by a vector parallel to
ez = (0,0,1), which is sufficient for establishing a shape theorem (Section 6.11).

Using the above definitions, we can modify Bramson and Griffeath’s arguments to show
that there exists a set D = D(8) on R? x Z,, so that for any & > 0,

P(3t. <oo: (1—etDN(Z? x Zy) C& C (1+e)tD, t > t, | 75 = 00) = 1. (4)

The set D can be written as D = (J;cz, (X x {i}), where X C R? is convex, and X has
the same symmetries as those of Z? that leave the origin fixed. For example, (71, 73) € X
implies (—z1,x2), (1, —x2) € X (reflection across an axis) and (—x2,2z1) € X (rotation by
90 degrees). The shape theorem does not offer a more explicit description of D, but repre-
sentative simulations suggest that it is a union of two-dimensional Euclidean disks (Fig. 2b).
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w | co(B)/cr(B) | ti(N)/tw(N)
1 1.00 1.00
2 1.13 1.60
w 3 1.15 2.00
4 1.33 2.67
5 1.49 3.33
6 1.63 4.00
Population size: Population size: v 1.76 4.67
(c1(B))*t*m (cw(B))?mw

Figure 3: (a) For sufficiently large ¢, the population size of & at time ¢ is approximately
(cw(B))?t?mw, where ¢, (/) is the radius of the asymptotic shape D = D(). (b) The ratio
cw(B)/c1(B) shows how the radius of the asymptotic shape of ¢Y changes with increasing w,
and the ratio t1(N)/t,(N), with t,(N) defined as in (7), shows how quickly the population
reaches a given size N as w increases. The latter ratio grows according to p,w.

In Section 6.11, we discuss how to adapt Bramson and Griffeath’s arguments from Z? to
72 x Z, and we provide an implicit definition of the set D in terms of the process (£0)¢>o.

To determine the rate of expansion of the mutant clone &Y, we denote the radius of
D = D(p) by cw(B), and define it in terms of the projection of D onto the z-axis as

{z €R: (2,9,2) € D} = [~cu(B), cu(B)] (5)
We furthermore define
1, w=1,
Pw =1 4/5, w=2, (6)
2/3, w>2,

as the probability that a cell giving birth on Z? x Z,, replaces a cell occupying the same layer.
Note that each cell has four neighboring cells occupying the same layer, independently of w.
The difference between the w = 1, w = 2 and w > 2 cases lies in the fact that there are zero,
one and two neighboring cells occupying other layers, respectively.

Our main result determines ¢, () as a function of a small selective advantage 5 > 0 and
tissue thickness w > 1. Intuitively, it is clear that ¢, (5) — 0 as 8 — 0. In order to determine
cw(pB) for small 3, we therefore compute its rate of decrease as 5 — 0.

Theorem 1. For 8 > 0 and w > 1, let ¢,,(B) be the radius of the asymptotic shape D = D(3)
of the biased voter model (£0)r>0 on Z% X Z.,, conditioned on the event that it does not die
out, as defined by (4) and (5). Then, as § — 0,

cw(B) ~ pw\/ﬂ'wﬁ/\/log(l/ﬂ) = aw/ vV I(B),

where py, is defined as in (6), ay = pwy/Tw and h(B) = (1/8) -log(1/p).

Our choice of analyzing type-1 propagation in the direction of the unit vector e; =
(1,0,0) is arbitrary. Our arguments apply to any unit vector of the form (cos 6,sin6,0), so
propagation is the same in any direction along the first two coordinates in the f — 0 regime.




In Theorem 1 of [11], Durrett, Foo and Leder compute the propagation speed of the biased

voter model on Z? as \/m(B/4)//log(1/B) = (1/2)v/73/+/log(1/B) in the B — 0 regime. In
contrast, our result for the w = 1 case on Z? X Z,, is c1(8) ~ /7B/+/log(1/B) as B — 0,

which is larger by a factor of 2. This discrepancy is due to a scaling error in the calculations
n [11]. On page 1396 of [11], the authors change the time scale of the process in a way that
reduces the fitness advantage of type-1 cells on Z¢ to 3/(2d). If the result for Z? in [11] is
read with this in mind, it is consistent with the w = 1 case of our Theorem 1.

Note that if ), conditional on {79 = oo}, is a union of two-dimensional disks of radius
cw(B)t at time ¢, the total area across all w layers is (¢, (3))?t?>7w (Fig. 3a). Thus, given N
sufficiently large, the time it takes for the type-1 population to reach size N is approximately

tw(N) = (pwmw) "h(B)/2N/2. (7)

This implies that going from w = 1 layer to w > 1 layers accelerates population growth by
pww. For example, population growth is twice as fast for w = 3 layers as for w = 1 layer,
and over three times as fast for w = 5 layers (Fig. 3b).

3 Outline of proof of main result

3.1 Duality

The biased voter model (ff)tzo admits a simple graphical construction, which allows us to
define the entire system {(¢/')i>0 : A € Z? x Z,,} on a common probability space, using a
countable family of Poisson processes. For a description of this construction, see e.g. Section
2 of [15], Section 3 of [13] or Appendix A of [11]. By tracing the ancestry of particles in
& backwards in time, the biased voter model gives rise to a system of branching coalescing
random walks ()10 on Z? x Z,,, which satisfy the duality relation

PEANB#@)=P((PNA+#@), A BCZ>XZy. (8)

The process (@B )t>0 can be described as follows: Each particle performs a simple, symmetric
random walk (SSRW) on Z2? x Z, with jump rate 1, i.e. each particle jumps at rate 1 to a
randomly chosen neighboring site. Furthermore, each particle gives birth to a new particle at
rate B, with the parent particle staying put and the daughter particle placed at a randomly
chosen neighboring site. Any time two particles meet, they coalesce into a single particle.
The following elementary properties of 554 and @B are easily verified:

o Additivity: For each A, B C Z? X Z,, and t > 0,
PP =glugl and (PUP =GOl (9)
e Monotonicity: For A C B and t > 0,
ghcel and GCdl (10)
e Translation invariance: For each A C 72 X Zy, and & € Z? X Zy,

(&) e=0 4 (+& )0 and ()0 L (@ + ¢ )iz (11)



o Symmetry: For each A, B C 72 X Zy:

(620 £ (=6 M0 and ((Mizo £ (=G M)ez0. (12)
Due to the duality relation (8), we can use the dual process f‘t to study the propagation speed
of the biased voter model &. Direct analysis of {; is complicated by its coalescing nature.
However, it turns out that when g is small, most coalescence events in ft will be between
parent and daughter shortly after the daughter’s birth. Before elucidating this property
further, we need to establish some fundamental properties of the dual process.

3.2 Fundamental properties of dual process

We begin our analysis of the dual process Q:t by determining the long-run position of individual
particles. In the following lemma, we extend the local central limit theorem (LCLT) for the
discrete-time SSRW on Z? to the multilayered setting Z? x Z,,. Since our arguments apply to
7% x 7, for any d > 1, we state and prove the result for the general case. The proof is simple
and proceeds as follows. First, we decompose the discrete-time SSRW (.S),),>0 on 78 X Ly,
into walks on Z¢ and Z,, respectively, and use a large deviations estimate to bound the
number of steps in each direction. We then apply the LCLT on Z? to the Z%-walk (Theorem
2.1.3 of [26]), and a convergence theorem for finite Markov chains to the Z,-walk (Theorem
4.9 of [27]). Note that for w = 1, the SSRW on Z? x Z,, is equivalent to the SSRW on Z¢,
which is periodic. For w > 1, on the other hand, the SSRW on Z? x Z,, is periodic if and
only if w is even.

Lemma 1 (LCLT on Z? x Z,,). Let (Sn)n>0 be the discrete-time SSRW on 7% X Zo with
So=0. Setby : =2, by, :=24fw>11is even and by, :=1 if w > 1 is odd, and define

1, w=1,
Puwd =1 2d/(2d+1), w=2, (13)
d/(d+1), w>2,

as the probability that (Sy)n>0 takes a step in the Z%-direction, with Dw,2 = Pw as defined in
(6). Then, for any n > 1 and x € Z x Z,, so that P(S, = z) > 0,

n2P(S, = ) = (bu/w)(d/2Tpw.a))”* + o(1). (14)
Proof. Section 6.1. OJ

Let (Z;)¢>0 be the continuous-time SSRW on Z¢ x Z,, with jump rate o > 0 and Zy = 0.
Since in continuous time, the coordinates move independently, we can decompose the walk
into independent components Z; = (Zt,Zgﬂ), where (Zt)tzo is the SSRW on Z¢ with jump
rate apy, 4, and (Z;")e>0 is the SSRW on Z,, with jump rate a(1 —py, 4), with p,, 4 defined as
in (13). For & € Z4, set

N /2 N
pi(E) == (df 2mapy.qat)) ™ exp (—d||2]|2/ (2apup.at)).
By Theorem 2.1.3 of [26], there exists ¢ > 0 so that for all & € Z? and all ¢ > 0,

[B(Z; = &) — pu(@)] < ¢/ (apyat) 272, (15)



Expression (15) and independence of coordinates imply a continuous-time version of (14),
limy o0 () /2P(Z, = 2) = (1/w) (d/ 27puwa)) ™, @ € 24 x T,

since (Z}")¢>0 converges to the uniform distribution on Z,.

Whenever a new particle is born into the dual process Qtt, the parent and daughter perform
independent SSRWs Z} and Z? on Z? x Z,, with jump rate 1, started at neighboring sites.
We next determine the asymptotic tail of Tp, the time at which Z} and Z? first meet, which
we can equivalently view as the time of the first visit to the origin of the SSRW Z; := Z} — Z?
with jump rate 2. Due to the recurrence of the SSRW in two dimensions, the two walks Z}
and Z? are guaranteed to meet in finite time. In the following lemma, we compute the rate of
decrease of P(T > t) as t — oo. In the proof, we generalize an argument given by Dvoretzky
and Erdos for the SSRW on Z? in [17]. The only modification necessary is to substitute the
LCLT on Z? by the LCLT on Z* x Z,, (Lemma 1).

Lemma 2 (Asymptotic tail of Tp). Let (Z;)i>0 be the SSRW on Z? x Z,, with jump rate
a > 0, started at a nearest neighbor of the origin. Set Ty := inf{t > 0: Z; = 0} and define

, w =1,
Moy 1= puwTw = ¢ (4/5)7w, w =2,
(2/3)mw, w > 2,

where py, is the probability given by (6). Then
P(Th > t) ~ py/logt, t— oo.
Proof. Section 6.2. O

Recall that each particle in ft gives birth to a new particle at rate 8, so the mean time
between births along a particular lineage is 1/3. Set

7(B) = (1/8)(1/+/1og(1/B)). (16)

By Lemma 2, a new particle avoids coalescence with its parent particle during the first 7(5)
time units of its existence with probability

P(To > 7(B)) ~ pw/log(1/8), B — 0.

Thus, most new particles coalesce with their parents before time 7(8), and since 7(8) =
o(1/B), they are unlikely to produce their own offspring before coalescing. Ignoring such
particles should simplify the process considerably without affecting its long-run growth. This
is the basic idea of a pruning procedure suggested by Durrett and Zahle [16], which we use
to set up an approximation scheme to prove our main result (see Sections 3.4 and 3.5 below).
The specific form of 7(3) in (16) ensures not only that inconsequential particles are ignored,
but also that new particles that do avoid coalescence up until time 7(3) are neither too far
away from nor too close to their parent particles at that time.

It turns out that a separate approximation scheme is required for establishing an upper
bound and a lower bound on the propagation speed of C}. Before describing the scheme in
detail, we discuss it at a high level and provide some intuition for our main result.



3.3 Overview of approximation scheme and intuition for main result

Since particles in @ branch at rate (§, branching events become less and less frequent as
B — 0, and most events produce particles that coalesce with their parents shortly after birth.
If we “reject” branching events where new particles are lost to coalescence quickly, the rate
of “accepted” events along a particular lineage is of order

B+ (pw/10g(1/B)) = pw/h(B), B0,

where h(8) := (1/8) - log(1/3). Assume for the moment that particles in ¢, are sufficiently
spread out that we can ignore other coalescence events. We then obtain a branching random
walk with branching rate 11,,/h(8) and average number of particles exp ((tw/h(8))t) alive at
time t. If we project onto the x-axis, each particle performs a SSRW on Z with jump rate
Pw/2, where p,, is defined as in (6). For large ¢, its position has approximate distribution

(Vpurt) ™ - exp (—2?/(put)), €2,

and the particle intensity (average number of particles) at x € Z is approximately

(prﬂ't)_l - €Xp ((Nw/h(ﬁ))t - 332/(pwt)).

If we set |x| = ct for ¢ > 0, this quantity is nonzero in the ¢+ — oo limit as long as ¢ <
Puwttw/h(B) ie. ¢ < aw/y/h(B), since ay = pu/TwW = \/Pullw. This suggests a long-run
expansion rate of a,,/+/h(B) per unit time, which is our main result.

To make this argument rigorous, we need to show that for small 3, the dual process ¢
sufficiently resembles a branching random walk (BRW) with branching rate f,,/h(3). Since
the time between accepted branching events is of order h() — oo as f — 0, and in this time,
fluctuations in the movement of individual particles are of order /h(/3), it makes sense to
speed up time by h(/3) and reduce space by \/h(S). We therefore introduce the scaled dual
process

&= hB) M sy (17)

and our goal is to show that for small 3, this process sufficiently resembles a BRW with
branching rate p,,. Recall that by the definition (2) of scalar multiplication on R? x Z,,, the
spatial scaling by h(ﬁ)*l/ 2 only affects the first two coordinates.

In the upper bound proof, the main work resides in identifying which branching events
to accept, and in analyzing parent-daughter mteractlons under the accepted events. In the
lower bound proof, we can only approximate Ct with a branching random walk on finite time
intervals. We therefore discretize time and space and apply a percolation argument to obtain
the long-run propagation speed of Ef .

3.4 Upper bound argument

To prove an upper bound, we couple the dual process ft with a pruned branching random
walk gZo)t, which we in turn couple with a simpler BRW ¢;. We then analyze the propagation
speed of ¢, to obtain an upper bound on the propagation speed of @. For reference, we list
the processes used in the proof of our main result along with a short description in Table 1.

10



. ) Type-0 particles divide at rate 1, type-1 at rate 1 4+ 3.
& | Biased voter model Section 2 ) ) )
A neighbor selected uniformly at random is replaced.

- . Branching coalescing random walk (BCRW).
Gt Dual process Section 3.1 ) )
Particles jump at rate 1, branch at rate 3.

3, Unaltered BRW Section 3.4.1 Branching random walk (BRW) obtained by

ignoring all coalescence events in dual process (;.

o Pruned BRW, . BRW obtained by ignoring new particles in ¢,

on Section 3.4.1 o . i ) )
upper bound that coincide quickly with their parent particles.

" Simple BRW, Section 3.4.4 BRW obtai.m'ed by modifying particle.paths in qoﬁt
upper bound to uncondition movement at branching events.

. Pruned dual, ) BCRW obtained by ignoring new particles

G Section 3.5.1 ) ) .
lower bound that coalesce quickly with any particle in (;.

o Pruned BRW, . BRW obtained by ignoring new particles in ¢,

Wy Section 3.5.2 o ) i ) )
lower bound that coincide quickly with their parent particles.
Simple BRW, . BRW obtained by modifying particle paths in L/;t

Uy Section 3.5.3

lower bound to uncondition movement at branching events.

Table 1: List of the particle processes used in the proofs of Lemmas 3 to 10.

3.4.1 Definition of pruned BRW gzt

Consider a branching random walk ¢; obtained by ignoring all coalescence events in the dual
process ft. In other words, particles in ¢; jump at rate 1 and branch at rate 3, and whenever
two particles meet, both are retained. One particle follows the path of the coalesced particle
in the dual process, and the other performs a new SSRW on Z? x Z, independently of all
other particles. By construction, each particle path in ft also appears in ¢, but ¢; contains
additional paths. Since ¢; allows multiple particles to occupy the same site, it should be
viewed as a sequence of sites in Z? x Z,,, as opposed to a subset of Z? x Z,,. We will call ¢;
the unaltered BRW to distinguish it from the pruned BRW gzzt, which we define now.

For a given branching event in ¢, let Ty be the time at which the new particle first
coincides with its parent, and let S be the time at which the new particle first produces its
own offspring. Recall that S is exponentially distributed with mean 1/, and it is independent
of Ty. We categorize the branching events in ¢; as follows:

e Type-0: Ty < min{S,7(5)}: The new particle quickly coincides with its parent.
e Type-1: S < min{Ty, 7(f)}: The new particle quickly produces its own offspring.

o Type-2: 7(8) < min{S,Tp}: The new particle neither coincides with its parent nor
produces its own offspring before time 7(5).

We refer to [0, 7], [0,S] and [0,7(B)], respectively, as the decision period for each type of
event. The pruned BRW ¢; is defined as follows (Fig. 4):

e A new particle born through a type-0 branching event in ¢; is ignored in gzobt.

e A new particle born through a type-1 event is introduced to gio)t at time S after birth
in ¢¢, at the location it then occupies in ¢;. Its offspring is viewed as a new branching
event in ¢; and is evaluated according to the same rules as outlined here.

11



(a) parent (b) (C)

daughter daughter s '>
\ offspring
(8)
To 1
time IS

To <min{S,7(8)} | S < min{Ty,7(3)} 7(8) < min{S, Tp}

Figure 4: Categorization of branching events in the unaltered BRW ¢; and definition of
the pruned process gf)t. (a) If a new particle in ¢; coincides quickly with its parent, it is not
introduced to gzoﬁt. (b) If the new particle produces its own offspring quickly, it gets introduced
to QOSt at the time and location at which it gives birth. (c¢) If the new particle neither coincides
with its parent nor has its own offspring too quickly, it gets introduced to qoﬁt at time 7(5)
after birth at the location it then occupies.

e A new particle born through a type-2 event is introduced to ggt at time 7(B) after birth
in ¢, at the location it then occupies.

Once a new particle is introduced to <Z>t, it follows the same path as in ¢;. Let gbik) for
k = 0,1, 2 be the subprocess of ¢; containing offsprings of particles in ¢; that have just been
born through a type-k branching event and whose decision period has not yet passed. Then

G ChudPugug?, (18)

ie. g;)t upper bounds the dual process ¢; if we add newborn particles whose fate has not been
decided yet. Expression (18) allows us to relate the propagation speed of (; to that of ¢x.
Before doing so, we need more information on the branching dynamics of ¢; and ¢;.

3.4.2 Branching in ¢; and g;)t

In the following lemma, we show that in the 5 — 0 regime, almost all branching events of the
unaltered BRW ¢; are type-0. In other words, only a small proportion of branching events
is accepted to produce the pruned BRW qoﬁt. We also show that type-2 branching events are
much more frequent than type-1 events, meaning that most particles introduced to gzt neither
coincide with their parent nor produce their own offspring by time 7(3). We finally produce
moment bounds on the distance traveled by a new particle during its decision period, as well
the separation between parent and daughter throughout the decision period.

Lemma 3. Let (Z})i>0 and (Z})i>0 be independent SSRWs on 7> X Z,, with jump rate 1,
started at 0 and a nearest neighbor of 0. Set Ty := inf{t > 0 : Z} = Z2}}, and let S be an
exponential random variable with mean 1/83, independent of (Z})t>0 and (Z#)i>0. Then

(1) ap(B) :==P(Tp < min{S,7(5)}) = 1 as § — 0.
(2) a1(8) = P(S < min{Ty, 7(8)}) = ©(1/(log(1/8))*?) as B =0,

12



(3) as(B) := P(r(8) < min{S, To}) ~ o/ log(1/8) as B — 0.

Furthermore, there exists C > 0 so that for sufficiently small (3,

(4) E[supyer (o) 1211 | Ty < min{S,r(8)}] < Cilr(8)12, j>1,

(5) E[supyer () 121117 | S < min{To, 7(8)}] < Cj\log(1/8) 2 (BY12, > 1,

(6) E[supi< g |12 | 7(8) < min{S, Tp}] < Cjl(log(1/B8))/?7(8)7/2, j=>1.

Each of (4)-(6) continues to hold if Z} is replaced by Z? or Z, = Z} — Z2.

Proof. Section 6.3. 0

3.4.3 From dual ft to pruned BRW (;05,5

Using (18) and Lemma 3, we can obtain the following relationship between the propagation
speed of the dual process ¢; and the pruned BRW J)t (Lemma 4). By (18), ggt upper bounds
¢, if we add newborn particles whose fate has not been decided yet. By (4)-(6) in Lemma 3,
these newborn particles will not be too far from their parent particles in qgt, so adding them
should not materially affect the propagation speed of qoﬁt. As motivated by the discussion in
Section 3.3, we perform our analysis using the scaled processes C}ﬁ 0= h(,@’)_l/ 252( At and

gbf 0= h(ﬁ)_l/ 2%2( Bt where the 0 means that the processes are started with a single particle
at the origin.

Lemma 4. Fiz a > 0 and 0 < p < 1, and define A, := [r,00) X R X Z,. For each § > 0,
there exist M > 0 and By > 0 so that

P(G0 N Apyar # @) SAP(G)° N Apypar # @) + Me™, B < By, t>0, beR.

Proof. Section 6.4. Ul

3.4.4 Definition of simple BRW ¢,

At each accepted branching event of the pruned BRW <Zo>t (type-1 or type-2), the new particle
is introduced with a time delay, and the location at which it is introduced is conditioned on
it not coinciding too quickly with its parent. The parent’s path during the decision period
is likewise influenced by this conditioning. We next couple gio)t with a simpler BRW ¢; where
we modify particle paths as follows:

e At each accepted branching event of (Et, the paths of parent and daughter during the
decision period are replaced by two independent SSRWs started at the parent’s loca-
tion. From the end of the decision period onward, the two new walks make the same
transitions as parent and daughter make in ggt. An illustration of this procedure is
shown in Figure 5, and a more formal mathematical description is given in the proof of
Lemma 5 (Section 6.5).

With these modifications, both parent and daughter follow independent, unconditioned paths
at each branching event of ¢;. We must make further modifications, however, since the path
followed by the parent at a type-0 branching event in qgt, in which case the daughter is not
introduced to qoﬁt, is conditioned on coinciding quickly with the daughter. This conditioning
will affect particle paths in ¢, if not addressed. We therefore make the following modifications:

13



Figure 5: The simple BRW ¢; is obtained from the pruned BRW q@t by making modifications
to the paths followed by parent and daughter at each branching event of ggt. In the figure, we
show the procedure for a type-1 branching event. Two new independent SSRWs are started
at the parent’s location at the beginning of the decision period, which replace the paths of
parent and daughter during the decision period. From the end of the decision period onward,
the paths followed by parent and daughter in <5t are shifted to meet the two new walks in ¢;.

e At a type-0 branching event in g;)t, the parent follows a path (Z});>o conditioned on
{To < min{S,7(B)}} during [0, 7(8)], in the notation of Lemma 3.

— With probability ag(8), with ag(5) defined as in Lemma 3, we make no modifica-
tion to the parent’s path.

— With probability «;(3), we replace the parent’s path on [0,7(5)] with a path
(Z})i>0 conditioned on {S < min{Tp,7(8)}}. From time 7(8) onward, the new
path makes the same transitions as the parent in <£t~

— With probability as(/3), we replace the parent’s path on [0,7(8)] with a path
(Z})i>0 conditioned on {7(8) < min{S,Tp}}. From time 7(3) onward, the new
path makes the same transitions as the parent in qoﬁt.

With these modifications, we remove any effect of daughter particles not introduced to ¢?t
on the paths followed by their parent particles in ¢;. By the above construction, ¢; has the
following three simplifying properties:

e Particles follow independent, unconditioned SSRWs at all times.
e Time between branching events is exponentially distributed.

e New particles are born to their parents’ locations.

3.4.5 From pruned BRW gZO)t to simple BRW ¢,

Working with the scaled versions qbt’B = h(ﬁ)_l/%h(g)t and ¢tﬁ = h(ﬁ)_l/quh(g)t, we show
in the following lemma that the path followed by an arbitrary particle in qﬁtﬁ is never too far
away from the corresponding path in gbf when g is small. Since qStB is defined by perturbing
particle paths in gbf at branching events, we need to show that the accumulated perturbation
up until time ¢ is not too large. To do so, we first establish an upper bound on the number
of perturbations by time ¢, and we then use the moment bounds established in (4)-(6) of
Lemma 3 to bound the accumulated perturbation.

14



Lemma 5. For a particle chosen uniformly at random from ¢ ’0, let (1@5)83,5 be the path

followed by this particle and its ancestors, and let (}‘};B)Sgt be the corresponding path in qoﬁt 0,
Then, for any r > 0 and 6 > 0, there exist M > 0 and By > 0 so that

P(sup,<; HYsﬂ —}O/S’BH >7rt) < Me™®, B < By, t>0.
Proof. Section 6.5. OJ

Using Lemma 5, we can obtain the following relationship between the propagation speed
of qbtﬁ and gzbf (Lemma 6). In the proof, we use the fact that the mean number of particles
alive at time ¢ in gbf is exp((fw + 0(1))t), and that the error in approximating gbf with gbf on
a particle-by-particle basis is sufficiently small by Lemma 5 to ensure a small total error.

Lemma 6. Fiz a > 0 and 0 < p < 1, and define A, := [r,00) X R X Zy,. For each § > 0,
there exist M > 0 and By > 0 so that

P(6,"" N Aptar # D) < P(¢7° N Apypar # D) + Me™®, <y, t>0, beR.

Proof. Section 6.6. O

3.4.6 Upper bound result for &

With the above ingredients, we can establish the following upper bound result on the prop-
agation speed of the biased voter model (£9);>0 on Z? x Z, conditioned on nonextinction
(Lemma 7). The proof is split into three key steps. First, we remove the conditioning on
nonextinction by waiting until ¢ has covered a sufficiently large box. We then introduce
duality using (8) and use Lemmas 4 and 6 to pass from the dual process ¢ to the simple
BRW ¢;. We finally obtain the desired result by analyzing the tail of ¢;.

Lemma 7. Define 74 := min{t > 0: ¢ = @} for A C Z? x Zy,. For each r > 1, there exists
a family of random variables (Sg)g=0, with P(Sg < oo|r3 = o0) =1 for each 3 > 0, so that

limg_,o lim inft%mp([/@awh(ﬁ)l/zﬂ e1 ¢ £gﬁ+h(5)t ‘ 79 =00) =1,

where Gy 1= Pyy/TW.
Proof. Section 6.7. O

3.5 Lower bound argument

To prove a lower bound, we couple the dual process ¢; with a pruned dual process ft and
a pruned BRW it, which we in turn couple with a simpler BRW ;. Unfortunately, as
mentioned previously, the scaled versions of these processes only behave similarly on finite
time intervals. We therefore discretize time and space and apply a percolation argument to
determine the propagation speed of ¢, in the discretized spacetime.

15



3.5.1 Definition of pruned dual @

To define the pruned dual process C}, we start with the dual process ft. For a given branching
event in ft, let Tj) be the time at which the new particle coalesces with any other particle
m ft, and let S be the time at which the new particle first produces its own offspring. We
categorize the branching events in ft as follows:

e Type-0: T} < min{S, 7(8)}: The new particle quickly coalesces with another particle.
e Type-1: S <min{7},7(8)}: The new particle quickly produces its own offspring.

e Type-2: 7(5) < min{7}, S}: The new particle neither coalesces with another particle
nor produces its own offspring before time 7(53).

The pruned process Ct is obtained by only accepting type-2 branching events. In case of
acceptance, the new particle is introduced to Ct at time 7(3) after birth in Ct, at the location
it then occupies. From the time of introduction to Ct; the new partlcle follows the same path
as in the dual process Ct, and it coalesces with other particles in Qt By construction, the
pruned process Ct lower bounds ¢; in the following sense:

G2G, t=0 (19)

3.5.2 From pruned dual f‘t to pruned BRW z;t

As in the proof of the upper bound, we consider an unaltered BRW ¢; obtained from ignoring
all coalescence events in the dual process Et. We classify its branching events into type-0, type-
1 and type-2 as in Section 3.4.1, using Ty, the time at which a new particle first coincides with
its parent particle. We then define the pruned BRW @Zt by only accepting type-2 branching
events. Note that the difference between ét and ?;t is that the latter process accepts a new
particle that coincides with a particle other than its parent before time 7(5), and it ignores
any coalescence (whether with the parent or another particle) that occurs after the new
particle has been introduced.

The pruned BRW 727& may not appear useful for determining a lower bound on the propa-
gation of ft, as its growth is not checked to the same degree by coalescence. However, working
with the scaled versions éf = h(ﬁ)_l/th(ﬁ)t and ¢f = h(ﬁ)_l/%zh(ﬁ)t, we can show that
if @B is started with sufficient spacing between the initial particles, then as 8 — 0, the only
coalescence that occurs during a finite time interval will be between parent and daughter
during a decision period. In other words, @B behaves like ¢},B on finite time intervals (in the
scaled spacetime). We obtain the following lemma, whose proof follows from an induction
argument similar to the one given on pages 1758-1759 of Durrett and Zéhle [16].

Lemma 8. Set d(f) := 8~ /2(log(1/8))"'. Let A = A(B) denote the collection of finite
subsets of 72 x L, in which points are pairwise separated by at least d(B). Set AP = h(8)~1/2A
for Ac A and AP .= h(B)"'/2A. Then, for any K >0 and T > 0,

supaea, |a<x PG ier # WP <y ULBA” ¢ APY) 0, B 0.

Proof. Section 6.8. O
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Figure 6: (a) Graphical depiction of the percolation construction embedded in Lemma 9.
(b) Ilustration of the two-dimensional projection of the sets I for k € {—1,0,1} and the
set 1% defined in Lemma 9.

3.5.3 Propagation of pruned dual ét

In the following lemma (Lemma 9), we show that for any 2/3 < § < 1, we can find L and K
so that if @ﬁ is started with K particles in a box of diameter fa,, L, then L time units later,
there will be at least K particles in an adjacent box of diameter fa,, L, with high probability.
This suggests that during [0, L], the propagation speed of Cf is at least 6a,,, which translates
into the desired lower bound of fa,,/+/h(5) in the unscaled spacetime. The specific form of
the result (20) of Lemma 9 enables us to define a lower-bounding percolation process (Fig. 6a)
using a comparison theorem from Section 4 of [15], in which we discretize time into blocks
of length L and space into boxes of diameter fa,, L. A similar construction is carried out in
Durrett and Zihle [16], except we must shorten their time blocks from length L? to length
L to obtain a tight lower bound on the propagation speed of éf . To prove Lemma 9, we use
Lemma 8 to approximate @B with 1/15 , and we then approximate ¢f with a simpler BRW @Z)tﬁ
as in the proof of the upper bound. We finally analyze wf to obtain the result.

Lemma 9. For0 <60 <1 and L > 0, define (Fig. 6b)

I8 := [—(1/2)0aw L, (1/2)0a,L)* X Zy,
1Y = I8 + k-0ay,Ley, k €7,

and
APOK kR {A/B c AP - |Aﬁ ﬁlg] > K},

with AP defined as in Lemma 8. Let (Af’AB’O)tZO denote a pruning of(AtB’Aﬁ)tzo with particles
killed as soon as they exit the box IZ with IZ = [~20a,L,20a,L)? x Zy. Then, for any
2/3 <60 <1ande >0, there exist L = L(§) > 0, K = K(0,e) > 0 and By = po(f,e) > 0
such that for any AP € APOKD with |AB| = K, and any B < P,

P(CPA™ € APOER) > 1 _ o ke (1,1} (20)

Proof. Section 6.9. O
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3.5.4 Lower bound result for &

With the above ingredients, we can establish the following lower bound on the propagation
speed of the biased voter model (£9);>9 on Z? x Z,, conditioned on nonextinction (Lemma
10). The proof is split into three key steps. In the first two steps, we remove the conditioning
on nonextinction and introduce duality. In the final step, we use Lemma 9 to define a lower-
bounding percolation process, which we then analyze using results from [12] and [28].

Lemma 10. Define 74 := min{t > 0: & = @} for A C 7% x Zy,. For each 2/3 < p < 1,
there exists a constant L > 0 and a family of random variables (Sg)g=0, with P(Ss < co|ry =
o) =1 for each B > 0, so that

limg_,o lim inf,, 0o P(ggﬁunLh(ﬁ) N [anath(ﬁ)1/2, 00)er # @ ’ T3 =00) =1,
where Gy 1= Pyw/TW.
Proof. Section 6.10. O

Note that due to the discretization involved in the proof, Lemma 10 only addresses the
propagation of (&):>0 along a subsequence of timepoints. This turns out to be sufficient
when combined with the Bramson-Griffeath shape theorem (4), as we show next.

4 Proof of main result

In this section, we complete the proof of our main theorem (Theorem 1) by showing how it
follows from the lower and upper bound results of Lemmas 7 and 10, together with the shape
theorem (4).

Proof of Theorem 1. Fix 0 < § < 1 and let (8;)i>1 be a sequence of real numbers converging
to 0. Apply Lemma 7 with x := 140 to obtain finite random variables (Sg,); and an integer
19 so that for i > 7,

liminf, oo P([(1 4 8)awh(B:)Y?n]es ¢ ggﬁi+h(/8i)n |73 =o0) > 1/2.
It follows that for 7 > i,
P([(1+ 8awh(B;)/*ne; ¢ fgﬂﬁh(ﬁi)n for infinitely many 7 | Ty =00) > 1/2. (21)
Fix ¢ > ig. By the shape theorem (4),
P(3t, < oo : [—(1=8)cw(Bi)t), (1 = 8)ew(Bi)t])]er C &, t >t |13 =00) =1,  (22)

where ¢, (5;) is the radius of the asymptotic shape D = D(f3;) as defined in (5), and [m,n] =
{m,m+1,...,n} for integers m < n. Assume now, by way of contradiction, that

cw(Bi) > ((1+26)/(1 — 26)) - awh(Bi) /2.

For sufficiently large n (which depends on the outcome w),

[(1+ 8)awh(B)"*n1 /(g + h(Bi)n) < (1+28)auh(6:)~",
L1 = &)ew(Bi)(Sp, + h(Bi)n) ] /(Sp; + h(Bi)n) = (1 = 26)cw (Bi),
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Mutation Uy Us

rate 0 1 2%
Fitness 1 1+5: (1+61)(1+52)

Figure 7: In the two-step mutational model of cancer (Section 5), the mutation rates are u
and ug for type-0 and type-1 cells, respectively. Type-1 cells have fitness advantage (31 over
type-0 cells, and type-2 cells have fitness advantage (o over type-1 cells.

which implies

[(1+ 8)awh(8;)'/*n] < [(1 = 6)ew(B:)(Sp, + h(Bi)n)].
Conditional on {79 = 0o}, we must then have [(14 8)a,h(5;)/?n]e; € ggﬂ-'f‘h(ﬁi)n for all but
finitely many n with probability 1 by (22), which contradicts (21). We can therefore conclude
that

cw(Bi) < ((1+20)/(1 = 28)) - awh(B:) %, i >io.

Sending i — oo, and noting that the subsequence {f;};>1 is arbitrary, we obtain
hmsuPﬁ—)O Cw(ﬁ)/(awh(ﬁ)ilﬂ) < (1+26)/(1—26).

Sending 6 — 0 then yields lim supg_,o cw (8)/(awh(B)~1/?) < 1. Applying a similar argument
to the lower bound result of Lemma 10 will show that

liminf g0 cw(B) / (awh(8)~1/?) > 1,

~1/2

and we can conclude that ¢, (5) ~ ayh(53) as desired. O

5 Application to cancer initiation and field cancerization

We now use our main result to explore the dynamics of cancer initiation and field cancerization
under a two-step mutational model of cancer. In this section, as in [14], [11] and [18], we
assume finite tissue of the form Z% X Zuy, where L is chosen so that the total number of cells
in the tissue is N, with N typically of order at least 105. We now impose the same periodic
boundary condition along the first two dimensions as along the third dimension.

Suppose each site in Z2 x Z,, is initially occupied by a normal cell (type-0). Each type-0
cell mutates to a premalignant type-1 cell, with fitness advantage 51 > 0 over normal cells,
at exponential rate u;. A type-1 cell gives rise to a successful type-1 clone (one that does

Small T’ Intermediate T' Large I'

Figure 8: The dynamics of cancer initiation on Z% X Z, under the two-step mutational model
of Section 5 are determined by the metaparameter I" as defined in (23). For small T, the first
successful cancer cell (type-2) arises from the first successful premalignant clone (type-1), but
as I' increases, cancer can originate from one of several successful type-1 clones (intermediate
'), or even an unsuccessful type-1 clone before it goes extinct (large IT).
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Figure 9: The density of the cancer initiation time o9 for a few values of the tissue thickness
w. Other parameter values are N = 10%, u; = 1075, uy = 107° and 8 = 0.01.

not go extinct) with probability 81/(1+ 1) by (1), in which case its long-run expansion rate
cw (1) is given by our main theorem (Theorem 1). Each type-1 cell mutates to a cancer cell
(type-2), with fitness advantage B2 > 0 over type-1 cells, at rate uy (Fig. 7). As before, a
type-2 cell gives rise to a successful clone with probability S2/(1 4 B2). We let o2 denote the
time at which the first successful type-2 cell arises in the population, which we consider the
time of cancer initiation. To simplify the following discussion, we assume that g1 = B2 =: 3.

In [18], Foo, Leder and Ryser analyze an approximated version of the above model for the
w = 1 case. They assume that cells occupy a spatial continuum, and that type-1 clones grow
deterministically with radial growth rate c;(8). Under this simplified model, the dynamics
of cancer initiation are governed by the value of the metaparameter

T = N3(u18)3cw(B) 2 (uz8) L. (23)

When T is small, the first successful cancer cell (type-2) typically arises within the first
successful type-1 clone. As I' increases, it becomes possible for cancer to initiate from one of
several successful type-1 clones, and when I' is large, it may even arise from an unsuccessful
type-1 clone before it goes extinct (Fig. 8). A more detailed discussion of these regimes can
be found in [11], [18] and [19].

Fortunately, the analysis in [18] carries over to the more general w > 1 case, with the
assumption that type-1 clones grow deterministically as a union of two-dimensional disks
(Fig. 2b) with radial growth rate ¢, (8) = pw\/m/\/log(l/ﬂ). We begin by considering the
metaparameter I'. Note first the asymmetric role of the mutation rates u; and us: Increasing
uy increases the likelihood that multiple successful type-1 clones arise prior to cancer initiation
(large-T" regime), whereas increasing us has the reverse effect (small-I" regime). Note also the
asymmetric role of § and w: As /3 increases, I' increases according to (log(1/3) for small 3,
while as w increases, I' decreases according to 1/(p2w). Both parameters affect how quickly
type-1 clones expand, but /3 also affects the success probability of type-1 clones by (1). Thus,
whereas a larger w means faster type-1 clonal expansion and a greater chance that cancer
initiates within the early clones (small-T' regime), for larger /3, faster type-1 expansion is
counterbalanced by the fact that more successful type-1 clones arise, which turns out to push
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Figure 10: Distribution of the local field size X, conditioned on {0y € dt} with t = E[oy], for
(a) 8 =0.01 and (b) 8 = 0.05. Other parameters are N = 105, u3 = 1075 and up = 107°.

the dynamics toward several successful type-1 clones (large-I" regime).

We next consider the distribution of oy, the time of cancer initiation. Its density is given
by (4) in [18], with the substitution 7o := mw (area of stacked unit disks in Z? x Z,,) and
cw(B) = puv/Twp / \/1og(1/8). Predictably, as the tissue thickness w increases, faster type-1
expansion translates into earlier cancer initiation (Fig. 9). In Figure 3b of Section 2, we
noted that premalignant population growth is over three times as fast on w = 5 layers as on
w = 1 layer, whereas cancer initiation speeds up around twofold over this range according
to Figure 9. To see why, note that the probability of the event {9 € dt} depends on the
“total mass” or “spacetime volume” of type-1 particles up until time t, i.e. the time-integral
of the size of the type-1 population. Under our deterministic growth assumption, a successful
type-1 clone that originates at time 0 grows to size (c,(3))?s*mw by time s, and it reaches
spacetime volume V by time

tw(V) — 31/3(pwﬂ_w)f2/3h(ﬁ)l/3vl/3'

Thus, going from w = 1 to w > 1 layers should accelerate cancer initiation by around
(pww)z/ 3 which is consistent with a twofold increase from w = 1 to w = 5. Of course, while
these calculations give us some idea of what to expect, the dynamics are more complex in
general. For small u; or small 3, for example, it may take a long time for the first successful
type-1 clone to arise, and for larger values, cancer may originate from one of several successful
type-1 clones originating at distinct times.

We finally consider the size X; of the local field, i.e. the premalignant clone from which
the first successful cancer cell arises, at the time of cancer initiation. The density of X,
conditioned on the event {0y € dt}, is given by (8) in [18]. We focus here on the case t = E[o2]
when cancer initiates at its expected time. In Figure 10, we show how the conditional
distribution of X; changes with tissue thickness w, given fitness advantage 5 = 0.01 (Fig. 10a)
and 3 = 0.05 (Fig. 10b). Since we condition on {02 € dt}, and type-1 clones are assumed to
grow deterministically, the support of X; is finite and reflects the maximum possible size of
a type-1 clone at time ¢, which is (c,(8))*t?7w.

In Figure 10, we see that as w increases, the local field size X; increases and varies across a
wider range. This reflects the fact that increasing w pushes the dynamics toward the small-I"
regime, in which cancer initiates within one or a few large clones. When Figures 10a and

21



10b are compared, we see that increasing [ results in a smaller local field, and the local field
size appears less sensitive to § than to w. As noted above, increasing 8 both leads to faster
expansion of type-1 clones and improved viability of these clones, with counteracting effects
on the metaparameter I'. The fact that X; decreases with increasing 3 is consistent with I'
increasing, moving the dynamics toward a greater number of smaller premalignant fields.
The above discussion reveals how our main result enables prediction of how premalignant
fields evolve and how they give rise to cancer, given information on the tissue thickness w and
the fitness advantage 8. We have seen how the number of premalignant patches, the time of
cancer initiation o9 and the local field size X| is significantly affected by w, and how w and
affect the dynamics in distinct ways that would be difficult to anticipate without the aid of a
mathematical model. These insights are furthermore clinically relevant, since premalignant
fields often appear histologically normal, making them difficult to distinguish from normal
tissue. Thus, the capability to make quantitative predictions on the spatial evolutionary
history of the tumor can yield valuable insights into e.g. optimal excision margins under
surgery, and into when and where recurrence can be expected to occur following treatment.

6 Proofs of lemmas

6.1 Proof of Lemma 1

Lemma 1 (LCLT on Z? x Z,,). Let (Sn)n>0 be the discrete-time SSRW on 7% X 7., with
So=0. Set by :=2, by, :=2 ifw>1is even and by, := 1 if w > 1 is odd, and define

1, w=1,
Pwd =< 2d/(2d+1), w=2,
d/(d+1), w > 2,

as the probability that (Sy)n>0 takes a step in the Z2-direction, with Dw,2 = Pw as defined in
(6). Then, for any n > 1 and x € Z* x Z,, so that P(S, = z) > 0,

nd2P(S, = z) = (bu/w)(d/(27puw.q))”* + o(1).

Proof. For w = 1, the SSRW on Z¢ x Z,, is equivalent to the SSRW on Z%, and it suffices to
refer to the LCLT on Z, given by (25) below. We can therefore assume that w > 1.

Let N (n) denote the number of steps taken along the first d dimensions of Z¢ x Z,, by
time n. Conditional on N(n) = k, we can decompose S, as S, = (S'k, " 1), Where <§j>j20
and (S;”-")jzo are independent SSRWs on Z? and Z,,, respectively. In other words, for any
x € 7% X Ly, with © = (&, 2q41),

P(S, = z|N(n) = k) = P(S) = )P(S¥_, = 24.1).

Thus, by conditioning on the value of N (n), we can analyze the large-n asymptotics of S,

~

by analyzing the two random walks (S;);>0 and (S});>0 separately.
We start with the latter walk (S}”);>0 on Z,,. Note first that (53°);>0 is aperiodic if w > 1
is odd, while it is periodic with period 2 if w > 1 is even. For the w odd case, the transition

matrix P, for (S}’);>0 is irreducible and aperiodic, and the uniform distribution on Z, is
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stationary for P,, so by Theorem 4.9 of [27], there exist constants y; = v1(w) € (0,1) and
C1 = Ci(w) > 0 so that

IP(SY = z441) — L/w| < C1vi, @441 € Lu.

For the w even case, by rearranging the state space into odds and evens, we can write P2
as a block diagonal matrix consisting of two identical irreducible, aperiodic blocks @Q,, of
dimension (w/2) x (w/2). If S§ = 0 and x441 is even, we can apply the same theorem as
above to get constants v2 = y2(w) € (0,1) and Cy = Ca(w) > 0 so that

IP(SE) = 2411) — 2/w| < Cond = Ca(1/%).

If 2441 is odd, we condition on the first step and obtain as before

" : - 2j+1
IP(S%)41 = Tas1) — 2/w| < oy = (Coyy %) (/%)

Recall that b, = 1 for w > 1 odd and b, = 2 for w > 1 even. Combining the above
observations, we see that for the SSRW (S7’);>0 on Z,, there exist v = y(w) € (0,1) and
C = C(w) > 0 so that for each z441 € Zqy with P(S}’ = 2441) > 0,

B(SY = a1) — (bu/w)| < C. (24)

We next turn to the random walk (S;);0 on Z%. For & € Z¢ and j > 1, set

ps(@) = (d/(2m)) " exp (—d)l I/ (25)),

where || - || is the Euclidean norm on Z¢. By Theorem 2.1.3 of [26], there exists ¢ > 0 so that
for all & € Z¢,

IP(Sj = &) + P(Sj11 = &) — 2p;(@)| < ¢/ T2/,

Since (Sj)jzo is periodic with period 2, we obtain for j and & such that ]P’(S’j =1z) >0,

d/2

§YPP(S; = &) = 2(d/(2m)) " + O(1/). (25)

We finally establish bounds on N (n), the number of steps the SSRW on 7% x 7, takes
along the first d dimensions by time n. Since N(n) is binomially distributed with success
probability p,, 4, we obtain by Hoeffding’s inequality for any v > 0,

P(IN(n) — npw.a| > n'/>) < 2exp(—2n%). (26)
For each n and each v € (0,1/2), define the neighborhoods
Ap(v) ={1<k<n:|k—npydl < nt/2tv},

~

and note that by (26), N(n) takes values in A, (v) with high probability for n large.
We are now ready to carry out the main calculations. Fix v € (0,1/2) and note first that

n¥?P(S,, = z) = n¥?P(S, = z|N(n) € A,(v))P(N(n) € A, (v))
+nP(S, = 2|N(n) ¢ 4, (V))P(N(n) ¢ An(v)).
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Write 2 = (2, 2441). Since P(N(n) ¢ A, (v)) < 2exp(—2n2") by (26), and n%/? = o(exp(2n?)),
it suffices to study the large-n asymptotics of

n¥?P(S, = z|N(n) € A,(v))

2 B(Sk = DP(SY, = mas1 BN (n) = KN (n) € Ay(v)).

~

For n and z so that P(S,, = z) > 0, we can assume without loss of generality that P(S; =
) > 0and P(S}Y_, = x441) > 0 for k € A, (v) even and n sufficiently large. Define

A2(v) :={k € Ap(v) : k even}.

For k € A2(v), we can write k%2P(S, = &) = 2(d/(27))¥? + O(1/k) by (25). By the
definition of A, (v), we furthermore have

(1/pua) - (1 (4 pgn”™ %) </ < (/pua) - (1/ (1= pgn”™1%)),

which implies that n/k = 1/py,. 4 + O(n”_l/Q). Therefore,

n??P(S,, = z|N(n) € A,(v))

= Yreaz () (n/K)Y?  KPP(S), = &) - P(S)_ = 2ar)P(N(n) = k|N(n) € An(v))

= 2(d/(27puw,a))"* e a2 (v) P(SE_, = 2ay1)P(N (n) = k|N(n) € A, (v)) + o(1).
By (24), there exist constants v = v(w) € (0,1) and C = C(w) > 0 so that for k € A2(v),

[B(S3- = zas1) = (bu/w)| < Oy mread =2,

which implies that P(SY_, = xq41) = bw/w + O(y (1*pwvd)*"1/2+y). We thus obtain

n¥?P(S, = 2|N(n) € 4, (v))
= 2(bw/w)(d/27Puwa)Y* penz ) PN (n) = k[N (n) € A(v)) + o(1).

The remaining sum is the probability that N(n) is even given that N(n) € A,(v). Since for
X ~ Bin(n,p), P(X is even) = 1/2 + (1/2)(1 — 2p)™, and the probability that N(n) € A,(v)
converges to 1 as n — oo, the sum converges to 1/2 as n — oco. The result follows. O

6.2 Proof of Lemma 2

Lemma 2 (Asymptotic tail of Ty). Let (Z;)>0 be the SSRW on Z? x Z,, with jump rate
a > 0, started at a nearest neighbor of the origin. Set Ty := inf{t > 0: Z; = 0} and define

, w =1,
o = pumw = { (4/5)mw, w =2,
(2/3)mw, w > 2,

where py, is the probability given by (6). Then

P(Th > t) ~ py/logt, t— oo.
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Proof. We begin by proving the result for the embedded discrete-time SSRW (.S),),>0 on
7% X Zy, defined by S, = Z,,, where o, is the time of the n-th jump of (Z;);>0. Set
79 := min{n > 0: S, = 0}. We want to show that

P(r9 > n) ~ py/logn, n — oo.

The w = 1 case has already been established by Dvoretzky and Erdos in [17]. We can easily
extend their argument to the w > 1 case by substituting the LCLT on Z? by our LCLT on
72 x Zy,. We sketch the argument briefly below.

Note first that instead of assuming that (S,)n>0 is started at a nearest neighbor of the
origin, we can assume that (S,),>0 is started at the origin itself, since for n > 1,

P(T() > n‘S() = 0) = ]P)(T[) >n— 1‘50 = 61).

Define y2(n) := P(19 > n — 1|Sp = 0) and ua(n) := P(S,, = 0[Sy = 0) using the notation of
[17]. Clearly, y2(n) in decreasing in n with y2(1) = 1 and ~2(n) > 0 for all n > 1. Assume
that w is even, in which case (Sp)n>0 is periodic with period 2. Then us(2n — 1) = 0 for
n > 1, and by the discrete-time LCLT of Lemma 1,

uz(2n) = P(S2, =0[So =0) = (1/pw)(1/n) + 0o(1/n), n >1. (27)

If Sy = 0, then for any n > 1, the walk visits the origin at least once by time n — 1 with
probability 1. Decomposing this event in terms of the last return to the origin by time n — 1,
and setting m :=n/2 — 1 for even n and m := (n — 1)/2 for odd n, we can write

u2(0)y2(n) + u2(2)72(n — 2) + - + uz(2m)y2(n — 2m) = 1.

It follows from (27) that Zf:o u2(2i) = (1/pyw)(logk)(1 + o(1)). Using the monotonicity of
~2, one can now show that y2(n) = (uy + 0(1))/logn, see page 356 of [17]. The argument
for odd w, in which case the walk is aperiodic, follows along similar lines.

It remains to translate the above discrete-time result into continuous time. Fix ¢ > 0.
Let Tp = inf{t > 0 : Z; = 0} be the time of first visit of (Z;);>0 to the origin, and let N(¢)
denote the number of jumps Z; makes by time t. Then

P(Ty >t) =P(ro > N(t)) <P(r0 > at(l —¢)) + P(N(t) < at(l —¢)),
and

P(Top >t) =P(1o > N(t)) > P(r9 > at(l+¢)) —P(N(t) > at(l +¢)).
Since (N (t))¢>0 is a Poisson process with rate «, we have N(t)/(at) — 1 almost surely as
t — 0o. The result follows. O
6.3 Proof of Lemma 3

Lemma 3. Let (Z})i>0 and (Z%)1>0 be independent SSRWs on 7> x Z,, with jump rate 1,
started at 0 and a nearest neighbor of 0. Set Ty := inf{t > 0: Z} = Z2}, and let S be an
ezponential random variable with mean 1/, independent of (Z})i>0 and (Z2)i>0. Then

(1) ap(B) :==P(Tyh < min{S,7(5)}) = 1 as § — 0.
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(2) on(B) = P(S < min{Ty, 7(8)}) = ©(1/(log(1/8))*'*) as § -0,
(3) a(B) :=P(r(8) < min{S, To}) ~ pw/log(1/B) as B — 0.
Furthermore, there exists C' > 0 so that for sufficiently small 3,
(4) E[suprers) 12111 | Ty < min{S, 7(8)}] < Ciir(8Y2, =1,
(5) E[supyers) 12011 | S < min{To, 7(8)}] < Citlog(1/8)/2r(8)12, =1,
(6) E[supi<rg) || Z} || 7(8) < min{S, To}] < Cj!(log(1/8)"/*7(8)/2,  j > 1.
Each of (4)-(6) continues to hold if Z} is replaced by Z? or Zy = Z} — Z32.
Proof. Recall that 7(8) = (1/8)(1/1/1og(1/B)), and define
a(B) := (1/8)(1/(log(1/8))*?) = o(7(8)).
(1) Follows from (2) and (3).
(2) Since S is independent of Tp, we can write
P(S < min{Ty, 7(8)}) = [T P(s < Tp) - BeP*ds
— [*DP(s < Ty) - BePods + fT(’B)IP’ (s < Tp) - Be~Peds.
For the former integral, it is easy to see that
foa,(ﬂ) P(s < Tp) - BeBsds < foa(ﬂ) Be=Bsds
=1—e 7P ~1/(0g(1/8))*?, B —0.
For the latter integral, we can write

ST B(s < Ty) - BePods < (r(8) — a(B)) - Be PP . Pla(B) < Ty).  (28)

Now, (r(8) — a(B)) ~ 7(8) = (1/8)(1//log(1/B)) as B — 0, e PP — 1 as 5 — 0,
and by Lemma 2, P(a(8) < Tp) ~ jw/log(1/8) as § — 0. The right-hand side of (28) is
therefore of order 1/(log(1/83))%/? as 8 — 0. Thus,

P(S < min{Ty, 7(8)}) = O(1/(log(1/8))**).
On the other hand, by independence,

B(S < min{Ty, 7(8)}) > B(S < 7(8) < Th)
— (5 < 7(8)) - B(r(8) < Tv)
~ o/ (og(1/8))2, B — 0,

since P(S < 7(8)) = 1 — e 7B ~ 1/\/log(1/B) as B — 0, and P(r(8) < Tp) ~
tw/ log(1/B) as B — 0 by Lemma 2. Therefore,

B(S < min{Tp, 7(8)}) = 2(1/(log(1/8))*/2).

Since P(S < min{Tp, 7(8)}) is both O(1/(log(1/8))*?) and Q(1/(log(1/5))3/?) as B — 0,
we have established part (2).
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(3) By independence,

P(7(8) < min{S,To}) = P(r(B) < S) - P(r(8) < Tp)
— o B7(B) “P(1(B) < Tp)
~ pw/log(1/B), B —0,

which follows from the fact that exp(—g7(8)) — 1 as f — 0, and that P(7(5) < Tp) ~
tw/ log(1/B) as B — 0 by Lemma 2.

(4) Note that we can write Z} = (Z1,, Z3,, Z3,), where Z{ , and Z3, are SSRWs on Z with
jump rate p,,/2 each, and Zit is the SSRW on Z,, with jump rate 1 — p,,, where p,,
is defined as in (6). All walks are started at 0. By part (1) above, we have P(Ty <
min{S,7(8)}) > 1/2 for sufficiently small 3, which implies that for any x > 0,

P(7(8)""/2 supy<r(5) |12} > | To < min{S, 7()})
< 2P(7(8) 2 supy<r (g |1ZE]] > ). (29)
Then note that for any x > 0,

P(7(8) "2 supy<r(p) [|1ZH]] > @) < AP(7(8) V2 supi<r(p) 21, > 2/2), (30)

since le,t and 221,15 have the same distribution. Now, Z117t takes steps +1 with equal
probability at rate p,,/2. The steps have moment generating function

o(0) = (" +¢7)/2,
SO le,t has moment generating function
ve(0) = E[exp(621,)]

= 3 e e 2 ((pu/2)0)" /) - 6(6)"
= exp ((pu/2)t - (6(0) — 1). (31)

For any > 0 and 6 > 0, we thus obtain by Doob’s inequality,

]P’(T(ﬁ)*l/2 SUDy<+(8) le,t > x/2)
= ]P’(supth(ﬁ) exp(QT(B)_l/QZit) > exp(0z/2))
< exp((pu/2)7(8) - ($(O7(8)71/?) = 1)) - exp(—0/2).

Since ¢(O7(8)"1/?) = 14 (1/2)6%7(B)~' + ---, we can find C; = C1(f) > 0 so that for
sufficiently small 3,

(Puw/2)7(B) - ((67(8)7/%) = 1) < log C1.
If we take 8 = 2, we then obtain for sufficiently small £,

P(r(8) ™"/ sup;<r(9) 21, > 2/2) < Crexp(-a). (32)
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Now fix j > 1 and write, by (29), (30) and (32),
7(B)PE[supyer(p) [|ZH IV | To < min{S, 7(5)}]

= fomP(T(ﬁ)_l/z SUPy<+(8) 1ZH| > =7 | Ty < min{S,T(ﬁ)})dm
<y fooo exp (— wl/j)dx,

where Cy := 8C; > 0. Using the substitution u = /7, x = v/, de = ju/~'du, we obtain
T(ﬂ)*j/QE[suptST(ﬁ) || ZH) ‘ Ty < min{S,T(B)}] < Cyj fooo e “u " tdu = Cyj,

since [ e "“u/"tdu = (j — 1)!. The result follows.

We begin by noting that for any = > 0, by independence and Cauchy-Schwarz,

P(7(8) Y2 supycr gy 122 > 2,8 < min{Tp, 7(5)})

= OT(B) ]P’(T(ﬁ)_l/2 SUPi<r(3) || ZH]| > 2,5 < To) - Be=Psds

< P82 supiere) 12 > @) - [0 /B S Th) - BePods.

By the same analysis as in part (2) above, the integral is O(1/log(1/3)). Since

P(S < min{Ty, 7(8)}) = ©(1/(log(1/8))*?)
by part (2), we obtain for some C5 > 0 and sufficiently small 3,
P(7(B) 2 supirg) 12| > 2 | S < min{Tp, 7(8)})
< Cy(log(1/8)1/2\[B(r(8) /2 subyer(s) |1 21| > ).

The same argument as in part (4) above now yields the desired result. The only mod-
ification is that we take 8 = 4 instead of § = 2 in the calculations due to the square
root.

We begin by writing for any = > 0, by Cauchy-Schwarz,

P(7(8) Y2 supier () [1Z2]] > 2, 7(8) < min{S, Tp})
< \JP(r(8) 72 supiers) 12| > 2) - /P(r(B) < min{S, To}),

and the same argument as in part (5) yields the desired result, the only difference being
that we appeal to the result of part (3) instead of part (2). O]

6.4 Proof of Lemma 4

Lemma 4. Fiz a > 0 and 0 < p < 1, and define A, := [r,00) X R X Zy,. For each § > 0,
there exist M > 0 and By > 0 so that

P(G0 N Apyar # @) SAP(G)° N Apppar # @) + Me™, B < By, t>0, beR.
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Proof. To avoid notational overload, we suppress the initial conditions of the processes used
in the proof, and assume that each is started with a single particle at the origin.

As in Section 3.4.1, let ¢§k) for k = 0,1,2 be the subprocess of the unaltered BRW ¢,
obtained by gathering offsprings of particles in the pruned BRW qoﬁt that have just been born
through a type-k branching event and whose decision period has not yet passed. Recall that
by (18),

&G Chud?udhug.
Since 0 < p < 1, it follows that
P(C) N Apyar 7 D) < P($ N Apipat # D) + heo B(A7 0 Apyar 2 2). (33)

To analyze the terms in the sum, consider P(égk)’ﬁ N Aprat # @) for K = 1. We begin by
writing

P37 N Apypar # ©)

< P(6] N Aptpat # 2) +P(947 0 Apyar # 2,6] N Appot = 2). (34)

° (1),
Enumerate the particles in (ﬁgl)’ﬁ as Xtﬁ’l7 XE’Q, . ,Xtﬁ’Nt , Where Nt(l)’ﬁ is the number of

particles in <;°5,§1) # For each Xtﬁ ’i, let Y;B " denote the position of its parent particle in qﬁtﬁ .
Then

]P)( 01(51)’5 N Ab+at 7é g, taﬁ N Ab+pat = @)
N8 , ,
<P(Uiy {I1X7 =Y > (1 - p)at})
; ; . 1), . 1),
<2 P(IXP =Y > (1= p)at|i < NV < NP, (35)

Let (Z1)s>0 and (Z2)s>¢ be independent SSRWs on Z? x Z,, started at 0 and a randomly
chosen neighbor of 0, let T be the time at which they first meet, and let .S be an exponential
random variable with mean 1/43, independent of (Z!)s>0 and (Z2)s>0. Since each particle in

qoﬁgl) has existed for at most 7(3) time units, and each particle is conditioned on producing
its own offspring quickly, we can write for any ¢ > 1,

P(|X =V > (1= p)at |i < NDP)
< P(h(B) 2 supyers 121 — Z2|| > (1 = p)at| S < min{Tp, 7(8)}). (36)

For ease of notation, let (Z)s>0 denote a walk on Z2~>< Zyy, with the distribution of (Z 1750
conditional on {S < min{Tp, 7(5)}}. Write Zs = (Z15, Z25, Z3,5), and note that

P(h(8) ™2 sup,<rg) |1 Zs]| > (1 = p)at)
< AP(h(B)" 2 sup,< (5) Z1,s > (1/2)(1 = p)at). (37)

We now consider the moment generating function

]E[exp (Vh(ﬁ)_l/QZLT(B))].
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By part (5) in Lemma 3, there exists C' > 0 so that for sufficiently small 3,
E|Z1:5)) < Cjl(log(1/B))' 7 (BY/2, j = 1.
We therefore obtain, with 7(8) = (1/8)(1/+/log(1/8)) and h(83) = (1/8) - log(1/8),

h(B)E|Zy )| < C(25)!(log(1/B)) 7372 < C(25)!(log(1/8)) 7, j>1,

where we use that (1 — 3j)/2 < —j whenever j > 1. Using that ZLT(B) 4 —Zl,r(ﬁ) by
symmetry, we obtain for sufficiently small g,

E[exp (vh(8) 2 Z175))] = 3520 (1/(20)!) - v h(B) TE| Zy 75 [
< 1+C 3052 (1/(29)!) - v (25)!(log(1/8))
=1+ Oc,((log(1/8))7"), (38)

where Oc¢,, signifies that the error term depends on C' and v. By Doob’s inequality,

P(h(ﬂ)_l/Q SupsST(B) Zl,s > (1/2)(1 - p)at)
<exp (—(1/2)(1 — p)vat) - E[exp (Vh(ﬂ)*l/QZLT(g))], t>0.

By first choosing v sufficiently large and then § sufficiently small, we can for any ¢ > 0 find
a constant M; > 0 so that for sufficiently small 3,

P(h(ﬁ)71/2 SupsST(,@) Zl,s > (1/2)(1 - p)a‘t) < Mlei(§+2'uw)t7 t>0.
It then follows from (35), (36) and (37) that for My := 4M; and sufficiently small 3,
P( Oil)ﬁ N Aptat # 9, ¢f N Aptpat = D) < Mae™ (OF2m)t . 5720 P(i < Nt(l)ﬁ)

Now, E[Nt(l)’ﬁ] = E!q@il)’ﬁ‘ < E}gbf‘ < E}gbt’g , Where ¢tﬁ denotes the simple BRW defined in

Section 3.4.4. By Lemma 3, d)tﬁ branches at exponential rate v(3) = py, + o(1), with mean
number of new particles ¢(3) = 1 + o(1) introduced per branching event. Since v(3) - £(8) <
211, for sufficiently small 3, we can write

E[NP] < B|of| < exp(2uat)
for sufficiently small 8 and any ¢ > 0. We thus obtain for sufficiently small 3,
P(iﬁ”’ﬁ N Apyar # 9, ¢%B N Aptpat = D) < Mae ™, ¢ > 0.

The same bound holds for ¥ = 0 and k£ = 2 by parts (4) and (6) of Lemma 3. By setting
M := 3My, the desired result then follows from (33) and (34). O
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6.5 Proof of Lemma 5

Lemma 5. For a particle chosen uniformly at random from qﬁf’o, let (Ysﬁ)sgt be the path
followed by this particle and its ancestors, and let (Y;B)Sgt be the corresponding path in ¢y 0.
Then, for any r > 0 and 6 > 0, there exist M > 0 and By > 0 so that

P(sup,<; e -yl > rt) < Me™°, B <y, t>0.

Proof. As in the proof of Lemma 4, we suppress the initial conditions of the processes from
the notation, and assume that each is started with a single particle at the origin.

Consider the pruned BRW (QZS)SZ() (in the unscaled spacetime). Type-1 and type-2
branching events occur at total rate ~ p,/h(5) as 8 — 0 by Lemma 3, where we recall
that h(8) = (1/8) - log(1/B). In the simple BRW (¢5)s>0, we modify the path of parent
and daughter at each type-1 and type-2 event as outlined in Section 3.4.4. Type-0 branching
events, where the daughter is not introduced to (qoﬁs)szo, occur at rate ~ S as 5 — 0 by
Lemma 3. In the simple BRW (¢5)s>0, we modify the parent’s path at a type-0 event with
probability 1 — ao(8) ~ pw/log(1/8) as B — 0, so the modification rate for type-0 events is
~ pw/h(B). The total rate of modifications for type-0, type-1 and type-2 events is therefore
~ 2/, /h(B) as f — 0, which translates into ~ 2p,, in the scaled spacetime.

Consider now a type-1 branching event in (qbs) s>0. Assume for simplicity that the parent
is at the origin at the time of branching. Let (Z});>0 and (Z?)1>0 be the SSRWs followed by
parent and daughter from the time of branching, let Ty be the time at which they first meet,
and let S be the time at which the daughter first branches. Note that the two paths are
conditioned on {S < min{Ty, 7(8)}}. Next, let (Z3);>0 and (Z});>o be independent SSRWs
with jump rate 1 that are independent of (Z});>0, (Z2)i>0 and S, both started at the origin.

Define
P z3, t<S,
P24zl -zY), t>5,

and

0 | 2, t <8,

Pz (2272, t> 8.

In the simple BRW (¢;)s>0, we replace (Z})i>0 and (Z2)i>0 by (Z})i>0 and (Z2);>0, respec-
tively. Note that in the definition of (Z})i>0, we connect the paths (Z});<s and (Z})i>s
at time S (see Figure 5 in the main text), which requires perturbing (Z})i>s by Z2 — Z}
conditional on {S < min{7y, 7(8)}}. Call this perturbation X. By the same argument as
used to establish part (5) in Lemma 3, there exists C' > 0 so that for sufficiently small S,

E|IX[ =E[|Z% - 2§l | § < min{Tp, 7(8)}] < Cjl(log(1/8)"*r(BY/?, j=1.

The perturbation of (Z2);>s in the definition of (ZAt2 )t>0 has the same upper bound by Lemma
3. Furthermore, the same argument, using part (6) of Lemma 3 instead of part (5), will show
that this upper bound also applies to perturbations on type-2 branching events.

On type-0 branching events, (Z}):>0 and (Z2)+>0 will be conditioned on {Ty < min{S,7(8)}}.
Here, (Z3)1>0 and (Z}):>0 will be conditioned on {S" < min{T}, 7(8)}} or {r(8) < min{S’, T}}},
with §” and T} defined in terms of (Z3);>0 and (Z#);>0. Let X be the perturbation required
to connect (Z})i<,(5) and (Z})i>-(g) at time 7(3) (recall that we only modify the parent’s
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path on a type-0 branching event). By the same argument as used to establish parts (4)-(6)
in Lemma 3, we can show that

E||X|J < Cj'(log(1/8)) 21 (B)7/?, j>1, (39)

the same as for the type-1 and type-2 branching events.

Consider next the scaled processes (gzﬁf )s>0 and (d)? )s>0. We have already observed that
each particle path in (qoﬁff)szg is perturbed at total rate ~ 2u,, as § — 0 to produce the
corresponding path in (gbf )s>0. Some of the perturbations occur on type-0 branching events,
in which case no new particle is introduced, while the remaining perturbations occur on type-
1 and type-2 branching events, in which case one new particle is introduced. To keep track
of the perturbations, we define a branching process embedded in (¢f )s>0 as follows:

e Each individual in the branching process is associated with a particle in (gbf )s>0-

e At each type-0 perturbation in (gf)? )s>0, the corresponding individual in the branching
process is killed and replaced by another individual.

e At each type-1 or type-2 perturbation in (qb? )s>0, the corresponding individual in the
branching process is killed and replaced by two individuals.

For a given particle path in (qﬁ? )s>0, the number of perturbations up until time ¢ is the
generation number at time ¢ of the corresponding individual in the branching process. The
branching process has branching rate ~ 2y, and mean number of offspring ~ 3/2 per branch-
ing event as § — 0. To obtain an upper bound on the number of perturbations by time ¢, it
therefore suffices to establish the following lemma.

Lemma 5.1. Let (¢s)s>0 be a continuous-time branching process with exponential branching
rate o > 0 and offspring distribution (pj);?’;o with pg = 0, started with a single individual.
Let Gy be the generation number of an individual selected uniformly at random from ;. Set
m = Zj Jp; and assume 1 < m < mq. Then, for any c > my,

P(Gy > cat) < exp (at - (2¢(mg — 1) — (¢ —mg)?)/(2¢)), t>0.
Proof. Let ¢;; be the number of individuals at time ¢ that are in generation j. Then
P(Gt > Cat) = E[(l/cpt) ’ Zj>coct ijvt] < Zj>co¢t E[spjvt]’

where we use that ¢; > 1 since pg = 0. Note that E[cpj,t] = m/P(R; = j), where R; is Poisson
distributed with mean at. Let B; be Poisson distributed with mean mgat. Then

P(Gy > cat) <3 ca m‘g P(R; = j) = exp (at(mo — 1)) ‘P(R; > cat), t>0. (40)
Note next that by Theorem 1 of [7], for ¢ > my,
P(R; > cat) < exp (—at-(c—mg)?/(2¢)), t>0.

The result then follows from (40). O
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We are now ready to begm the main calculations. First, select a particle uniformly at
random from gbt Let (YS )s<t be the path followed by this particle and its ancestors, and let
(ffsﬂ )s<t be the corresponding path in qﬁt The number of perturbations G/B between the two
paths by time ¢ is the generation number of a particle selected uniformly at random from the
embedded branching process. By the previous lemma, for a given § > 0, we can select ¢ > 0
sufficiently large so that for sufficiently small 3,

P(G? > ct) < exp(—6t), t> 0.
This implies
P(sup,c, |[VE — V7| > rt)
< P(sup,< e -yl > rt,G? <ct)+e %, t>0. (41)

To analyze the probability in (41), note that by the above observations, we can write
vy =Vl 4+ 5o, g Xy,

where X 15 , XQ’B , ... 1s the (independent) sequence of scaled perturbations, and we assume for
simplicity that the time point ¢ does not occur during a decision period. It follows that

P(sup,<; WP - YL > rt,GP < ct) < P(supee || >oimy X]fH > rt). (42)
To estimate this probability, we begin by noting that

P(Squgct H ZZLZI le“ > Tt)
=P( SUDP,, <t h(ﬁ)_lﬂn Y XkH > rt)
< AP(supcq h(B) Y20 Xag > (1/2)rt), (43)

where we write Xy, = (X1 5, X2, X3). We next consider the moment generating function
E[exp (vh(8) 2 4 X)) = TTE5 Eexp(vh(8) 12X, ,)].
Using the moment bound (39), we can show that
E[exp(vh(8)"?X1)] = 1+ Oca ((log(1/8)71), k=1,

using the same argument we used to establish (38) in the proof of Lemma 4. For a given
v > 0, take By = fo(v) > 0 so that for 8 < S,

E[exp(vh(8) 2 X14)] < exp ((1/4)(rv/c)), k> 1,
which implies that for 5 < Sy,
H,L::tJl ]E[exp(uh(ﬁ)_l/QXLk)} <exp ((1/4)rvt), t>0.
We then obtain by Doob’s inequality for 8 < Sy,
P(sup,,<. R(B)TYV23 Xy > (1/2)rt) <exp (—(1/4)rvt), t>0.
Choosing v appropriately, we obtain by (43) for sufficiently small 3,
P(sup,,<c || >y X,fH >rt) <4e 0, t>0.

Finally, combining with (41) and (42), we obtain the desired result. O
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6.6 Proof of Lemma 6

Lemma 6. Fiz a > 0 and 0 < p < 1, and define A, := [r,00) X R X Z,,. For each § > 0,
there exist M > 0 and By > 0 so that

P(§,° N Aprar # D) < P(¢)° N Apypar # @) + Me™%, B < By, t>0, beR.

Proof. As in the proofs of Lemmas 4 and 5, we suppress the initial conditions of the processes
from the notation, and assume that each is started with a single particle at the origin. Since
0 < p < 1, we can begin by writing

P(Qf N Apyat # Q)
<P(¢) N Apypar # D) +P(6] N Apyar # 2,8 N Aptpur = 2).

.8 81 B2 B8,N B :
Enumerate the particles in ¢, as Y, Y/, ... Y] , where IV, is the number of particles
in gbf . For each Ytﬁ " let Y{B " denote the position of the corresponding particle in gbf . Then

° NB o . .
P(¢1 N Aprar # 2.6/ 0 Aprpar = 2) < (UL =Y > (1= p)at}),
and by Markov’s inequality,

NP g .
P(Ui [V - v

ﬂ
> (1 - p)at}) <E|:Zz Lgvsioysisa- p)at}:|

8
Let I be the index of a particle chosen uniformly at random from Ytﬁ ’1,Ytﬂ ’2, .. .,Ytﬁ AV ,

ie. P(I=j|NJ)=1/N{ for j=1,...,N{. Then

Nt _ [ 5 }
E[Zizl 1{||valYf“||>(1p)at}] = BN Lywer s s -pany |

and by Cauchy-Schwarz,

I b
E[Nf QAT =y >a- p)at}:| \/E NP \/]P’ Y2 = Y2 > (1 pat).

Now, (bt’g branches at exponential rate v(3) = p, + o(1), with mean number of new particles
¢(B) = 1+ 0(1) introduced per branching event. Since y(3) - ¢(8) < 2, for sufficiently small
B, by Lemma 5 in [20], there exists M; > 0 so that for sufficiently small 3,

E[(NJ)?] < My (24?2 >0,

Furthermore, for any § > 0, by Lemma 5 above, there exists Ms > 0 so that for sufficiently
small 3,

P(|[V " =Y > (1 - plat) < My e 20+t ¢ > 0,

Combining the above, there exists M > 0 so that for sufficiently small 3,
P(¢) N Aprat # D, 8} N Apspat = D) < Me %, >0,

and the result follows. O
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6.7 Proof of Lemma 7

Lemma 7. Define 74 := min{t > 0: {* = @} for A C Z? x Zy,. For each r > 1, there exists
a family of random variables (Sg)p>0, with P(Ss < oo|73 = 00) = 1 for each B > 0, so that

limg_,o lim inftHooIP([ﬁawh(ﬁ)l/Qﬂ e1 ¢ fgﬂ+h(ﬁ)t ‘ T3 =00) =1,

where Gy 1= Pyy/TW.

Proof. Take € > 0. We segment the proof into three main steps.

Step 1: Remove conditioning on nonextinction. Let B, denote a box in Z? x Z,,
centered at 0 with radius 7, i.e.

B, = {(x1, %2, x3) € Z* X Zy, : max{|z1, |w2|} < r}.
If we set r = r(8) = h(53)'/2, then by the gambler’s ruin formula,
P(r8r < o0) = (14 B)~CIIFV™ = exp (—O(h(B)) - log(1 + B)) = o(1), B — 0,
since h(3) = (1/8) - log(1/8) and log(1 + ) = B + o(B). Define o, r = 0, r(f) as
orp:=inf{t >0: B, C& C Bp}.

By (3) and (7) in Bramson & Griffeath [5] (i.e. the corresponding results for Z2 x Z,,), there
exists a constant R > 0 so that

P(o, r < oo|7‘8 =o0) =1,

which implies P(73 = o0) < P(0,,r < o0). We then get by the strong Markov property and
the monotonicity property (10) of &, for any ¢ > 0, m > 1 and sufficiently small S,

P([rawh(8)"*tler € &\ hisy T8 = )
> P([rauh(9)/2]er ¢ € yis ™0 = 00,0 < m)
=Y p,cach,g P([Kawh(8)tler ¢ fh(g 75 = 00)P(orr <m, &) = A)
ZIF’([/m h(B )1/2ﬂ61 ¢§h(ﬁt, :oo) (or.r <m)
> (P([rawh(B)Ptler ¢ &att) —P(r5" < 00))P(ov,r < m)
> (B([rauh(B)"*Mer ¢ €535) — )B(onr < m).
If we can establish that for sufficiently small 3,

limy o0 P([Kawh(B)/*t]e1 ¢ Eh(ﬁ)t) =1, m>1,

B
B

then sending m — oo will yield for sufficiently small 3,
liminfy o0 P([rawh(8)?tler ¢ € yay 7o = 00) = (1= )P(oy,r < 00),

and the desired result will follow from P(0, p < 00) > P(73 = 00). Equivalently, it is sufficient
to show that for sufficiently small j3,

limy o0 P([Kauh(8)!/2t]er € Gimkt) =0, m > 1. (44)
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Step 2: Introduce duality and apply approximation scheme. Note first that by the
duality relation (8) between & and (;, the translation invariance (11) and symmetry property
(12) of the dual process (;, and the definition (17) of the scaled dual process Ct ,
P([rauh(8)/tler € &) = PG ™19 0 Bun # 2)
(Ch([j)t ( mR + [K‘awh(ﬁ)lpﬂ 61) 7& @)
=P(0 N (B) V2 (Bmr + [Kawh(B)*er) # 2).  (45)

Set A, := [r,00) X R x Z,, and take k1 and k2 so that 1 < k3 < k1 < k. For any =z =
(x1,29,23) € Bmgr, we have |z1] < mR where R > 0 is a constant. We can therefore choose
B sufficiently small that |x? | = h(B)"Y2?|x1| < m for all z € B,,g. Using the approximation
Lemmas 4 and 6, we then obtain for sufficiently small S,

lim sup, o PGP0 N A(8) 2 (Brur + Trah(8)M]er) # 2)

< lim sup;_, o, P( ~tB’0 N A mtrant 7 9)

< 4limsup,_,, P( Of’o NA_ptriant 7 D)

<4lim SUPt 00 P( tﬁ’o N A—m—i—nzawt 7& Q)' (46)

We have now reduced the problem to analyzing the tail of ¢} ’0, which is straightforward.

Step 3: Analyze simple BRW. We begin by using Markov’s inequality to write
P(¢¢° N Acmtnsant # 2) < E|0]° N Ao mtnzan]- (47)

Recall that ¢ has branching rate g, + o(1), and on average, 1 + o(1) new particles are
added per branching event. Therefore,

E‘th 0 N A—m-i—mawt} = €exXp ((Hw + 0(1))t) : P(h(ﬁ)_lpsh(ﬁ)t > —m+ "02awt)’ (48)

where (Ss)s>0 is the path of the SSRW on Z started at 0 with jump rate p,,/2, where p,, is
defined as in (6). By (31), its moment generating function is

¥s(0) = exp ((pw/2)s - (6(8) — 1)),
where ¢(0) = (¢! +e79)/2. Set 0y := 2\/Twkz, and note that
Yn(a(00h(8)72) = exp ((pu/2)R(B)t - (6000 (8) /%) = 1)).
Since ¢(foh(B)7Y2) =1+ (1/2)02n(8) ™ + o(h(8)™1), and u,y = pymw, we get
Uneay(Boh(8) %) = exp ((pwmwrs + o(1)t) = exp ((pwhs + o(1))t).

Now, since a, = pwv/7Tw, 0y = 2y/Twky and p, = pymw, we have koaby = 2,uw/f%. We
therefore obtain by Markov’s inequality:

P(h(B) 2 Spgy > —m + kaaut)

= P(exp(foh(B)~ 125, (3)t) = exp(—mbo + mgaweot))
< exp ((pwhs +o(1))t) - exp (— 2uwkit) - e

= exp ((—ﬁ%uw +o(1))t) - efom,
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Combining with (48), we obtain
E}qbt’g’o N A_m+,§2awt| < exp (((1 - /@%),uw + 0(1))t) . efom
Take 3 such that 1 < k3 < k3. Then for sufficiently small 3,
E‘@f’o N A—m+n2awt‘ < exp ((1 - ffs)ﬂwt) o,
Combining this with (45), (46) and (47), we obtain for sufficiently small § and any m > 1,
lim sup,_, o, P([kawh(8)/*t)er € 55(’;;;) =0,

which yields (44), as desired. O

6.8 Proof of Lemma 8

Lemma 8. Set d(B) := S~ /2(log(1/8))~". Let A = A(B) denote the collection of finite
subsets of 2.2 x L, in which points are pairwise separated by at least d(3). Set AP .= h(B)~1/2A
for Ae A and AP .= h(B)"'/2A. Then, for any K >0 and T > 0,

sup s, (a<x PUEE Vier # P47 )ery U (g ¢ AP}) — 0, B—o0.

Proof. Recall that the pruned dual process C} includes any particle from the dual process ft
that has not coalesced with any other particle in the process by time 7(8). To show that

s )Aﬁ 7 7AB
P Vier = WP Vier

with high probability for sufficiently small 5, we need to show that any particle in the dual
process (; that does not coalesce with its parent by time 7(B) will, with high probability, (i)
not coalesce with any other particle in the process before time 7(3), and (ii) neither coalesce
with its parent nor another particle in the process after time 7(53).

Assume that the starting set A has at most K particles, i.e. |A] < K. On pages 1758-1759
of [16], Durrett and Zihle establish the following for the w = 1 case, i.e. for Z:

e For any ¢ > 0, there exists M = M (e, K,T) and [y > 0 such that
L
PG| > M) <e, B < b, (49)

i.e. with high probability, the total number of particles in the scaled, pruned dual
process at time T is finite.

e If Z} and Z? are independent SSRWs on Z? with jump rate 1, Z; := Z} — Z2, and
x = z(B) € Z* with ||z|| > d(B), then for any R > 0,

P(||Z:|| < R for some t < h(B)T | Zo = ) — 0, B — 0. (50)

o If Z} and Z? are started at nearest neighbors, and Tj denotes the time at which they
first meet, then by the local central limit theorem on Z?2,

P(|Z-)l < d(B) | To > 7(8)) = O((log(1/8))/*) = o(1), B—0.  (51)
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All statements continue to be true on Z? x Z,, for w > 1. In addition, following the same
argument as used to establish (51), we note that if Z} and Z? are independent SSRWs on
72 X T, with jump rate 1, Z;, = Z} — Z2, and g(B) = w(d(ﬁ)Q), ie. d(B)?/g(B) = 0as B — 0,
then by the local central limit theorem (15) on Z2,

P(||Zyp)ll < d(B)| Zo = x) = 3, 1y11<a08) B(Zg(s) = y | Zo = 2)

= w(2d(8) +1)*-O(g9(8)")
=o0(1) (52)

for all # € Z? x Zy. The fact that (P )cr = (P4 )i<r with high probability (w.h.p.)
will now follow from an induction argument similar to the one presented on pages 1758-
1759 of [16]. To see that 1;51’143 € A? wh.p., we first take M so that there are at most

M particles w.h.p., by the same argument as in (49). In the unscaled process (d?)tgh(ﬁ)T7
the probability that at least one particle gives birth in the last 27(8) time units is at most

M (1 —exp(—=287(B))) = o(1), since 7(8) = (1/8)(1/+/log(1/B)). If at time h(B)T — 27(3),
there exists a parent-daughter pair whose decision period has not yet passed, the daughter
will be introduced to the pruned process by time h(3)T —7(3), given that it does not coalesce
with its parent. Then, applying (52) to each pair of particles alive at time h(8)T — 7(53), and
using the fact that 7(5) = w(d(ﬁ)Q), we see that the particles in (TL{:A)tgh(/B)T will be pairwise

separated by at least d(/3) at time h(8)T w.h.p. It follows that zZT’Aﬂ e AP wh.p. O]

6.9 Proof of Lemma 9

Lemma 9. For 0 <6 <1 and L > 0, define (Fig. 6b)
1Y .= [—(1/2)0aw L, (1/2)0a, L)* X Zy,
If =1 + k- OayLe, k € Z,

and
APOEE . — (AP AP |APNTY| > K},

with AP defined as in Lemma 8. Let ((ft ’Aﬁ’a)tzo denote a pruning of (ét ’Aﬁ)tzo with particles
killed as soon as they exit the box IZ with IZ = [~20ay,L,20a,L)? x Z,. Then, for any
2/3 <60 <1 ande >0, there exist L = L(#) > 0, K = K(0,e) > 0 and By = So(f,¢) > 0
such that for any AP € APOKD with |AB| = K, and any B < P,

2 B
P(COA e APOKRY > 1 e ke {-1,1}.

Proof. Let L > 0 and K > 0 be constants to be selected later. Furthermore, let (d)f ’Aﬂ’e)tzo

denote a pruning of (zbt ’Aﬁ)tzo with particles killed as soon as they exit I{. By Lemma 8,
we have for all A% € A%0KO with |A8| = K and sufficiently small 3,

263,AP 0
P(Cg’ ) EAB’07K’]€)
¢ B,AP 0 2B,AP ¢ B,AP ¢ B,AP
> P[P0 N 10| > K, (Y )ier = WP )icr, 05 € A7)

> PO N 10 > K) = P({(EP e # WP )icr} U {047 ¢ A4%))
> PP N1 > K) — /4, ke{-1,1}. (53)
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Define a simple BRW (¢t )t>0 in terms of (wt )t>0 analogously to how (qﬁt )e>0 is defined in
terms of (qﬁt )t>0 in Section 3.4.4. Take 6; so that 2/3 < 6; < 6, and let (¢, 5,47, 91)@0 denote

AB .
a pruning of (¢t " )i>0 with particles killed as soon as they exit Igl. Now, consider the event

(oA A1 > KY, ke {-1,1}

]
On the above event, pick K particles from L’A DrnT zl, and consider one such particle YLB .

Lemma 5 implies that the distance between the path of this particle (and its ancestors) and
the corresponding particle YLﬁ in 1/1 7 (and its ancestors) up until time L is upper bounded by
(1 /2)(60 — 61)a, L with high probability given sufficiently small 8. This implies that w.h.p.,

Y and its ancestors stay within I during [0, L], and Y’B ends up in I. Thus, for sufficiently
small B,

P(jep " 0 Il > K) <P 010 > K) +efd, ke{-1,1},
which yields by (53) for sufficiently small 3,
P(CPAT0 € ABOKHRY > p(jgpdA7 0 A 10 > K) —ef2, ke {-1,1}. (54)

We now wish to estimate the probability on the right-hand side of (54). Recall that the
branching rate of wtﬁ is f1 + 0(1) by Lemma 3. Then, for any 27 € IZ' N h(8)~V/?(Z? x Z,),

Ewﬁﬂzﬁﬁl NI = exp ((pw + o(1))L) ~IP(Z€’ZB’61 eI"), ke{-1,1}, (55)

where (ZB’

and (ZB’ ¢>0 is a pruned version where the walk is killed if it exits I ' (see e.g. (7.5) of

)t>0 is the scaled version of the SSRW (Z7);>0 on Z? x Z,, with jump rate 1,
)
[15] for why (55) is true). For the probability on the right-hand side, note that
8

P(z07 0 e 1) = P(20% e 19, 2P I forall t < L), ke {-1,1}.

Without loss of generality, set k := 1. Take § > 0 so that for any 2° = (zlﬁ ,zg ,zg ) €
Igl Nh(B)~Y2(Z? x Z,,) with zlﬁ >0 and zg >0,

(7 + ([=6,0% x Z,)) C I
For such 2% and ¢ > 0, and ng = [—(3/2)01aw L, (3/2)01ay L)? X Zy,
P25 e 1)
— (20" 1, 20" 19 forall t < L)

> P(Z7° € ([-6,02 X Zy,) + brayLer, Z0° € I for all t < L)
> IP’(Z?’O € ([<6,0* x Zy) + b1awLer) — IP’(Ztﬁ’O ¢ Jil for some ¢t < L), (56)

where we use the translation invariance of (Ztﬁ )t>0. To analyze the latter term in (56), write
Zy = (Z14, Zoy, Z3y), where Z1; and Za, are i.i.d. copies of the SSRW on Z with jump rate
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Pw/2 each, and Z3; is the SSRW on Z,, with jump rate 1 — p,,, where p,, is defined as in (6).
Then note that

IP’(Zf’O ¢ ng for some ¢t < L)
< 2P(Z)} ¢ [-(3/2)01au L, (3/2)01a,L] for some ¢ < L)
< 4P(h(B)"? sup<payr 28, > (3/2)01auL).

By assumption, (3/2)¢; > 1. The same argument we used to analyze (48) in the proof of
Lemma 7 (take ko := (3/2)0; > 1 and m := 0, and use Doob’s inequality to handle the
supremum) will show that we can take v > 0 so that for sufficiently small £,

exp (s + o(1))L) - B(h(B) /2 supycpiays 20, > (3/2)01auL) < exp(—opl).  (57)

To analyze the former term in (56), note that the local central limit theorem (15) on Z2
implies that for all y € Z2,

P((Z2 11 29 ) = ) = (pwmh(B)L) ™" exp (= lyl[?/(puh(B)L)) + oL (h(B)™").
where oy, signifies that the error term depends on L. Since
P(Z7° € ([~6,01? x Zy) + O1a,,Ler)
=P((Z}p)1- Zanpyr) € ([0h(B)"/2,01° + brauh(8)"/* Ler))
- Zye([*5}1(5)1/270]2+91awh([3)1/2Le1) P((Z?,h(B)L’ Zg,h(g)L) = y),
and the number of terms in the sum is of order h(f), we obtain for some C > 0,
P(27" € ([=6,0]* x Zy) + b1apLer) > (C/L) - exp(—03u,L) + or (1),

where we use that aﬁ) /Dw = M Since ay = pyy/7w and py, = pymw. Since 01 < 1, we can
then find 1 > 0 so that for sufficiently small g,

exp ((pw + o(1))L) - P(Z0° € ([=6,0)? X Zy) + frawLer)
> (C/L) - exp(m1pusL). (58)
Combining (57) and (58) with (55) and (56), we obtain for sufficiently small 3,
e
|y, " NI > (C/L) - exp (npl) — 4exp (= v2pl),

where 71,72 > 0. Since the former term tends to co as L — oo and the latter term tends to
0 as L — oo, we can select L = L(6;) large enough so that

Bl NIl > 2, 2f eI nh(B) VA2 x L), 4 20, 25 > 0.

The same is true for k = —1, as well as z° in the second, third and fourth quadrant of
Igl N h(B)~'/2(Z* x Z,). Now, using the same argument as in Durrett and Zihle ([16],
p. 1760), for the given L and any £ > 0, we can select K = K (61,¢) > 0 large enough so that
for all A# € AP0 K0 with |A®| = K and sufficiently small 3,

P04 NI < K) <e/2, ke {-1,1}.

Combining with (54), which holds for sufficiently small 3 given fixed K and L, we obtain the
desired result. O
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6.10 Proof of Lemma 10

Lemma 10. Define 74 := min{t > 0: (' = @} for A C 7% x Zy,. For each 2/3 < p < 1,
there exists a constant L > 0 and a family of random variables (Sg)g=0, with P(Sg < oo|73 =
o) =1 for each B> 0, so that

limg_yo lim infp o0 P(EG, 4005 N [270a0wLh(B)'/?, 00)er # & | 75 = 00) = 1,

where Gy 1= Pyy/TW.

Proof. Take € > 0. We segment the proof into three main steps.

Step 1: Remove conditioning on nonextinction. Let C, denote a box in Z2 x Z,,
centered at 0 with side lengths 10r and 2r, i.e.

Cr:={(x1,29,23) € 72 X Ly |x1| < bry|ze| <7},

and set o, := inf{t > 0: C, C £)}. As in the proof of Lemma 7, we note that if r = r(3) =
M -h(B)"/? for some M > 0, then P(75" < 00) = o(1) as f — 0, and P(0, < 00|79 = o0) = 1,
so P(0, < 00) > P(7) = 00). Let L >0 and p < p; < 1, and set

v = (1/2)prawl and 7 :=~yh(8)Y2

We then get by the strong Markov property and the monotonicity property (10) of &, for
any n > 1 and sufficiently small 5,

P(€2r+2nLh(ﬁ) A [2”Path(5)l/27 o0)er # @, 7y = o0)

=2 cn S P(Euines N [2npawLh(B)'/?,00)er # @, 75 = 00)P(0, € ds, &) = A)
> P(fg&h(ﬁ) N [anath(ﬁ)l/z, 00)eq # @, 75 = 00)P(0, < 00)

> (P(@CJL}L(@ N [anath(ﬂ)1/2, 0o)er # D) — P(T@CT < 00))P(o, < 0)

> (P(S%Lh(ﬁ)) N [2npath(6)1/2,oo)el % @) — a)P(Tg = 0),

from which it follows that

P(§2r+2nLh(ﬁ) A [Q”Path(/B)l/Qa 00)61 # & ‘ 5= OO)
> P(fgnTLh(B) N [anath(ﬁ)l/Q, 00)61 + @) — €. (59)
Step 2: Introduce duality. Let K > 0 be a constant to be selected later, and set d(f) :=
B~12(log(1/8))"" as in Lemma 8. Define
A() = Ao(ﬁ) = ’—d(ﬁ)—‘ . [[—K + 1,0]] - €1,
AG = h(B) M2 A,
with [m,n] = {m,m+1,...,n} for integers m < n (with possibly n = o0). Note that Ay has

K points which are pairwise separated by at least d(/3). Since d(8) = 0( h(ﬁ)), it follows

that Ag € APP1ED for sufficiently small 8, where ASP1K0 is defined as in Lemma 9. Next
define

g(n) = g(n, B) := (2praw Lh(B)"*) " [2npa, Lh(B)"/?],
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and note that for fixed 3, g(n)/n — p/p1 < 1 as n — co. Continuing on from (59), we obtain
using the duality relation (8) between & and (;, the monotonicity property (10) of ¢;, the
translation invariance (11) and symmetry property (12) of ¢;, and the definition (17) of the
scaled dual process CNtB ,

]P’(fg;:Lh 3 "N [anath(B)l/Q,oo)el + O)

NPy 1/27 oole

> PG O 0, 4 0)

nLh(B)
P(C Lh(ﬁ) N (Cy + [2npay Lh(8)/?]e1) # @)
= P(Conr” N (=57, 59] X [=7.7] X Zu) +29(n) - prawLer) # 2). (60)
Recall that v = (1/2)p1awL, and define I5' := [—v,7]*> X Zy, and I{* := I* + k - 2veq for

k € Z as in Lemma 9. Then

MﬁﬁﬁﬂkwﬁﬂxP%ﬂxzﬁ+%m%m%MQ¢®)
> P( 2nL0 N (15" +2[g(n)] - prawLer) # o)
> ]P)(C;;LO N Igﬁg(nw =+ @), (61)

where in the last step, we use the lower-bounding property (19) of the pruned dual process
(¢ We are now ready to apply the percolation construction of Lemma 9.

3. AB
Step 3: Compare with oriented percolation. Let (¢, 8.4 ”1)4>0 be a pruning of (¢, A )t>0

with particles killed as soon as they exit the box IX" with IR := [=2p1ayL, 2p1a, L] X Zy.
Note first that for any K > 0,

P( gﬁLO mIpl n)] #2) > P( 2nL07p1 € APpr K219 ﬂ) (62)

By assumption, 2/3 < p; < 1, so by Lemma 9, we can choose K and L so that for any
AP € AP, B0 with |A8| = K and sufficiently small 3,

P(5§7A,87p1 c AB7P17K7]€) Z 1 — 6/2’ k/’ (- {—1’ 1}.
Now set s
Xp:={k€Z:k+n even and fg’LAo’pl € Aﬂ’p“Kk}, n > 0.

By Theorem 4.3 of [15], X,, dominates a one-dependent oriented percolation process {w2 },>0
with density > 1—¢ and w) = {0}, i.e. w0 C X,, for all n. Let QY denote the event {| Un WO =
o}, i.e. the event that percolation occurs, and let 19 = minw? (resp. r? = maxw?) denote
the left (resp. right) edge of the process. Take p2 so that p/p1 < p2 < 1. By Theorem 4.1 of
[15], we have for sufficiently small ¢,

P(Q%) > 1 — 55619, (63)
and by Theorem 3.21 on page 300 of [28], we have for sufficiently small e

B(rl/n > py | Q%) > 1 — 3771, (64)
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Since for fixed 3, g(n)/n — p/p1 as n — oo, we further have for sufficiently large n,

[9(n)]/n < pa. (65)

Continuing on from (62), we obtain for sufficiently small 5 and sufficiently large n,

N ,AB, n
P(Cy0 ™t € APPE2ISMT) > P(2[g(n)] € W)

P(2
]P)(Q [Q(Tlﬂ € an? Tgn > 2/)2”7 ng)

(AVARAY]

On Q% , we have w? = w?% N [I% 7] (see Section 8 of [12]). By (65), we can therefore write

0=
for sufficiently large n,

P(2[g(n)] € way, 15, > 202m,05) = P(2[g(n)] € Wiy, 13, > 2pan, Q)

(2[g(n)] € wiy) + P(rl, > 2p2m,05) — 1
(2[g(n)] € wiy) +P(r5, = 2p2n | Q3 )P(Q5,) — 1.

Y

P
P

Furthermore, w? is self-dual (see Section 8 of [12]), so
2[g(n
P(2g(n)] € w3y) = Pl # 2) = Pwl, # 2) = P(25,).
By (63) and (64), we therefore obtain for sufficiently small 8 and sufficiently large n,

BAP
P( 57:20 1 AB,m,K,?fg(nﬂ) > (2 =372 (1 — 55e1/9) — 1.

Combining this with (59), (60), (61) and (62), we finally obtain for sufficiently small 8 and
sufficiently large n,

~

(9, onrnes N [2npawLh(8)'/?, 00)er # & | 75 = o)
> ((2 _ 3—2n+1)(1 o 5551/9) o 1) — e,

and the result follows. O

6.11 Extension of Bramson-Griffeath shape theorem

In this section, we discuss how the Bramson-Griffeath shape theorem on Z? can be extended
to Z? x Z,. Bramson and Griffeath’s proof is split across two papers. In [6], they show that
with probability 1, the biased voter model on Z?, conditioned on nonextinction, eventually
contains a ball which expands linearly in time. Then, in [5], they use results from [6] to show
that the biased voter model on Z? satisfies five conditions formulated by Richardson [30],
which together guarantee the existence of a linearly-expanding asymptotic shape.

The key to extending the BG shape theorem to Z? x Z,, is to interpret Richardson’s con-
ditions with the appropriate notion of spatial scaling and distance. Richardson’s conditions
deal with the “first infection times” of distant points of the form z/A for small A > 0, i.e. the
times at which the process first reaches these points. For long-run growth to be linear, the
infection time of z/A should be of order 1/A as A — 0, i.e. the infection time of 2/A scaled
by A should be finite. In [30], Richardson proposes five conditions on these scaled infection
times, which together imply the existence of a linearly-expanding asymptotic shape. On
72 X 7., the mutant clone will expand without bound along the first two coordinates, while
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the third coordinate remains bounded throughout. As a result, we have defined the scalar
multiplication (2) and the distance from the origin (3) in the main text as only applying to
the first two coordinates, and we view the scaled points /A as living on R? x Z,,.

Once Richardson’s conditions have been interpreted appropriately, Bramson and Grif-
feath’s arguments on Z? extend naturally to Z? x Z, for the most part, since they largely
rely on fundamental properties of the biased voter model, such as the ones presented in (9)-
(12) of Section 3.1 and the strong Markov property. Where modifications are necessary, one
can generally focus on movement along the first two coordinates and use the same arguments
as on Z2, taking into account that the SSRW on Z? x Z,, takes a step in the Z?-direction with
probability p,, given by (6). To avoid repeating the arguments, we will focus our discussion
on how to interpret Richardson’s conditions on Z? x Z,,, and on how Richardson’s conditions
give rise to an asymptotic shape of the form D = |J;c; (X x {i}) given in the main text.

6.11.1 Richardson’s conditions for the existence of an asymptotic shape

We begin by stating a slightly stronger version of Richardson’s conditions on Z?, as presented
by Bramson and Griffeath in [5]. First, let (E? )t>0 be the biased voter model on Z? started
at the origin and conditioned on nonextinction, i.e. the process (£9|79 = 00)¢>0. For x € Z4,
define the first infection time of = as

t(x) :=inf{t:z € E(t)},
with inf @ = oco. Then introduce the scaled infection time
ta(z) = A-t(x/A),

where A > 0. Note that /A is in general not in Z9. We therefore extend the definition of
t(y) so that for y € RY, it takes the same value as the nearest lattice location in Z.

When stating Richardson’s conditions, we use the same symbol || - || for the Euclidean
norm on R? as for the distance from the origin (3) on R? x Z,,, since they coincide for d = 2
and w = 1. Let V(z,y) denote a random function of z,y € R? which satisfies

E[VZ(z,y)] = O(||= + yl|),
and define
VA('I’ y) =A- V('Z/Avy/A)

Let €;(A) denote an O(A) function, and &;(A, x) denote an O(A) function that depends on
z. Let z,y € R? Richardson’s conditions are, in Bramson and Griffeath’s formulation:

(A1) (Scaled infection times are essentially subadditive.) For all « € R:
P(ta(z +y) < a) 2 P(ta(z) + saly) + Valz,y) < a),
where sa(y) is a copy of ta(y) which is independent of ta(z).

(A2) (Long-run growth is at most linear.) For some L > 0,

Elta(@)] = [[z]|/L +e1(A, @),
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(A3) (Nearby sites tend to be infected at similar times.) For some 7’ > 0,
P({y : llz —yll <6} S {y: ftale) —taly)l < 0}) = 1 —e2(A,0).
(A4) (Moment bound on scaled infection times.) E[t% (z)] exists, and for some r > 0,
E[tA(@)] < [lo/r]|* +es(A).
(A5) (Symmetry condition.)
Elta(z)] < Efta(=2)] + ea(A, z).

Under slightly weaker conditions, Richardson shows in [30] that if (A1)-(A5) hold for a given
growth process on R?, then lima_;o E[ta ()] exists. He defines

N(z) :=lima_,0 E[ta(z)], (66)

and shows that N is a norm on R?. He also shows that Var[ta ()] = 5(A, x), which implies
that lima_,0ta(x) = N(z) in probability. Let Df := {z € R : N(z) < R} be the ball of
radius R under N. Richardson’s main result is that if (A1)-(A5) hold for a given growth
process, then for any € > 0, there exists t, < oo so that

P(D(y_NZ* C{a:t(x) <t} C D{yypy) 2 1—e, t>t. (67)

On R? x Z,, we reinterpret Richardson’s conditions (A1)-(A5) in terms of the scalar
multiplication in (2) and the distance function in (3). Set e3 = (0,0,1). By definition,
E[ta(es)] = AE[t(e3)] = O(A), and by condition (A4), E[t4 (e3)] = O(A). Thus, the effect of
jumping between layers is insignificant under the scaling by A. In particular, N(es) = 0, so
N does not separate points on R? x Z,,, which is a consequence of the fact that ||- || on R? x Z,,
does not separate points. However, N satisfies the triangle inequality and N (tx) = [¢|N(z)
for t € R and x € R? x Z,, i.e. N has the properties of a seminorm. (We do not explicitly
refer to IV as a seminorm since R? x Z,, is not a vector space.) From the triangle inequality,
it follows that N(z + e3) = N(x) for all x € R? x Z,,.

Apart from the above, Richardson’s proof that (67) follows from (A1)-(A5) extends to
R? x Z,, for the most part. A slight modification is needed in his Lemma 5, where he makes
use of the topology on R?. The lemma states that the convergence lima o E[ta(z)] = N(z)
is uniform in x on any bounded set around the origin. On R? x Z,,, we can use Richardson’s
argument to establish uniform convergence layer by layer. Then, since there are only finitely
many layers, we still get the desired conclusion that for any R > 0, |[N(z) —E[ta(z)]| = O(A)
for all x with ||z|| < R. In his Lemma 7, Richardson shows that

Var[ta(z)] < Var[ta(3z) + sa(32)] + e6(A, ),

where SA(%{L‘) is an independent copy of tA(%:L'). The proof uses that z = %ZL‘ + %1‘, which
is not true in general on R? x Z,. It is true, however, up to addition by a vector parallel
to es, whose scaled infection time has negligible variance by the above. In his Lemma 10,
Richardson uses the fact that if a site 2z/A is first infected at some time < 1 in the scaled
spacetime, there must be a path from the origin to /A on which first infection times are
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< 1, and along which N (y) varies continuously. Since N(y+e3) = N(y), adding jumps across
layers will not disrupt this continuity property.

Note that (67) is a weaker statement than the Bramson-Griffeath shape theorem, both
because it does not hold almost surely, and because {x : t(x) < t} describes the set of points
that have been infected at some point before time ¢, whereas the shape theorem (4) makes a
claim on the state of the process at time ¢. This is the reason that Bramson and Griffeath
use slightly stronger conditions than Richardson’s original conditions to prove their result.

6.11.2 Final result on Z? x Z,,

As previously mentioned, Bramson and Griffeath’s proof that (A1)-(A5) hold for the biased
voter model on Z?, conditioned on nonextinction, will carry over to Z? x Z,, with minor
modifications. To state the final result on Z? x Z,, let N be defined by (66) and set D/, :=
{x € R? X Zy, : N(z) < R}. Then, for all £ > 0,

P(3t. < o00: Dy, N(Z° X Zy) €& C Diyy oy, VE> b | 75 = 00) = 1,

which is the stronger version of (67). In the statement (4) of the shape theorem in the main
text, the set D is the unit ball on R? x Z,, under N, i.e. D := Dj. Define

X = {(z1,22) € R? : (z1,22,0) € D} = {(z1,22) € R? : N((z1,x2,0)) < 1}.

Since N(z + e3) = N(z) for all z € R? x Z,,, we must have D = U;ez, (X x {i}). Since N
satisfies the triangle inequality and N (tx) = [t|N(z) for t € R and = € R? x Z,,, the set X is
convex on R?. Finally, X inherits all symmetries of the biased voter model.

A Boundary condition comparison

Here, we use simulation to compare the propagation speed of the biased voter model on
w layers of two-dimensional integer lattices for two different boundary conditions along the
third dimension. On the one hand, we consider Z? x Z,, with a periodic boundary condition,
and on the other hand, we consider Z? x [0,w — 1] with a reflecting boundary condition,
i.e. cells on the top (resp. bottom) layer can only replace cells on the same layer and the layer
immediately below (resp. above). In Figure 11, we show results of simulations of these two
processes given tissue thickness w = 2,3,4,5 and fitness advantage 8 = 0.01,0.05,0.1. We
ran at least 30 simulations for each set of parameters and stopped each simulation when the
process reached (100,0,0) or (—100,0,0). We then used this data to determine an average
speed and a 95% confidence interval for each set of parameters.

Note first that the two boundary conditions are equivalent for w = 2 two layers. When
w > 2, equipping the model with a reflecting boundary condition along the third dimension
will result in a smaller propagation speed than for the periodic case, due to the decreased
ability of type-1 cells on the top and bottom layers to spread out. However, the difference
is small, especially for smaller values of the fitness advantage 3, which indicates that our
modeling decision to equip the third layer with a periodic boundary condition is a reason-
able approximation for small 8 (recall that in [3], 5 = 0.004 is estimated to be a typical value).
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dimension equipped with a reflecting boundary condition. In (a), we show the propagation
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function of w for 8 = 0.01,0.05,0.1. Error bars indicate 95% confidence intervals.
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