Check for
Updates

JGCL: Joint Self-Supervised and Supervised
Graph Contrastive Learning

Selahattin Akkas
Indiana University Bloomington
Bloomington, Indiana, USA
sakkas@iu.edu

ABSTRACT

Semi-supervised and self-supervised learning on graphs are two
popular avenues for graph representation learning. We demonstrate
that no single method from semi-supervised and self-supervised
learning works uniformly well for all settings in the node classi-
fication task. Self-supervised methods generally work well with

very limited training data, but their performance could be further
improved using the limited label information. We propose a joint
self-supervised and supervised graph contrastive learning (JGCL)
to capture the mutual benefits of both learning strategies. JGCL
utilizes both supervised and self-supervised data augmentation and
a joint contrastive loss function. Our experiments demonstrate that
JGCL and its variants are one of the best performers across various
proportions of labeled data when compared with state-of-the-art
self-supervised, unsupervised, and semi-supervised methods on
various benchmark graphs.
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1 INTRODUCTION

Graph representation learning aims to learn low-dimensional em-
beddings using neighborhood information and node features. Re-
cently, Graph Neural Network (GNNs) have been very successful
to learn graph representation and solve various downstream tasks
such as node classification and link prediction [10, 16, 34, 37].
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In the GNN field, there are multiple learning methods including
semi-supervised, unsupervised, supervised, and self-supervised
learning. Semi-supervised learning uses a small portion of labeled
and abundant unlabeled data for the model training [17, 18, 43].
Recently, many researchers have utilized semi-supervised learning
for graph representation learning [2, 8, 16, 19, 31, 36, 38, 41, 42].
However, training GNNSs in a (semi-)supervised fashion requires
labeled graph data that is labor-intensive and mostly unavailable. To
tackle this issue, researchers have applied contrastive loss with self-
supervised learning (SSL), which is an unsupervised model training
approach [11, 14, 24, 30, 32, 39, 40, 44, 45]. SSL creates two views
by augmenting the data and then contrasts pairs. In SSL, nodes
(in different views) that are originated from the same node have
similar representations, while others have different representations.
Several graph augmentation techniques have been discussed in the
literature. For instance, GRACE [44] randomly drops edges and
masks features, GCA [45] uses degree centrality, eigenvector or
PageRank for edge and feature drop probabilities, DGI [35] shufles
features and contrasts local and global embeddings. Overall, SSL
has enriched graph representation learning, but it lacks supervision:
it ignores limited but beneficial label information.

On the other hand, supervised contrastive learning (SupCon)
[15], a supervised approach in computer vision, uses labels to im-
prove the performance of SSL. In SupCon, pairs of training examples
from the same class are considered positive pairs and others are
considered negative pairs. In graph representation learning, CG3
[36] uses SupCon with supervised and generative loss. The authors
use GCN and hierarchical graph convolutions (HGCN) and contrast
their outputs. While they show combining supervised, SSL, SupCon,
and generative losses help, they give the same importance to SSL
and SupCon. Another work [41] uses SupCon in a student-teacher
network with pseudo-labels in training. While this work uses Sup-
Con, their architecture is different from the contrastive-learning
frameworks.

While the benefits of semi-supervised, SSL, and to some ex-
tent SupCon methods for graph representation learning have been
demonstrated in the literature, it remains unclear which methods
work the best for different settings. We argue that no single method
works uniformly well for all settings. For example, Fig. 1 shows
that SSL excels with very limited labeled data (0.5%), but GCN and
SupCon perform better than SSL when more than 5% nodes are
labeled for training. This observation is not surprising considering
the fact that SSLis designed to tackle the scarcity of labeled data.
Can we utilize SSL, SupCon and GCN simultaneously to unify their
advantages in graph representation learning? This paper answers
this questions afirmatively with a joint self-supervised and super-
vised graph contrastive learning (JGCL). Although joint learning
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Figure 1: Accuracy vs training label rate for the Amazon-
Computers dataset. While SSL works better for very lim-
ited labeled data (0.5%), SupCon works better for a reason-
able amount of labeled data (1, 5, 10%). But after 20%, semi-
supervised training gives better results. Our method JGCL is
one of the best performers for all settings.

can be applied to any representation learning task, we focus on
graph presentation learning in this work.

JGCL unifies SSLand SupCon both in data augmentation and in
the contrastive loss function. In between data augmentation and
contrastive loss, JGCL uses GCN encoders to generate node embed-
dings. Thus, it takes advantage of SSL, SupCon and GCN in a joint
learning framework. Moreover, we propose an augmentation strat-
egy for the joint training: for the SupCon part, we apply different
edge drop probabilities for edges connecting to labeled nodes. Our
results demonstrate that JGCL and its variants are one of the best
performers across all settings when compared with state-of-the-art
SSL methods, GCN, and SupCon for some benchmark graphs. The
main contributions of this paper are:

¢ We developed JGCL for jointly training SSLand SupCon to
improve generalization with different ratios of labeled data.

¢ We introduce a new label-based augmentation strategy for
the joint training.

e Our results demonstrate that JGCL and it variants perform
better than state-of-the-art SSL methods, GCN, and SupCon
for some benchmark graphs.

2 RELATED WORK

2.1 Graph Representation Learning

Graph representation learning aims to construct an embedding
representing the graph’s structure and its data [27]. Traditional
graph representation works can be categorized to two classes. Fac-
torization approachesl1, 4, 22, 25] minimizes dot product of rep-
resentations. Random walk based approaches like DeepWalk [23],
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node2vec([9], Line[33], Harp[5], and force2vec[26] sample neigh-
borhood nodes and apply skip-gram models to obtain the represen-
tations. Recently, GNN models including GCN [16], GAT[34], and
GIN[37] have been successful in graph representation learning and
are widely used in SSL as graph encoders.

2.2 Contrastive Learning

Contrastive learning is an SSL approach that the encoder learns
to give similar embeddings in the embedding space for similar
input pairs while different embeddings for different pairs. To create
similar pairs from the same input, augmentation techniques are
used. There are many augmentation techniques for images [6, 7, 12,
13, 15] including cropping, cutout, color distortion Sobel filter, noise,
blur, rotating, horizontal flipping, grayscale conversion. Although
many augmentation approaches exist for images, there are quite
limited augmentation options on graphs that mostly consist of
edge dropping and feature masking. DGI [35] shufles features
and uses contrastive learning to maximize local (node) - global
(graph) mutual information, GRACE [44] drops edges and masks
features randomly, GCA [45] utilizes degree centrality, eigenvectors
or PageRank to keep some important edges and features, GROC
[14] uses gradient information to add or remove edges. GROC'’s
approach makes representation more robust to adversarial attacks;
however, training requires more time. MVGLR [11] uses diffusion
and subgraph sampling and contrast local-global pairs, GraphCL
[40] and GraphCL-Automated [39] use node dropping, subgraph
sampling, random edge dropping or adding, feature masking for
augmentation and contrasts global information. Our work is based
on GRACE and GCA. We extend GCA’s degree-based augmentation
to have label-based augmentation and utilize SupCon.

2.3 Graph-based Semi-Supervised Learning

In semi-supervised settings, labeled and unlabeled data are used to-
gether. GCN [16] is considered as semi-supervised training since it
uses unlabeled node’s relationships and features in training. There-
fore, SupCon on graphs is also regarded as semi-supervised learning.
Supervised contrastive learning has been used in computer vision
first [15]. Recently, [36] has used SupCon in graph domain combin-
ing with supervised and generative loss. The authors use localized
(GCN) and hierarchical graph convolutions (HGCN) and contrast
their embeddings. The authors do not apply edge or feature-based
augmentation. The study combines SSL, SupCon, cross-entropy loss,
and generative loss. While generative loss weight can be adjusted in
[36], SSL and SupCon share the same weight. Our work differs from
[36] in the following ways: different weights for SSL and SupCon,
no generative loss, a linear classifier trained after presentations
are learned (cross-entropy loss), degree and label based augmen-
tations, shared GNN encoders. Another work [41] uses SupCon
in a student-teacher network settings. They use pseudo-labels in
training. Since the architectures and the evaluation protocols are
different, we are unable to compare our results with the studies
mentioned above.
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Figure 2: Overview of our proposed JGCL framework. There are four views generated where the top two views ignore labels,
and the bottom two views are generated based on augmentations that consider node labels. Label based augmented views show
high and low edge drop probability for labeled nodes. The top part represents SSL and bottom part represents SupCon. The

combined SSL and SupCon losses are optimized jointly.

3 METHOD

3.1 Preliminaries

Here, we introduce the GNN notation we use throughout the paper.
LetG = {V, E} denote a graph whereV = {vi,Vv2,.Vvy} are the set
of N nodes and ejj @ Eis an edge between v; and vj. Addition-
ally, X@RN*F denotes a feature matrix where each node has an
F-dimensional feature vector. A & {0, 1}N*N denotes the adjacency
matrix of the graph where Ajj = lifthere is an edge betweenv; and
vj,; otherwise Ajj = 0. Finally,y = {y1,y2, ...,yn } denotes labels
for all nodes. In most graph learning tasks, only a small fraction of
nodes are labeled and they are used to train GNN models. The task
is to learn representations H = f (X, A) where f is a GNN encoder
(e.g. GCN, GAT).

3.2 Overview of the JGCL and Supervised
Contrastive Learning

Our proposed framework jointly trains SSL and SupCon as illustred
in Fig. 2. We generate four views by augmenting the input graph.
While no label information is used in the SSL part, we use label
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information in SupCon to generate views. We introduce a new hy-
perparameter for each view to control edge drop probabilities for
edges connecting to a labeled node. The bottom two views in Fig. 2
show low and high drop probability effects. Detailed augmentation
method is explained in section 3.3. After the view generation pro-
cess, we use a shared GNN encoder and get the embeddings of the
views. We apply a contrastive loss to the first two views and a su-
pervised contrastive loss to the other two views. While contrastive
loss uses all node embeddings, the supervised contrastive loss is
applied to nodes in the training set. Finally, we combine two losses
with the sslratio that controls the relative importance of losses.

3.3 Augmentation

We follow GCA’s degree based augmentation strategy since it pro-
vides good results and it is easy to implement. Let ky and ky are
degrees for node u and v. An edge centrality value is defined as
wgy = (Ku + kv)/2 for undirected graphs and w§, = kv for di-
rected graphs since an edge importance is generally characterized
by the target node [21]. In GCA, the authors use §,, = logw¢,, to
reduce the effect of the nodes with very dense connections. Then
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the centrality values are normalized and the edge drop probability
is defined by:
. Skax — S§
Pov = mm(ﬁ.pe,pr ), )
where pe is the overall edge removing probability, pg is average
SEvs Sthax IS maximum sg,, value, and pr is a cut-off probability to
prevent the overly corrupt graph structure.

3.3.1 Label augmentation. We modify GCA's overall edge remov-
ing probability for edges connecting to labeled nodes in the SupCon
part of JGCL (see Fig. 2). Depending on the dataset, increasing or
decreasing the contrast ratio affects the performance. Therefore
we use 0.5, 1.0, 1.5, and 2.0 values for the labeled drop

multiplier. For instance, if pe = 0.3 and labeled drop multiplier is
2.0, edge drop probability for edge connecting to labeled nodes
becomes 0.3@2.0 = 0.6.

3.4 GNN Encoder
We use a 2-layer GCN [16] as encoder.

Hi(X,A) = (D2 AD~2XW), @)

f(X,A) = H(H1,A) = a(D"2AD"2H1W>). 3)

Here, 0 is an activation function (i.e. ReLU and pReLU), A=A+l
is the self loop added adjacency matrix, D is the degree matrix of
the A and Wi is the weight matrix that we train.

3.5 Contrastive-Learning Methods

3.5.1 Self-supervised learning. Self-supervised learning is an unsu-
pervised technique that does not use label information. The task is
to learn representations by contrasting augmented pairs. The aug-
mentation can be done by distorting the adjacency matrix A(e.g.,
dropping or adding edges, subgraph sampling) and the feature
matrix X (e.g., feature masking). We obtain two views after the
augmentation: G1 = {X1,A1}and G2 = {X2,A2}. After represen-
tations are obtained for both views, representations are fed to the
projection head, which is two-layer MLP, and projected representa-
tions Z1 and Z; are obtained. We can merge them as Z = [Z1,Z2]
where contains 2N pairs. While zj is a projected representation
from a view, zj(j is the corresponding pair from the other view.
For each node, there is one positive pair (i.e. <z, zj(;)>), there are
2N - 2 negative pairs.

The idea is that positive pairs originated from same source node
should have more similar representations compared to all other
pairs. This can be learned using the contrastive loss:

-1 &

exp((zi - zj(i))/T1)
LSSL= 5 - lo,

A N Tk i1€xpl(zi - zk)/T)

Here, - is cosine similarity, T is temperature parameter, and 1 is an
indicator function thatis 1ifi, k else0.

©)

3.5.2  Supervised contrastive learning. Supervised contrastive learn-
ing (SupCon) is considered semi-supervised representation learning
since it requires labels and aggregates information from unlabeled
neighbors on graphs. SupCon can be defined as:
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1 2 3 4 5 6 7 8 9 10

Training mask 0 0 0 0 1 n 1 0 0
Labels 3 4 0 3 2 n 3 3 2
SupConpixeq labels 7 8 4 9 10 2 11 3 12 13

Figure 3: SupConmixeg labels for Cora dataset’s first 10 nodes.
We use the labels for the nodes that are in the training
set(blue colors). We assign a unique number for the rest of
nodes starting from max value of labels + 1 (i.e. 7 for Cora).

_1 N _expliz z,)/1)
L SupCon = 2§ =1 TP DEP(i)IOp' N 1ciexp((zi-zk)/T) ()

Here P (i) denotes all positive samples which belong to the same
class with zj, and |P()| represents the number of positive samples
for zi. In this approach, representations belonging to the same
class should be more similar than the others. SupCon improves
generalization [15], but it can only be used for labeled nodes which
are highly limited for most of the graph data.

3.5.3  SupConmixed- While SSLignores labels, SupCon can only
be used for the labeled nodes. Since the labeled nodes are a small
percentage of the dataset, there will be quite a small number of
positive and negative samples in SupCon which slightly reduces the
performance of the SupCon. Here, we propose a simple technique
to combine SupCon and SSL in a single loss function: we assign
a unique class id for unlabeled nodes (see Fig. 3). We consider
unlabeled nodes as single instance classes. This way, we can use all
nodes in semi-supervised settings. One limitation is that a pair of
labeled and unlabeled samples belonging to the same class will be
considered negative samples.

Atgorithmr 1 36CtAdgorithm

Require: feature matrix X, adjacency matrix A, labels vector y,
max epoch ep, ssl_ratio
1 fork < 1toepdo
2: X1, X2 <& aup_feature(X), aug_feature(X) @ Augments
features
3 Al, A2 & aup_adj(A), aug_adj(A)
matrix based on GCA-degree
4 A3, Ad & aug_adj_Ibl(A,y), aug_adj_Ibl(A,y) B Augments
adjacency matrix using different drop ratios for labeled nodes
5 z1,z2 < model (X1,Al), model (X2, A2)
6 23,24 <& model (X1, A3), model (X2,A4)
7 LssL < ssl_loss(z1,z2)
8
9

Augments adjaceny

Lsupcon € supcon_loss(z3,z4)

LigcL < ssl_ratioBLssy + (1 - ssl_ratio) B Lsupcon
10: update model
11: end for

3.5.4 JGCL. We jointly train SSLand SupCon and compute the
loss:
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Table 1: Dataset Summary

Dataset Nodes Edges Features Classes
Amazon-Computers [29] 13752 491722 767 10
Amazon-Photo [29] 7650 238162 745 8
Cora [38] 2708 10556 1433 7
PubMed [38] 19717 88648 500 3
DBLP [3] 17716 105734 1639 4

LigecL = ssl_ratioBLssy + (1 - ssl_ratio) BLsypcon-  (6)

Here, ssl_ratio @ [0, 1] denotes the ratio. We provide separate
augmented views to SSL and SupCon. We use our label based aug-
mentation approach for the SupCon views.

Algorithm 1 describes how JGCL works. In line 3 and 4, we
generate views of the graph based on SSLand label-based augmen-
tations, respectively. Line 5 and 6 use GCN encoders to embed all
four views. Line 7 and 8 then compute SSLand SupCon losses that
are combined using Equation 6.

3.6 Cross-Entropy Loss

We train a linear classifier after representation learning to evaluate
learned representations. The linear classifier and the cross-entropy
loss can be defined as:

y = log_softmax(HC +b) 7)
o & A

Lce = yijloa(yij) ®)
i=1j=1

where H learned representations, C and b linear classifier's pa-
rameters,y predictions, y labels, ¢ number of classes, and m number
of samples in the training set.

4 EXPERIMENTS

4.1 Datasets

We use Cora, PubMed, DBLP, Amazon-Computers, and Amazon-
Photo datasets to evaluate the proposed methods. Summaries of
datasets are provided in Table 1.

¢ Cora and PubMed [38] are citation networks where nodes
represent papers, edges represent citations, and features are
bag-of-words representations.
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¢ Amazon-Computers, and Amazon-Photo [29] are created
from Amazon co-purchase dataset [20]. Here, nodes rep-
resent products, and edges represent products frequently
bought together. Features are product reviews that are em-
bedded using bag-of-words.

» DBLP [3] is another citation network where nodes represent
papers, edges represent citations, and features are bag-of-
words representations.

We use the same split ratios used in GCA [45]: we use 10% of the
data for training, 10% of the data for validation, and the remaining
for the testing.

4.2 Evaluation protocol

We use linear evaluation protocol which is introduced in [35], and
used in GRACE [44] and GCA [45]. We train the encoder and use
the embeddings to train the logistic regression classifier. While
GRACE and GCA train the encoder once and train the classifier
twenty times, we train both the encoder and the classifier ten times.
The classifier was trained for 3000 epochs using Adam optimizer
with a 0.01 learning rate for each repeat. Note that GRACE and
GCA create a new random split for the logistic regression training.
However, our approach uses a training split in the representation
learning phase and learns the node representations better for the
nodes in the training split. Creating a new random split for the
classifier can put some of these nodes to test split which can give
confusing results. To make the comparison fair, we fix the subset for
the linear classifier training for all methods: we use the same splits
mentioned above. We also use the same split for each experiment
repeat.

For the representation learning, we use the same hyperparam-
eters with GRACE and GCA. We introduce three extra hyperpa-
rameters: ssl_ratio, and two labeled drop probabilities, which are
explained in Section 3.5.4. We find these parameters by grid-search
for each dataset. The hyperparameters are summarized in Table 2.

4.3 Baselines

We compare our results with traditional methods including Deep-
Walk [23], node2vec [9], raw features classification, raw features +
DeepWalk classification, and deep learning methods including GCN
[16], GRACE [44] and GCA [45]. For the traditional methods, we
use the Karate Club framework [28] for DeepWalk and node2vec
experiments. Note that we use the same embedding dimensions
for each method. With different architectures, there can be better
results obtained.

Table 2: Hyperparameters. We use same hyperparameters with GRACE and GCA. The bold columns are newly introduced

hyperparameters. Values are found by grid search.

Dataset edge  edge feature feature encoder projection tau epochs  learning ssl labeled Tlabeled
drop  drop drop drop dim dim rate ratio drop drop
prob1l prob 2 probl  prob2 prob1l prob2
Amazon-Computers 0.6 0.3 0.2 0.3 128 128 0.2 2000 0.01 0.5 1.0 2.0
Amazon-Photo 0.3 05 01 0.1 256 64 0.3 2000 0.1 0.7 15 0.5
Cora 0.2 0.4 0.3 0.4 128 128 0.4 1000 0.0005 0.7 1.0 2.0
PubMed 04 0.1 0.0 0.2 256 256 0.7 1500 0.001 0.7 15 0.5
DBLP 0.1 04 0.1 0.0 256 256 0.9 1000 0.001 0.7 2.0 1.0

1103



WWW ’22 Companion, April 25-29, 2022, Virtual Event, Lyon, France

Akkas and Azad

Table 3: Classification accuracies of compared methods on Amazon Computers, Amazon Photo, Cora, PubMed, and DBLP
datasets. Standard deviations are also reported for GNN-based methods. The highest accuracy on each dataset is highlighted in

bold.
Method Input  Amazon-Computers Amazon-Photo Cora PubMed DBLP
raw features X 73.30+0.00 80.11+0.00 55.03+0.00 80.48+0.00  67.90+0.00
Unsupervised node2vec A 79.54+0.00 84.54+0.00 55.86£0.00 63.93+0.00  59.12+0.00
DeepWalk A 79.36+0.00 82.45+0.00 56.69+0.00 64.03+0.00  59.66+0.00
DeepWalk + features X, A 79.70+0.00 83.02+0.00 57.43+0.00 75.78+0.00  63.78+0.00
Semi-supervised GCN XA Y 88.82+0.23 93.08+0.21 81174040 8555+0.16 81.33x0.15
Self-supervised GRACE X, A 87.13+0.17 92.22+0.91 82.81+0.30  85.73+0.42  84.32+0.19
GCA-Degree X, A 86.51+0.46 81.54+23.75 83.63+0.51 85.08+0.50 84.36+0.14
Supervised Contrastive  SupCon X AY 88.96+0.11 30.08+5.18 80.01+0.76  84.03+0.39  79.42+0.41
SupConmixed X, AY 88.08+0.12 92.21+1.54 84.03+0.36 85.99+0.40 52.87+1.39
Joint (Ours) JGCL-no labelaug X, A Y 89.14+0.17 79.99429.35  82.04+0.98 84.12+0.42  80.47+0.53
JGCL X, AY 89.28+0.11 93.16+0.10 82.93+0.66  84.84+0.22  81.30+0.15
Table 4: Amazon-Computers results with different training label rates.
Label Rate 0.1% 05% 10% 50% 10.0% 20.0% 30.0% 40.0% 50.0%
GCN 52.08+0.91 72.81+053 76.89+1.48 86.85+0.32 88.82+0.23 90.45+0.13 91.14+0.10 91.42+0.12 91.82+0.04
GCA-Deg 57.63+1.45 75.15+1.31 77.69+2.11 85.95+0.68 86.51+0.46 88.69+0.16 88.86+0.31  88.80+0.18  89.07+0.17
GRACE 57.76+1.84 7458+0.81 77.57+150 85.27+0.46 87.13x0.17 87.88+0.32 88.27+0.35 88.30+0.39  88.57+0.23
SupCon 50.31+1.68 67.27+0.62 78.26%2.29  86.97+0.59  88.96+0.11  90.32+0.15 91.14+0.20  91.34+0.23  91.21+0.13
SupConmixed 55.19+0.74 75.20+0.45 77.40+0.35 86.36+0.29 88.08+0.12 89.53+0.14 90.35+0.22  90.96+0.35  91.11+0.14
JGCL-no label aug  57.96+1.98 70.73+1.10  79.52+0.68  87.64+0.18  89.14+0.17 90.74+0.14 91.16+0.07 91.49+0.20 91.56+0.15
JGCL 57.58+1.15 72.20+1.31 79.88+0.32 87.83+0.30 89.28+0.11 90.58+0.19  91.08+0.17  91.28+0.08  91.21+0.25

4.4 Node Classification Results

We evaluate the performance of the joint SSLand SupCon methods
on semi-supervised node classification tasks and show results in
Table 3. Our joint approaches give better results than pure semi-
supervised methods such as GCN and pure self-supervised methods
such as GRACE, and GCA in four out of five datasets.

For Amazon-Computers, SupCon gives better results than the
other baselines. However, SupConmixed performance is worse than
SupCon. This is caused by false negatives since a true positive pair
(i.e., one from the labeled set and the other from the unlabeled set)
repel each other. On the other hand, our JGCL gives the best result.

For Amazon-Photo, degree-based augmentation causes training
to be stuck in the local minima. We can see this looking at the
variances of GCA-Deg. That is why SupCon under-performs. But,
SupConmixed does not stuck in the local minima since there are
more pairs in training. However, the GCN baseline is quite strong;
only JGCL outperforms the GCN. In Cora and PubMed, SupCon
under-performs since the number of training samples is not sufi-
cient. Increasing the samples by using SupConmixed improves the
accuracy. Finally, for DBLP, SupCon doesn’t help since the graph
structure is lessimportant for the datasets. Raw features give better
results than the node2vec and DeepWalk for the datasets. Thus,
combining SSL methods with SupCon harms DBLP.

We also compare JGCL with and without label augmentation (no
label aug) to see if the improvement is caused by labeled augmen-
tation. We set the drop probability multipliers to 1.0. Table 3 shows
that label augmentation improves the results in all datasets.
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We also study the performance JGCL for different label rates. Table 4
shows results for the Amazon-Computers dataset. The results show
that combining SSLand SupCon increases the accuracy. However,
GCN gives good results if there are adequate labeled data (more
than 50%) for training. Note that we use the same hyperparameters
from Table 2 in the label rate experiments. Changing the ssl_ratio
or drop ratios for different label rates will lead to better accuracies
for joint training approaches.

5 CONCLUSION

In this work, we have demonstrated that no single method from
semi-supervised and self-supervised learning works well for all
settings. We have introduced our label-based augmentation strategy
and joint graph contrastive learning (JGCL) to capture the benefits
of both self-supervised and supervised contrastive learning. Our
preliminary results show that JGCL and SupCon mixed approaches
improve classification accuracy over baselines. As future work, we
want to explore how we can improve the label-based augmentation
and JGCL and automatically identify the ssl_ratio parameter.
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