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an objective method to assess a person’s empathy for children, to

complement existing subjective methods. If so, one potential appli-

cation would be to use this method to validate the effectiveness of

design techniques (e.g., participatory design with children) aimed

to help developers less experienced with children to become more

familiar with and empathetic for children. For this purpose, we plan

to study two research questions:

(1) To what extent can fNIRS detect distinctive brain activation

patterns when a participant is presented with a benign versus

a concerning scenario involving young children interacting

with a piece of technology?

(2) To what extent can those distinctive brain activation patterns

be related to empathy for young children?

Next, we review the literature in Section 2. The details for design-

ing the vignettes are described in Section 3 followed by our new

fNIRS paradigm in Section 4. Section 5 delineates the behavioral

data analysis, and fNIRS data analysis are highlighted in Section 6.

We discuss our paper and point out the future work in Sections 7

and 8.

2 RELATED WORK

Given recent advances in technological innovation, interactions

between people and technology are ubiquitous in modern society.

This is also true for young children, who frequently interact with

electronic and screen based media [21, 22]. With the increase in

these interactions comes an added risk for concerning interactions

between children and technologies that are not designed to be sen-

sitive to their immature cognitive state and at worst are designed

to exploit this vulnerability. However, little is known about interac-

tion designers’ empathetic responses to scenarios involving young

children. Therefore, with this task we aim to investigate patterns

of brain activation in response to scenarios describing benign and

concerning interactions between young children and technology.

By measuring changes in patterns of brain activation in response

to this task, we hope to use this task to help additionally quan-

tify the impact of an educational intervention designed to increase

understanding of the potential risks to young children in their

interactions with unethically designed technologies.

Previous research in social neuroscience has found that simi-

lar brain regions are activated when people experience something

themselves compared to watching others experience it [5, 13]. These

łshared representationsž of the experiences of the self and others

are thought to underlie empathy at a neural level [5, 13]. Tasks

designed to elicit empathy have been associated with activation in

brain regions including the dorsal anterior cingulate cortex (dACC)

and anterior mid cingulate cortex, insula and right temporoparietal

junction, ventrolateral prefrontal cortex (vlPFC), orbitofrontal cor-

tex, and mentalizing regions such as the medial prefrontal cortex

(mPFC), precuneus, and temporal pole [7]. Empathy related brain ac-

tivation may also be an important predictor of empathetic behavior.

For instance, activation in vlPFC during an empathy eliciting task

has been shown to relate to an increase in altruistic behavior (i.e.,

distributing money to another person) [9]. Therefore, measuring

the neural basis of empathetic responding may play an important

role in both understanding and predicting prosocial behavior, as

well as serve as an indicator of response to interventions designed

to increase empathy and related prosocial behavior.

3 DEVELOPING VIGNETTES

A critical component of our method to measure empathy was to

develop a collection of scenarios to serve as stimuli to elicit em-

pathetic responses from participants. We began by interviewing

16 educators to understand their views and knowledge regarding

cybersecurity and AI ethics education. From these interviews, we

identified several cybersecurity and AI ethics issues that the ed-

ucators believe are important to teach. The issues ranged from

inappropriate advertisements, inappropriate contact with strangers

via technology, technology addiction, information collection and

use by smart toys, microtransactions in video games, interactions

with voice agents (e.g., Alexa, Siri, etc.) and age-inappropriate rec-

ommendations provided by them, smart cameras and surveillance,

cyberbullying via messenger services, use of online tools for aca-

demic cheating, location tracking, and social media apps (e.g., Tik

Tok).

However, while young children are vulnerable to these risks,

most of the available examples are based on real-life events in-

volving teens or adults. Thus, we edited these scenarios to include

children as the main subject affected by the issue. To do so, we

formed an interdisciplinary team including experts of AI ethics,

cybersecurity, developmental psychology, as well as high school

students and college freshmen. We conducted a series of writing

sessions to brainstorm and write a large set of candidate scenar-

ios. Then, we reviewed these scenarios and identified a subset that

were most realistic, probable, harmful, and relatable. For each se-

lected scenario, we developed a benign and a concerning (ethically

fraught) version. For example, one vignette describes a 6-year-old

child watching videos on an iPad when an advertisement appears

on the screen. In the concerning version of the scenario the adver-

tisement is for an R rated film. In the benign version, all details of

the scenario are the same except the advertisement that appears

is for a G rated film. We fine tuned the attributes of the characters

to control for confounding variables such as gender, age, and tone.

For example, we ensured vignettes contained characters equally

representing girls and boys, and ages of 5 − 12. We also ensured

grammatical consistency (3rd person perspective), and removed

certain gender and age stereotypes (e.g., girls can also do sports and

like coding). Finally, we conducted several pilot sessions to identify

and fix remaining issues such as lack of clarity and excessive length.

In the end, we developed 24 vignettes (12matched pairs) describing

interactions between young children and technology.

4 FNIRS PARADIGM

We designed a new FNIRS paradigm to study people’s brain acti-

vation patterns when they are presented with scenarios involving

children interactingwith AI technologies. This paradigm took about

45 minutes and was approved by an Institutional Review Board.

Participants: In our first study using this paradigm, we focused

on college students pursing an engineering degree. The rationale

is that these students are likely to develop technologies that may

affect children in the future. The inclusion criteria are: 18 years or

above, fluent in English, and no medical histories of neurological
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had a coefficient of 0.22 and a 95% CI of [0.154, 0.277]. Results show

that the benign and concerning vignettes had different effects on

readers, with the benign prompts generating more ambiguity. This

was demonstrated by the significant variation in both mean and

range of results, as shown in Figure 1b.

6 FNIRS DATA ANALYSIS

Our fNIRS data processing involved threemain steps: pre-processing,

first-level analysis, and group-level analysis. The analysis was car-

ried out using MATLAB 2020b with the NIRS Toolbox 2022.4.13.

During pre-processing, the raw data was quality checked using a

threshold of Scalp Coupling Index (SCI) = 0.8, and NIRS Toolbox

automatically handled bad channels and NaN values (if any). The

raw data was then resampled from 10Hz to 4Hz and converted

to HbO/HbR concentrations using the modified Beer-Lambert Law

(MBLL) [4]. We further conducted first-level analysis to model brain

activations for each subject individually. We used the canonical

hemodynamic response function (HRF) [18] to run within-subject

general linear model (GLM) per subject to model the changes in

HbO/HbR concentrations under different conditions (i.e., the con-

cerning and benign vignettes). To control motion artifacts, we fit

the GLMs using an AR-IRLS (autoregressive-iteratively reweighted

least squares) method [19]. For group-level analysis, we used mixed

effects models [10] to estimate averaged regression coefficients

(beta values) generated by the first-level analysis. Individual sub-

jects were treated as random effects and the intercept was removed.

Post-hoc statistical contrasts (t-test) based on mixed effect objects

were performed to determine the mean differences in beta values

between conditions. To control for false positives due to multiple

comparisons, we applied a false discovery rate (FDR) threshold at

𝑞 < 0.05.

Results: Our t-test analysis of concerning vs. benign vignettes

revealed that the different types of vignettes had a statistically sig-

nificant effect on HbO brain activation across two channels in the

medial prefrontal cortex (mPFC, source 5-detector 4 (𝑆5-𝐷4), source

5-detector 3 (𝑆5-𝐷3)). Both channels survived FDR correction. Fig-

ure 1c shows these results. In mPFC, the benign vignettes exhibited

higher trending of HbO activation compared to the concerning vi-

gnettes (𝑆5-𝐷4, benign > concerning, 𝑡 = 4.27, 𝑝 < 0.001, 𝑞 < 0.05;

𝑆5-𝐷3, benign > concerning, 𝑡 = 3.48, 𝑝 < 0.01, 𝑞 < 0.05).

7 DISCUSSION

Results from our task demonstrate that while reading the vignettes

participants are activating channels in the mPFC, a region well

known for its role in social cognition, mentalizing, and theory of

mind [for reviews see [3, 14, 16]]. In particular, we found greater

activation in this region for the benign rather than concerning con-

dition. One potential explanation for this finding is that the benign

conditions were seen by participants as more ambiguous in the

absence of any overtly negative information and they were recruit-

ing mPFC to assist with processing the information in the vignette.

This is in line with previous research demonstrating that mPFC

plays a role in interpreting ambiguous social information. For in-

stance, one study found that mPFC is activated during processing

of ambiguous language [17] and another study utilizing a mental

state inference task found that mPFC was more responsive during

ambiguous vs unambiguous inferences [11]. Behaviorally, findings

from our task suggest that while overall participants were less likely

to report a desire to intervene in the benign condition, the full range

of response options was present in our data with some participants

reporting a high likelihood of intervening. This suggests there may

have been some degree of ambiguity present. Additionally, while

vignettes in the benign condition were specifically written to appear

neutral, all involved descriptions of young children interacting with

technology. There is broader societal debate about young children’s

interactions with technology in general with previous research

finding that parents and teachers in training hold concerns about

children’s technology use [1, 6, 15]. Therefore, it is possible that

even in the absence of overt risk, participants view any interactions

between young children and technology as holding some degree of

risk, thus influencing the interpretation of the benign scenarios as

ambiguous.

While the findings are different from what was originally ex-

pected, the mPFC activation to the benign condition may reflect

the mental processes that are involved in empathy specifically in

response to more ambiguous situations. The question of how much

participants want to intervene will require the participants to think

the situations in vignettes from the young child’s perspective, and

evaluate the vulnerability of the young child. The results of the

behavioral ratings demonstrated that most of the participants felt

strongly about intervening in response to the concerning condi-

tion. The current findings are helpful to guide further studies, and

provide the potential that the mPFC activation may be effective in

evaluating psychological processes in response to subtle and more

ambiguous issues that can occur during interactions with the AI.

8 FUTUREWORK

Future work includes collecting data from more participants, per-

forming comprehensive analysis of the data using the basic empathy

scale, and extracting design implications for HCI practitioners. In

terms of the FNIRS paradigm, further improvements may involve

removing the question on the likelihood of intervening and ask-

ing rating questions after each post-scan task, and introducing

other conditions such as young children interacting with another

child/adult in a benign vs concerning ways, which will allow in-

teraction analysis of agency (AI vs human) and condition (benign

vs concerning). Future studies may also consider assessing brain

activation in regions beyond PFC as empathy recruits the network

of the brain regions in the prefrontal, temporal and parietal lobes.
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