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STRONGLY MIXING SMOOTH PLANAR VECTOR FIELD
WITHOUT ASYMPTOTIC DIRECTIONS

YURI BAKHTIN AND LIYING LI

ABSTRACT. We use a Voronoi-type tesselation based on a compound Poisson
point process to construct a polynomially mixing stationary random smooth
planar vector field with bounded nonnegative components such that, with
probability one, none of the associated integral curves possess an asymptotic
direction.

1. INTRODUCTION AND THE MAIN RESULTS

Let v be a smooth vector field on R? such that for every z € R2, the integral
curve 7, : Ry — R? (here Ry = [0,00)) is well-defined as a unique solution of the
autonomous ODE

(1.1) Y2 (t) = 'U('Yz(t))v

satisfying
(1.2) 7.(0) = .

Being motivated by homogenization problems for stochastic Hamilton—Jacobi
(HJ) type equations (see [Sou99],[RT00],[NN11],[CS13]|,[JESVT18]), limit shape
problems in First Passage Percolation (FPP) type models (see, e.g., [ADH17]),
and related straightness properties of random optimal paths in random environ-
ment (see [LN96],[HNO1],[Wit02],[CP11],[CS13],[BCK14],[Bak16]), in [BL20], we
raised the problem of conditions on a stationary random smooth vector field v that
would guarantee that with probability 1 the asymptotic direction lim;_, oo (v, (t)/t)
is well-defined for all z € R2.

A simple argument based on the strong law of large numbers implies that such
a straightness statement holds for vector fields v with bounded nonnegative com-
ponents and finite dependence range. However, it is not clear how much the finite
dependence range requirement can be relaxed. In [BL20] we constructed an example
of a weakly mizing stationary random 2-dimensional vector field v with nonnegative
components such that, with probability 1, the following holds for all z € R?:

(1.3) Jim | (£)] = oo,

2
. . 1:(t)

14 lim inf =0, limsup-—2-—=%=

() 55 A1) o 71(D)

In other words, with probability one, none of the integral curves defined by this
vector field have an asymptotic direction. Instead, they sweep through a cone of
partial asymptotic directions.

The goal of this note is to give an example of a a strongly mizring vector field
with no asymptotic directions.
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Before we state our result, let us remark that the construction in [BL20] was
based on a modification of the discrete lattice example from [CK16], with simi-
lar properties and thus it has only the weak mixing property and not the strong
one. Moreover, due to the product nature of the construction in [BL20] (which
means that random transformations are applied independently to both compo-
nents), applying it straightforwardly, even to strongly Z?-mixing lattice fields with
similar properties like that from [BZZ06], produces random vector fields that are
not strongly mixing with respect to the action of R?. The strongly mixing exam-
ple we give in this note, allows for analysis in the spirit of [Zil17]. Our example
is also related to the homogenization problem of the non-convex Hamilton—-Jacobi
equation studied in [FS17, FFZ21].

To state our main result, we denote the two components of v € R? by v! and v2.

Theorem 1.1. There is a strongly mizing stationary smooth vector field v on R?
such that with probability 1, for all z € R?,

(1.5) vl(2),0v%(2) >0, o' (2)+v%(2) =1,
and identities (1.3), (1.4) hold.

This theorem means that mixing is not enough to guarantee the asymptotic
straightness of integral curves. In Lemma 2.2, we actually show that a polynomial
estimate on the mixing rate holds for our example. Probably there are stronger
conditions on the rate of mixing sufficient for straightness but this question remains
open.

Our vector field, similarly to the previous examples from [BL20], [CK16], and
their FPP predecessor [HM95], traps the integral curves in long narrow channels
each stretched along one of the extreme directions, so that the curves oscillate
between these two directions never settling on any specific one.

In our new example, the construction of these channels is based on a Voronoi-
type tesselation of the plane with centers of influence at Poissonian points. Each
Poissonian point is equipped with a rectangular domain of influence, a narrow chan-
nel with heavy-tailed random length, and an additional random strength parameter
that helps to decide which influence wins in the case of channel overlaps.

We describe our construction and prove the strong mixing property in Section 2.
We study the flow generated by our random vector field in Section 3. In Section 4,
we give a discussion of our model and its comparison to [Zil17].

Acknowledgments. In the first version of the paper, the proof that identities
(1.3), (1.4) hold for our example was quite involved. We would like to thank the
anonymous referee whose remark stimulated us to find a short efficient argument
based on the idea from [Zil17]. YB is grateful to NSF for partial support via grant
DMS-1811444.

2. CONSTRUCTION AND STRONG MIXING

Our construction is based on a Poissonian point field. Let (Qg, Fo, Po) be a com-
plete probability space, where () is identified as the space of all locally finite config-
urations w = {n; = (w;,74,&,04),i € N} in X = R? x R x R x ¥ where ¥ = {1,2}.
Configurations w are sets, with no canonical enumeration. As usual, we use an
arbitrary enumeration for convenience.

The o-algebra Fy is generated by all the maps w — n(w N B), where B is
any bounded Borel set in X and n(-) counts the number of points in a set. The



measure Py is the distribution of a Poisson point field with the following intensity u:
(2.1)
1lae™™
p(dx x dr x d§ x do) = EWL{QO’ e>1y drdr d do = f(x,0,7,§) dxdr df do.
where 1 < a < 2 is a fixed number, and on the right hand side dz, dr, d§ are the

Lebesgue measure and do is the counting measure. Since p has no atoms when
projected onto the z-component or £&-component, we see that with probability one,

(2:2) v #Fxj, G F &, 1F]
This allows us to work on a modified probability space 2 with full measure:
Q2 ={w: (3.6) holds true}.

Let us denote by F and P the restriction of Fy and Py onto 2. From now on we
will work with the probability space (€2, F,P). We will also denote the components
of n € X by z(n), £(n), etc. We can interpret this Poisson point field as a compound
Poisson point process in the usual way: the spatial footprints x; form a homogeneous
Poisson point process in R? with Lebesgue intensity; each x; is equipped with labels
ri, &, 0; that are mutually independent and independent of labels of other points,
with distributions Exp(1), Par(«), and uniform on 3. Here we denote by Exp(A) the
exponential distribution with parameter A > 0, with Lebesgue density /\e_)‘rl{rzo},
and by Par(a) the Pareto distribution with parameter a, with density %113
We refer to [DVJ03, Section 6] for the background on compound Poisson processes.

In the rest of the section we will construct a random vector field given any fixed
configuration w. Let e, e be the standard basis in R?. We often write z = (2, 22)
for a point in R2. For each 7; € w, let us associate with x; a domain of influence D;,
which is a rectangle of length 7;&; and width 1 in the direction of e,,. More precisely,
we define

D: X — rectangles in R?,

[#1, 2t + 7€) x [2%, 22 + 1], o=1,

12
=z 7'1: 7/r7 ’O.
n=( §0) {[wl,x1+1]x[x2,x2+r§], o=2.

and let D; = D(n;). We call 7); the base point and &; the strength of the domain D;.
For any region R C R?, we also define D71(R) C X as

DY R)={neXx :D(n)NR+}.

Lemma 2.1. With probability one, every bounded set in R? intersects with a finite
number of domains of influence.

Proor: It suffices to show that for all m,n € Z, with probability one the unit
square R = [m,m + 1]x[n,n + 1] intersects with a finite number of D;’s. This is
equivalent to u(D™1(R)) < co. Without loss of generality let us assume R = [0, 1]°.
We have

DNR)={n=(a",2%r€0):0=2 22 <1, ~1<a' <1, 0< 2 +r¢}
Ufn=(z"a*r¢0):0=1 2" <1, -1<a® <1, 0<z' +7¢}
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and

w(DYR)) = 2/ f(x,r & o)d dr dé do

{o0=2,22<1, —1<2'<1,0<z24rf}

dat / da? / - 5 e "dr
/ ot 2)+/¢

—2—|—2/ —d§<oo

where we used f_loo = f_oo + fo in the third line, and « > 1 in the last line. O

For A C X, we denote by Fa the o-algebra generated by all the maps w —
n(w N B), where B C A is any bounded Borel set. Let © be a special element and
for p(A) < co we define ¢p(A) € X U{O} as

O, ANw=o
o) = {argmax{{(n) neEANw}, ANw#g.

In other words, when there is at least one Poisson point in A, ¢(A) gives the one
with highest strength. For convenience we also assign a strength to the special
element © by setting £(0) = 0. It is clear that ¢(A) is measurable with respect
to Fa. For z € R?, we also abuse the notation to write

¢(x) == (D~ ({z})).
The meaning of ¢ should be clear from the context.

Let p be a smooth probability density supported on [—1/3,0]?. The desired
vector field is constructed as a convolution v = p % ¥, where

o(z) = {eow(w», p(z) # O
s(er +e2), o(x)=0O.

Clearly, v satisfies (1.5) with v replaced by ©. Therefore, v = px¥ also satisfies (1.5).
In the rest of this section we will state and prove the strong mixing property of v,
along with a polynomial mixing rate.

For z € R2, let us define the shift operator % acting on X by

éz(x,r,ﬁ,a) =(x—2zm1¢&0).

This induces the shift operator 62w = 0% {n;} := {#*n;} defined on Q. Since (6%),cpe
preserves the measure i, {07} ,cge is a measure-preserving R2-action on (2, F,P).

We temporarily write v(z) = v, (x) to stress its dependence on the Poisson point
configuration. The map V : w + v,(:) is measurable from (Q, F) to (M, B(M)),
where M is the space of continuous vector fields on R?, and B(M) is the Borel o-
algebra induced by the LU metric

ZHU—UHC( —am2) N1

)

Let Py = PV ™! be the push-forward of P. Since v, (x) = vg=w((0,0)), {07} .cpe is
also a measure preserving R2-action on (M, B(M), P ).

We will show that the R2-system ({67} ,cr2, M, B(M), P ) is polynomially mix-
ing. For r > 0, we say that the system is polynomially mizing of order r (see



also [BZZ06][Zil17]), if for every N > 0,

(2.3)  limsup|z[} - |[Pm(ANO*B) — Py (A)Pm(B)| < oo, A, Be BMy),

|z|1—00

where My is the space of vector fields restricted to the square Ly = [N, N]?,
and |z|; = || + |22

We note that polynomial mixing of any order r > 0 implies strong mixing. In
fact, since B(M) = \/y-; B(Mn), we can approximate sets in B(M) from sets
in B(My), so it follows immediately from (2.3)

lim |PM(Aﬂ9ZB)—PM(A)PM(B)|ZO, A,BEB(M).

|z]1—00

Lemma 2.2. The R%-system ({67 },cg2, M, B(M),Pr4) is polynomially mizing of
order a — 1.

ProorF: We fix N > 0 and let A,B € B(My). For every z € R2, there are
functions h and g such that

1a(vw) = h(wi,wo), 1e=B(ve) = g(wa, wo),
where w; = w N A; and
Ay ZD_l(LN)ﬁézD_l(LN), A :D_l(LN)\AQ, Ay :éZD_l(LN)\Ao.

Here, for simplicity we suppressed the dependence of g, h and w;’s on z. Let
h(wo) = E [h(w1,wo)|wo] and g(wo) = E [g(wa,wo)|wo]. By independence of w;’s,

Prm(AN6O7B) = E h(wi,wo)g(ws,wo) = E h(w)g(wo)
— H(2)3(2)P(wo = @) + E h(wn)g(wo) Ly

Using this and noting that 0 < g,k < 1, we obtain
(2.4) ‘PM(A N6°B) — B(@)g(@)‘ < 2P(wg # 9).
We also have

P (A)Pu(B) = Eh(wo)E g(wo)

= (h(@) + E (A(wo) = Dluyso) (9(2) + E (3lw0) = Dluyso ).

and therefore
(2:5) [Pat(A)P(B) — h(2)3(2)| < 3P(wo # 2).
So if we show that

(2.6) limsup |2[$ ' P(wo # @) < oco.

|z|1—00
then this and (2.4), (2.5) will imply (2.3). Let |z|; > 4N, and without loss of

generality assume 2! > 22 > 0. The limit (2.6) is equivalent to

limsup(2h)* tu(Ag) = limsup(zl)o‘flu(Dfl(LN) N észl(LN)) < o0.

zl—o0 zl—o0
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Since AgC{n:o=1, 2t < —2' + N, [22| < N+1, 2! +r£ > —N}, we have

w(Ao) <2(N+1)/:1+Nda:1/1 Fati 5/ e "dr

_ytzl-2N
N—|—1/ dy/ §a+1 I

N a 72172Nd

— 2 +1>/1 o ¢

2(N+1)62N/ é%e*%dg
1

oo

=2V + )y Getd =29,
1/21 ¢

< (Yl 2(N + l)eQN/ ?67% dg,
0 «
which implies (2.6). This completes the proof. m]

3. LONG-TERM BEHAVIOR OF INTEGRAL CURVES

For e > 0 and L > 1, let E; 1, be the event that ¥ = (1,0) on [0, L] X [a — 1, a] for
some 1 < a < L. Since v = px¥ and the smooth kernel p is supported on [—1/3,0]2,
on the event E. 1, v = (1,0) on [0, L] x [a — 1/3,a], and hence for some ty > L,

2
Y0,0)(to) € {L} x [0,eL], which implies 1(10‘0) gz;
(0,0)
based on the following lower bound of the probability P(E; 1).

< e. Our proof of Theorem 1.1 is

Lemma 3.1. For every € > 0,
liminf P(E, 1) > 0.

L—o0
DERIVATION OF THEOREM 1.1 FROM LEMMA 3.1:  Due to the construction of ©
and v in Section 2, v satisfies (1.5) for all z € R and hence so does ¥. Clearly, v is
bounded, C*°-smooth, and (1.3) holds for all starting points z € R%. It remains to
check (1.4)
By Fatou’s Lemma and Lemma 3.1,
P({E&-,n, i.o. in n}) = Elimsup1g,, > limsupP(E. ) > 0.

n—oo n—00

Hence, there exists an event with positive probability on which v o) (tn) € {n} x
[0,en] for infinitely many pairs (n,t,) € N x R satisfying ¢, > n, and hence for
= (0,0),

2
t
(3.1) lim inf Vj( ) <.
t=oo Y1(t)
By ergodicity, with probability 1, for every y € R?, there exists z € Z? with
2t < y! and 22 > 2 such that (3.1) holds for z. Since integral curves do not
intersect, we must have

t
1 R <
t=oo 7y, o =B8N
This means that with probability 1, (3.1) holds for all z € R2. Since ¢ is arbitrary,
with probability 1,

=0, zeR%




By symmetry, with probability 1,

1
t
lim sup 722( ) =0, zeR%
t—oo V3 (t)
This proves (1.4) and completes the proof of the theorem. O

In the rest of this section we will prove Lemma 3.1.
Let M = [0, A] x [0, B] be a box and D = |2, 2! +r¢] x [#2, 22 +1] be a horizontal
domain of influence. We consider the following two relations between D and M:
e we say that D “crosses” M if DN M = [0, A] x [2%, 2% + 1];
e we say that D “intersects” M if DN M # @.
Similar definitions of crossing and intersection apply to vertical domains of influence
as well. Given a box M and strength ¢ > 1, the numbers of horizontal domains
with strength at least { crossing or intersecting M are Poisson r.v.’s. We denote
their intensities by I1 (A4, B, () and I2(A, B, (), computed below.
For D = D(2, 2%, 7,&,0) to cross M = [0, A] x [0, B] and have strength at least ¢,
we have 2! < 0,22 €[0,B—1], ¢ >(, 22+ 7 > Aand 0 = 1. Then

1 o0 B—1 0 —_r
Il(A,B,C)_E/C dg/ d:z:2/ da:l/l £>Adr-‘ng
0 —00 xl4rE>

! R
_§(B—1)/C gaﬁd{/ﬂmdaje
_5(3_1)/< £ A (e

= 5(B-1)G4(0),

where G4(§) = f;o t=@e=A"" . If A = 0, then the box M is the line segment
{0} x [0,B], and Go(¢) = 156 (@D, For A > 0, by a change of variables,
Ga(&) = A~ DG (A1) and G (§) ~ —2=¢7 (@D as € — oco. In summary, we

a—1
have

=_2 (B-—-1 —(Ot—l)7 AZO,
(3.2) L(AB,o) ]~ T ){(M)
~ s (B —1)¢ , A>0, (/A — .

For D = D(z%,2%,r,&,0) to intersect M = [0, A] x [0, B] and have strength
at least ¢, there are two cases: if 2! < 0, then D must cross the line segment
{0} x [~1, B+ 1], the intensity of this part is given by I1(0, B 4+ 2,0) as computed
above; if ! > 0, then D intersects M if and only if (z',2?) € [0, 4] x [-1, B],
regardless of r. Hence,

A B [e's)
IQ(A,B,Q):11(0,3+2,0)+1/ da:l/ de/ o dg
2 0 1 ¢ §a+1

(3.3)
=Y By A e
2(a—1) 2
To estimate P(E. ), let us consider the event C' where there exists a horizontal
domain of influence with strength at least LD~ crossing the box M = [0, L] x

[0,2L] (the choice of the threshold ¢ = L(®~D ™" ensures that lim, o0 I1 (L, 2L, ) €
(0, 00); although we do not use this explicitly in the proof, it is an important part
of the construction). On C, let Dy = D(X*, X2, R,Z,1) be one of such domains
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with the highest strength and let F' C C be the event where there is no vertical
domain with strength at least Z intersecting Dy. Clearly, we have

P(E.,L) = P(F) = P(C)P(F|C).

Conditioned on C, the probability of F does not depend on R and X', since
we are considering the intersection with the box [X?2, X2 4 1] x [0, L]. By trans-
lational invariance in the 22-coordinate, and the independence between X? and
the vertical domains, the conditional probability does not depend on X2. There-
fore, the conditional probability depends on = only; in fact, it equals e~ 72(1.L.5)
i.e., the probability that the number of vertical domains with strength at least =
intersecting [0, L] x [0, 1] is zero. Hence, we can write

(3.4) P(E.1) > P(C)/ de q(€)e= 2110
La—1~1
where ¢(-) is the conditional density of = on C.
We have
d [PE>¢ d 11— e T1(lelig)
0= 42558 - -4
(3.5) ¢l P(O) 3 (©)

[P(C)]_1caLf_o‘e_Lgfle_h(L’SL’f).

Here and below, ¢, ¢; stand for some constants depending on «, € but not on L > 1,
and may change from place to place. Combining (3.3), (3.4), (3.5), we have

(36)  P(E.p) > cieL /
L(a—1)—1

Y%

oo

—a,~L(ca€ est V) N (1L g) de.

If o < 2, then L@~ /L — oo, and by (3.2), [1(L,eL,&) < cL&~ (@1 so the
right-hand side of (3.6) is at least

o0 1 1 o0 a=2
ch/ oo bleat e ) e qa/ (aemeak ST T g g
)
L 1

(a—1)~1

oo
- cla/ (e Ve >0, Lo
1

where we used the change of variables & = L“=D 7' ¢ If . = 2, then I (L,eL,§) <
cG1(L71). With the change of variables &€ = L( the right hand side of (3.6) is at
least

cla/oo Cfo‘e*(cﬁ%)(l*c“scl(o d¢ > 0.
1
This completes the proof of Lemma 3.1.

4. DISCUSSION

In this section, we compare our construction with the example in [Zil17], and
discuss our choice of the exponential distribution for the length variable r and the
Pareto distribution for the strength variable €.

Both [Zil17] and our construction place long horizontal and vertical corridors on
the plane, whose length is proportional to the strength. The length in [Zil17] also
has a heavy tail distribution, as seen from the following computation: corridors of
length 10T}, has strength Ty = 4%, which occurs with intensity T, 2 on the Z>2-lattice,
SO

P(length > 107%) =~ ¢ Z T2 ~ T} 2.
K>k
This corresponds to o = 2 in our construction.



We extend the range of « to (1, 2], which is sharp in the following sense. First,
a > 1 is needed for the strong mixing (Lemma 2.2). Second, following the com-
putation in Section 3, when o > 2, one has lim,_,o [1(L,eL,1) = 0 and hence
P(C) = 0, so it is impossible to have a long corridor of length L that is eL close to
the origin, and the argument in the present paper and [Zil17] will fail.

Another difference between our construction and [Zil17] is that the ratio between
the length and strength is not a constant 10, but is given by independent exponential
variables. In addition to simplifying some computations, another motivation to
introduce the exponential variable is to use its memoryless effect to establish the
following kind of Markov property from the point of view of trajectories. Roughly
speaking, let A be a Borel subset of R2; then for a deterministic functional on
B(RQ) X R21

(4.1) P(1:(t+1) = 1:(0) € A| (1) = 2,6(2) =€) = F(A,€).

The time ¢ can also be replaced by a suitably defined 2-dimensional “stopping time”
with respect to an appropriate filtration.

Using (4.1), for a < 2, we obtained an interesting picture for a typical integral
curve 7, in an earlier version of this paper written independently of [Zil17]. There
exists T, > 0 such that when t > T, (b(ﬂyz(t)) takes values in an increasing se-
quence &7, &a, ---. The integral curve stays in each long corridor with strength
& for an amount of time proportional to ;, and (§;) forms a Markov chain with
explicit transition density. Another intuition to choose heavy tail distribution for
the strength is that the sum of i.i.d. heavy tail random variables is dominated by
their maximum ([Dar52]).
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