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Abstract—We study two types of memristor-specific logic
failures in Memristor Ratioed Logic (MRL), an extensively
studied Memristor-CMOS hybrid logic design style. Cascading
failures have been previously observed as causing significant
voltage degradation, and hence logic values errors, in certain
MRL logic circuits. Here, we present the first systematic study
of this type of logical error and identify its key properties as
a function of circuit structure and patterns applied. We then
propose a method to generate patterns that cause the worst-
case output voltage for a given MRL circuit and hence facilitate
pre-fabrication verification. We then present the first study of
another type of logic failure for voltage controlled memristor
devices, namely a race when memristors in series, and with the
same polarity, switch states from Ron to Roff. We show that
such a race can cause non-deterministic behavior depending
on circuit structure, values of memristor parameters, and the
initial states of memristors when a pattern is applied. We then
generate patterns and initial states that excite such race and
hence potentially cause logic errors to enable verification.

Index Terms—Memristor Ratioed Logic, Cascading, Logic
failure, Verification, Test pattern

I. INTRODUCTION

The physical scaling limit of conventional CMOS devices
is accelerating the introduction of several emerging materials
and devices [1]. A memristor [2], or a memory resistor,
is one of the most promising emerging devices. Although
first theoretically predicted in 1971, the research on mem-
ristors accelerated after 2008, when HP Labs realized the
first nano-scale memristor [3]. Memristor supports non-
volatile operation, i.e., it can maintain indefinitely its state (the
resistance value) assigned via a write operation. Further, this
two-terminal device has excellent scalability and low power
consumption. Memristors have already found applications in
non-volatile memory blocks [4], [5], digital logic circuits [6]-
[8], analog filters [9], and neuromorphic computation [10].

In the domain of digital logic, pure memristor logic like
MAGIC [6] and IMPLY [7] are difficult to integrate with
conventional CMOS digital logic, since these implement com-
binational logic functions over multiple clocks and require
complex control circuitry. In contrast, Memrisrtor Ratioed
Logic (MRL) is compatible with static CMOS logic due to
its single-clock operation and its use of voltage levels for
logic-0 and logic-1. Hence, MRL allows memristor-only logic
cells — namely AND and OR — to be integrated with static
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CMOS logic cells to obtain hybrid memristor-CMOS logic
blocks which have similar delays and lower area, compared to
conventional CMOS logic.

In MRL logic family, AND and OR are the only two basic
memristor-only logic gates and CMOS inverters are used to
implement logic inversion. CMOS inverters are also used to
restore voltage levels. As is common for new devices and logic
families, MRL faces new electrical challenges which degrade
circuit operation, and can cause logic errors, especially when
large numbers of memristor-only MRL gates (AND and OR)
are directly cascaded, i.e., without inserting CMOS inverters,
or other CMOS gates, between them.

This paper presents a systematic analysis of two major
logic failure mechanisms in memristor-only MRL logic blocks,
i.e., blocks where MRL AND and OR gates are directly
cascaded. First, some memristor-only MRL logic blocks can
produce incorrect logic values due to degradation of voltages.
This failure mechanism is named cascading failures. While
previous research has identified such failures [11], [12], only
some examples of MRL blocks with logic errors are reported
and general methods for verification and test of any given
block are not provided.

Second, a race condition occurs when series-connected volt-
age controlled memristors with the same polarity switch their
states from ON to OFF. We call this failure mechanism as race
failures and present the first study of such failures at logic-
level. To the best of our knowledge, the only previous research
on this are [13]—-[15] which observe this race condition when
studying devices and consider its effects during the derivation
of the equivalent circuit model for two memristors in series.

In this paper, we carry out the first systematic study of
these two memristor-specific logic failure mechanisms. We
identify properties of such failures in memristor-only MRL
logic blocks in terms of structure of the circuit and the patterns
applied. We then use these properties to generate patterns
for each failure mechanism for pre-fabrication verification of
memristor-only MRL logic blocks. We demonstrate that our
methods generate small numbers of patterns and invoke the
worst-case for each failure mechanism.

We start with a brief overview of memristor devices and
MRL family in Section II. The underlying reasons that cause
voltage degradation and logic failures in memristor-only MRL
logic blocks are presented in Section III. Section IV and
V describe the proposed methods to generate test patterns
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Fig. 1. Operation of MRL AND, OR gates

to verify the logic-level correctness of memristor-only MRL
blocks against these two types of memristor-specific logic
failures. Finally, Section VI concludes the paper by summa-
rizing results and ongoing and future research opportunities
and challenges. In particular, we share our plans for extending
these approaches for post-fabrication testing of chips with
MRL logic blocks by considering process variations and
defects, and for tackling the major challenge posed by the
non-deterministic behavior caused by race failures.

II. BACKGROUND: MEMRISTOR MODEL AND MRL LOGIC

For a memristor, the state or the resistance (in the range
[Ron, Roff]) depends on the voltage applied across the device
or the charge passing through it. In this paper, we study voltage
controlled memristors with voltage thresholds. The resistance
of such a device changes when a voltage beyond a threshold
is applied (Von and Voff). Here, we use MOS transistors from
TSMC 65 nm technology and the VTEAM model [16] for
memristors with parameter values shown in Table I [17], [18].
Further, we use VDD = 1.2V and GND = OV.

For MRL AND and OR gates [17], memristors are con-
nected as shown in Fig. 1. (In both gates, an input-to-input path
passes via two memristors in series with opposite polarities.)
When identical logic values are applied to both inputs (both
high or both low) no current flows via the memristors and
hence the values of memristances do not change. (This is
true for the AND as well as the OR gate.) Despite this, the
output voltage is equal to the voltage applied to the inputs. For
MRL AND gate with different logic values at its two inputs,
the resistance of the memristor with the controlling value (0)
decreases, i.e., approximately becomes Ron, and the resistance
of the memristor with non-controlling value (1) increases, i.e.,
approximately becomes Roff. Since Roff>>Ron, the output is
approximately O for AND gate. (The MRL OR gate’s operation
is a dual of the above.)

Since memristor is a passive device (i.e., has no gain), it is
not possible to build NOT gate from only memristors. Hence
CMOS inverters are used to complete the logic family as well
as to restore voltages at various lines in a logic circuit.

TABLE I
VTEAM FITTING PARAMETERS FOR A MEMRISTOR [17]

Parameter Value Parameter Value
Ron 1 KQ p 2

Rorr 200 K2 Qon 3

D 3 nm Qoff 3

Kon -0.0162 m/s Von -0.16 V
Kors 0.0162 m/s Vors 0.16 V
Ton 0 nm Toff 3 nm

III. MEMRISTOR-SPECIFIC FAILURES IN MRL LOGIC

Although several works [17], [19] have proposed design of
digital circuits by cascading MRL AND and OR gates directly
(i.e., without inserting a CMOS gate in between), the output
voltage for directly-cascaded MRL AND and OR logic gates
degrades and logic error occurs in some such circuits. We
study two types of memristor-specific logic failures.

A. Cascading failures

As shown in Section II, a single multi-input MRL AND/OR
gate provides logically correct output voltages. Despite this
cascading MRL AND and OR gates directly may not always
be viable [11], [12]. For example, a 2-input AND gate cas-
caded with a 3-input OR gate (shown in Fig. 2) fails to produce
correct logical output for the pattern (1100). Here, if the 2-
input AND gate was an isolated gate, for input pattern (11)
we would get a logic 1 (and perfect voltage, i.e., VDD) at
the output and the two memristors in the AND gate would
not go through any changes in memristance. But when this
2-input AND gate is cascaded with the 3-input OR gate, the
memristors in the AND gate now interact with the memristors
in the OR gate. Due to the resulting current flow (assuming
that memristances change in the expected direction), for the
parameter values shown in Table I, M1, M2, M4, and M5
become OFF and the internal node X becomes slightly higher
than VDD/2. As node X is an input to the OR gate, the
voltage at the output (OUT) is further degraded. Instead of the
expected high output voltage, the voltage at the final output
(OUT) is below VDD/2. This demonstrates that this cascading
structure is not logically correct.

To avoid above interactions between the memristors in the
two gates, and for restoring the voltage level, it is necessary
to insert a CMOS inverter between them.

We systematically study such interactions and develop mod-
els of such failures in terms of the structure of the circuit
and the patterns applied. The goal is to develop methods to
generate patterns for any given memristor-only MRL logic
block to verify its logical correctness. Simulation of the
patterns we generate, using the given memristor parameters,
will verify whether the block will work correctly or require
re-design.

B. Race failures

In an memristor-only MRL logic block, memristors interact
with each other and change in specific directions to provide

M1
Asl— T — M3

Roff a

Z.

M2 <

B=1
Roff/2xVDD
Roff our=—2VOD _1ypp

Roff/2+Ron 2

Roff

Fig. 2. Incorrect output voltage for a 3-input MRL OR gate cascaded with a
2-input MRL AND gate
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the correct output voltage. But if the memristors are voltage
controlled (we use VTEAM [16] model) and are connected in
series with the same polarity, they exhibit non deterministic
behaviour. This can cause a serious effect on cascaded MRL
logic gates. We first study the behaviour of series connected
memristors with the same polarity.

As  shown in
Fig. 3, memristors
M1 and M2 are in
series with the same
polarity and, for

VX the voltages applied

M2 g:s:;ev': tf“,ﬁveg:.ﬂ?:e' to the circuit, both
terminal are trying to switch

from ON to OFF

state. In a perfectly

VDD

Series in same
M1 polarity

i . i . matched case, the
Fig. 3. Non deterministic behavior of two series . 1
connected same polarity memristors switching resistance \{a ues
from ON to OFF state of both memristors

change at exactly

equal rates and the final memristance will be Roff for both.

However, in practice, the perfectly matched case is highly
unlikely for three reasons. First, process variation during
fabrication is likely to create minor differences between the
parameter values for the two memristors, e.g., Ron, Voff or
Koff. Second, even if we have zero process variations, a
mismatch between the initial states (resistance values) of the
memristors is likely, as these depend on previous pattern(s)
and the resistances are not always exactly Ron. Third, as we
illustrate in detail ahead, in certain circuit configurations, one
of the two memristors in the race may be in fact an equivalent
circuit for 2+ memristors in parallel while the other memristor
may be a single memristor. Clearly, in such a case there will
be significant mismatch between the parameter values.

Consider a scenario where, due to any of the above reasons,
memristor M2 is switching faster than memristor M1. In this
scenarios, V(M2)>V(M1) and as the switching rate depends
on the applied voltage [16], resistance of M2 changes faster
and faster. Eventually, after some time, M2 becomes Roff and
M1 lags behind at some intermediate resistance Rx (between
Ron and Roff). Two possible cases arise.

Case-1: Voff > =X VDD, M1 cannot switch further and
stabilizes at an intermediate resistance. (Voff constraint case)

Case-2: Voff < RX_VDD, M1 will also switch to Roff
if sufficient time is allowed, which may not be possible for a
high speed circuit.

This non-deterministic behaviour of a memristor’s resistance
value can have serious effect on MRL logic.

VDD

M1

Series in same | MX=MI || M2

A=1 !
Polarity (RACE) *._m -
—
Bt our M3
J—our
P M4

Fig. 4. Effect of race phenomenon on cascaded MRL gate

As shown in Fig. 4, a 2-input MRL AND gate is directly
cascaded with a 2-input MRL OR gate. When the input pattern
(110) is applied, memristors M1, M2, and M4 are expected to
become Roff and M3 is expected to become Ron. Thus, the
expected output voltage is ﬁgﬁmﬁ x VDD =~ %VDD which
can be considered as logically high.

Now consider a case where M1, M2, and M4 were ini-
tially in ON state when the input pattern (110) is applied.
Memristors M1 and M2 are parallel for these inputs and
their equivalent memristance is MX. MX and M4 act like
two series-connected memristors with the same polarity, and
both are trying to switch their states from ON to OFF. As
MX is the equivalent memristor model for two memristors
in parallel while M4 is a single memristor, their ON state
resistance will be different. Hence, a race is likley to occur
between MX and M4. If M4 switches its state to Roff, then
the circuit will produce correct logic value output. However,
in the other situation, where MX switches faster, M4 is not
guaranteed to switch all the way to Roff. Say at t = tx, MX
finishes switching and M4 becomes Rx (consider it as a small
value). As discussed in (case-2), if Voff > WVDD,
M4 is unable to switch and stabilizes at Rx. Hence, under
this particular condition, the output voltage is evaluated as:
W’MVDD, which is no longer a high output voltage.
In other words, the output logic fails in this directly cascaded
structure due to a race.

IV. VERIFICATION OF MRL LOGIC BLOCKS AGAINST
CASCADING FAILURES

It has already been demonstrated that certain cascading
structures of MRL AND and OR gates are not feasible without
CMOS gates inserted between them. In a given digital MRL
logic block (an example block shown in Fig. 5), memristor-
only blocks (M;-blocks) are connected via CMOS gates (C;-
blocks), where the CMOS gates are required to implement
logic inversion logic, or to restore voltages, or to provide
electrical isolation. Since M,-blocks contain only two types
of memristor-only gates, namely AND and OR, these do not
have reconvergent fan-outs. Without any loss of generality, we
consider all M; as being fanout-free circuits. In this section
we assume that each memristor changes its state completely
according to the direction of the current. To enable this, in this
section, we use the parameter values in Table I for evaluations
but reduce the values of Von and Voff. (In the next section,
when we study race, we use the parameter values as shown in
Table 1.)

The method we describe here targets any given M;-block
and generates patterns for creating worst case voltages at each
line in the block. To extend this method for verification of the
complete circuit, where only primary inputs and outputs of the
entire MRL block are considered, justification of the patterns
from inputs of the target M;-block and propagation of logic
error (if any) from the output of the M;-block is required.

A given memristor-only block should be verified via sim-
ulation of input patterns that cause the most degraded output
voltages and check whether this degradation is acceptable.
Exhaustive simulation for all possible patterns is expensive.
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Fig. 5. Partitioning of MRL logic block in memristor-only MRL blocks (M-
blocks) and CMOS blocks (C;-blocks)
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Fig. 6. Output voltage behaviour of a 3-input MRL AND gate under different
applied patterns

Hence, here we propose a method to generate patterns that
will cause the weakest output voltage in a given memristor-
only MRL logic block. In the context of MRL logic, weak 1
means a degraded voltage which is lower than VDD and weak
0 means degraded voltage which is higher than OV.

The degradation of output voltage in any MRL circuit
depends on circuit configuration and also on the pattern
applied to the circuit. We introduce the key properties using a
3-input AND gate. The set of all possible 8-input patterns is
divided into 4 sets: S1={000}, S2={100, 010, 001}, S3={101,
011, 110}, and S4={111}. The output logic is O for the patterns
in S1, S2, and S3. For the pattern in S1 (Case-1 in Fig. 6), the
output voltage is perfect O and doesn’t depend on the states of
the memristors. Any pattern in S2 (Case-2 in Fig. 6) results
in slightly degraded output voltage: R()R"i'jﬁoff X VDD. For any
pattern in S3, the output voltage is g pews X VDD (Case-3
in Fig. 6) which is the weakest 0 output.

Since we are studying cascaded gates, some or all of the
inputs A, B, C are driven by outputs of other MRL gates.
These driving gates can be asymmetric in structure as shown
in Fig. 8. In this context, consider the case where our objective
is to derive an input pattern that causes the worst case output
voltage degradation for the AND gate, i.e., OUT=0,,, where
0., denotes logic 0 that is as weak as possible. (Also, O
denotes logic 0 as strong as possible and 1,, and 1, are duals.)

As we want to determine the required primary inputs, we
start traversing backward from line OUT and perform the next
task, namely determine the values at lines X, C, and D (XCD)
to satisfy our primary objective, namely OUT=0,,. We first
understand the strengths of the input patterns as shown in
Fig. 7. It can be inferred from superposition law that (XCD)
being (011) produces weaker O at output than (XCD) being
(010) and (001). But as the circuit is asymmetric, we cannot
derive any such relationship between every pattern in S3 and
every pattern in S2. For example, we cannot say that (101)
produces weaker O than (010) for an arbitrarily asymmetric
circuit structure. It is evident from Fig. 7 (a), for AND gate

S1: S4:

S 2l

S2: I 100 I I 010 I I 001 I*a S3: I 110 I I 101 I I 011 I*a
S3: I 110 I I 011 I I 101 Iw S2: I 100 I I 001 I I 010 Iw
(a) (b)
Fig. 7. Input pattern strength relationship for 3-input MRL (a) AND gate

producing 0, and (b) OR gate producing 1, considering asymmetric sub-
circuits driving their inputs

A=0

B=0:

Roff

(@) (b)

Fig. 8. Deriving verification input patterns for 3-input AND gate cascaded
with a 2-input OR gate

at the output, irrespective of the circuit structure, the weakest
0 will be caused by one of the three patterns from S3={101,
011, 110}. In our example circuit, for weakest 0 at OUT, XCD
value has two possible patterns: {110, 011}, since we can
reduce one pattern because C and D legs are symmetric.

For intermediate lines, such as X in this example, the voltage
can again be strong or weak depending on the inputs applied
to the inputs of the previous gate. As our primary objective is
to obtain the weakest 0 at OUT, any intermediate line should
be made as strong as possible if it is 1 and as weak as possible
if it is 0. Hence, we specify our next objective as Objective,:
(XCD)={15150,, 0, 1515}. As C and D are primary inputs,
no further analysis is needed for those values. For the internal
line X, A and B are both assigned 1 to satisfy X=1, (Fig. 7 (b)
shows the strength relationship). X=0 can only be satisfied by
setting A=0, B=0. Hence, our proposed algorithm generates
(ABCD)={1110, 0011} as the set of two input patterns that
should be applied for worst case analysis. This algorithm is
outlined next.

An outline of the algorithm for generating test patterns
to verify for cascading failures

Initialize

Set Logic value at all circuit lines to Unknown
Set primary Objective:

If output line ! driven by AND gate, v = Oy
else if [ driven by OR gate, v = 1,,

T = Assign_and_Justify (line [ to value v)
Print test set T’

Assign_and_Justify(line [ to value v)
From Table II, identify new objectives for the fan-in lines of
the gate driving line !
This provides a set of patterns for the fan-in lines
Assign_and_Justify each value at all circuit lines recursively until
values assigned at primary inputs
Combine returned patterns using cross-product and return test set

For this 4-input circuit, waveforms for exhaustive simulation
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Fig. 9. Output voltage of the 3-input MRL AND gate cascaded with a 2-input
MRL OR gate shown in Fig. 8

Roff

Fig. 10. Worst case analysis of internal node X in Fig. 8

over all possible 16 patterns are shown in Fig. 9 and 1110
indeed causes the worst case output voltage level (For this
simulation, we have used parameter set from Table I with very
small Von, Voff.)

This algorithm can also be applied to generate patterns for
worst case analysis for any internal line in the circuit (say X
in Fig. 8). As shown in Fig. 10, the circuit is folded around
X and the primary objective is set as: X=1,,. Here, since two
different types of gates are cascaded at node X, in the folded
circuit, the output X behaves like the output of an OR gate
with an extra input added to the original OR gate.

In contrast, if two gates of the same type are cascaded
(Fig. 11), folding creates an extra memristor leg with a fixed
resistance (Ron+Roff). This extra fixed-resistance leg can
again be analyzed as one extra input added to the original gate.
As this is a fixed-resistance leg, we apply a logic value to this
leg to make the output weaker according to the superposition
principle. For example, in a 3-input OR gate input pattern for
weakest 0 at output is (100). So for a 3-input OR gate with
an extra fixed-resistance leg, the input pattern is (1000).

When an intermediate node located k levels earlier than
the output node is analyzed, we have k folding sites in the
circuit (one folding at each level). As at every level there are
only four possible types of cascading: AND-AND, AND-OR,
OR-AND, and OR-OR, only above two scenarios will occur.
Hence, our above properties are sufficient. We use the above
properties and folding to generalize our above algorithm to
create patterns for verification of cascading failures at all lines.

M1

A=1
Ron
M2

B=0
Roff

O |x=1

M3

C=0
Roff

D=0 M5 OuUT M4

(Roff+Ron)

Fig. 11. Worst case analysis of an internal node X in a 2-input OR gate
cascaded with a 3-input OR gate

A=0

1

OUT=

Fig. 12. Deriving verification and test pattern for an example memristor-only
MRL block

We apply our above algorithm to a larger circuit shown in
Fig. 12. It generates the following minimum set of test patterns
guaranteed to cause the worst case 1 (i.e., 1,,) at the primary
output (OUT): (ABCDEFG)={0000011, 0010000, 1100000,
0000100}. Simulations show that the circuit fails for 1100000.
For this circuit, testing with 4 patterns is guaranteed to detect
cascading failure at the output, compared to 27=128 patterns
for the exhaustive method. Hence, our method significantly
reduces the cost of verification while ensuring high quality.

V. VERIFICATION FOR RACE FAILURES

Two series memristors in the same polarity changing from
ON to OFF create a race, a condition that occurs when
different types of gates (AND and OR gate in MRL) are
cascaded in the circuit. Whether there will be a failure due to
race or not depends on circuit structure, the applied pattern,
the voltage threshold value, initial states, and the dynamic
behaviour of the memristors. The initial ON and OFF values
of memristors fall in a range of values rather than being perfect
Ron or Roff as shown in Table. I. Let us consider the range
of memristor ON values as [Ron,,,;,,, Ron,,qz 1.

Now we generate an input pattern plus initial states that
activate the race failure at the output node of a memristor only

TABLE 11
DETERMINING NEW OBJECTIVES

Type of | Objective | Set of new objectives for gate input lines
gate for gate
output
line
AND s {(1s, 1s, 1s)
AND 05 (0s, 0s, 05)
AND Ly (Lw, Lw, Lw)}
AND Ow (Is, 1s, Ow), (1s, Os, 1s), (Ow, 1s, 1)}
OR ls (s, 1s, 1s)
OR 0Os (0s, Os, 0s)
OR Ly (Lw; Os, 0s), (Os, L, 0s), (0s, Os, 1)}
OR Ow (0w, Ow, Ow)}
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Fig. 13. Pattern to verify against race failure for (a) 2-input MRL OR gate
cascaded with a 2-input MRL AND gate (b) 2-input MRL OR gate cascaded

with a 2-input MRL OR gate
1.2
0 ‘ Aa a PN
Expected 1

L LU

OUT [V]
o

cmM

1.2 T T
=
m 0.6 1
0 . . .
12 T T T ” :
=
. 1
< 0.6
0 . . . |
0 20 40 60 80
Time [ns]

Fig. 14. Output voltage of the 2-input MRL OR gate cascaded with a 2-input
MRL AND gate shown in Fig. 13 (a)

MRL gate shown on the next page. (The cascaded circuits in
Fig. 13 is used as an example.)

An outline of the algorithm for generating input test pattern
and initial states to verify for race failure

For every input-input current path (F;)
For every memristor-pair (M;, My) w/ the same polarity in P;
Assign values to inputs of P; to produce a current that
causes (M, My) to switch from ON to OFF state.
Assign initial states (Ronmin, Ronmas) to (M;, My)
For other memristors initial states can be considered as Roff
Justify for error propagation and create an input pattern

For example, in Fig. 13(a), M1 and M4 are targeted in the A
to C input-input path. Inputs (AC) are assigned (10) to create
the required current path. To propagate the error, B is assigned
1. This input condition satisfies error propagation to the output
and so input pattern (ABC)=(110) is generated. In a similar
fashion, M1 and M3 are targeted in Fig. 13(b) but no pattern
is generated for the targeted memristors in this input-input
path as C=1 is the controlling input for the OR gate and error
cannot be propagated.

As race failure depends on the pattern as well as the
initial states, many published memristor based designs fail
verification for this type of logic failure. The full adder
proposed in [17] has a race failure for the memristor pa-
rameter set given in [17]. As shown in Fig. 15, Ml || M3
and M2 can cause a race for the input pattern A=1, B=0.
We use MI(initial)=Ron,,,,,=6 k€2, M3(initial)=200 k{2 and
M2(initial)=Ron,,,;,,=1 k). (These values are determined in a
pre-processing step.) The input pattern (AB)=(10) causes M1
to switch faster than M2 and the output of the XOR gate is O

Cout

Fig. 16. Race failure in the adder proposed in [20]

due to a race failure.

The adder proposed in [20] also produces incorrect logical
value at line Y for memristor parameters in Table. I for input
pattern (A B Cin)=(001) and initial states- M1(initial)=6 k{2,
M3(initial)=200 k€2 and M2(initial)=1 k2. This shows that our
method is needed even when we use published circuits in our
designs.

VI. CONCLUSION

In this paper, we systematically studied two memristor-
specific logic failure phenomena and identified approaches
to generate patterns for these failure modes for memristor-
only MRL blocks in MRL logic. Specifically, we propose
systematic methods to generate reduced set of patterns to
(a) invoke the worst-case voltage at output, and (b) activate
race failures. Our methods provide a failure-directed approach
for identifying a small yet effective set of patterns for pre-
fabrication verification.

We have developed core methods that analyze the structure
of the circuit, the properties of these failure types, and generate
patterns for verification for specific targets. One additional key
innovation is that our method for race failures also generates
initial states of memristors.

This research has exposed several additional opportuni-
ties and challenges. Due to non-deterministic nature of race
failures, values at internal lines must be monitored during
simulation, by adding assertions to check specific properties of
waveforms. In terms of verification, we are studying the impact
of the simultaneous excitation of both these failure modes by
a single pattern. Systematic generation of all possible targets
for each failure mechanism and methods to compact the set
of generated patterns must also be developed. Finally, for race
condition, use of initial states may lead to pessimistic evalua-
tion, since the initial state we generate may not be achievable
during normal circuit operation. This requires extension of our
approach to generate a sequence of one or more patterns to
be applied before the pattern we currently generate, where the
goal of the additional sequence will be to generate achievable
worst-case initial state.
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