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A B S T R A C T

In this work, we developed a method using precession electron diffraction data to map the residual elastic strain at
the nano-scale. The diffraction pattern of each pixel was first collected and denoised. Template matching was then
applied using the center spot as the mask to identify the positions of the diffraction disks. Statistics of distances
between the selected diffracted disks enable the user to make an informed decision on the reference and to generate
strain maps. Strain mapping on an unstrained single crystal sapphire shows the standard deviation of strain
measurement is 0.5%. With this method, we were able to successfully measure and map the residual elastic strain
in VO2 on sapphire and martensite in a Ni50.3Ti29.7Hf20 shape memory alloy. This approach does not require
the user to select a “strain-free area” as a reference and can work on datasets even with the crystals oriented
away from zone axes. This method is expected to provide a robust and more accessible alternative means of
studying the residual strain of various material systems that complements the existing algorithms for
strain mapping.

1. Introduction

Stored elastic strain has a profound impact on the mechanical
properties and functionalities of materials. For example, compressive
residual stresses in metals and ceramics can suppress crack propagation,
thereby improving the fracture toughness [1,2]. Residual elastic strain
can also affect band gaps, electron transport, and phonon transport
[3–5]. X-ray diffraction and neutron diffraction are two popular tech-
niques to measure and map the residual strain in materials [6,7]. Since
both x-ray and neutron beams are difficult to focus, the residual strain
mapping using these two techniques has limited spatial resolution.

To achieve nanometer-scale resolution strain mapping, transmission
electron microscopy (TEM) and electron diffraction have been
employed. Electrons are charged particles, and thus electron beam can
be focused by tuning the strength of the electromagnetic lenses in TEM.
The elastic strain can be calculated from high-resolution TEM (HRTEM)
micrographs in real space or by analyzing diffraction pattern

information in reciprocal space [8,9]. For the real-space imaging mode,
geometric phase analysis (GPA) is widely used [10,11]. Although quite
powerful, GPA can only be used on HRTEM micrographs, in which the
phase contrast is dominant; it cannot be applied on regular bright-field
(BF) TEM images, where lattice fringes are absent. Hence, GPA has high
spatial resolution but a limited field of view (typically less than or
approximately 20´20 nm ).

In diffraction mode, Zuo and Spence pioneered the work using
convergent-beam electron diffraction (CBED) to obtain the strain in-
formation and automate the process [12,13]. In the CBED patterns,
lattice strain can be precisely measured by tracking the positions of
higher-order Laue zone (HOLZ) lines in the bright-field CBED disk [14,
15]. This approach works because HOLZ lines result from high-order
reflections, which are very sensitive to changes in the lattice spacing
[9]. By comparing the experimentally acquired HOLZ line positions to
computer simulations, strain information with high precision (approxi-
mately 0.2%) can be obtained [16,17].
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With the advent of 4D-STEM [18,19] and precession electron
diffraction (PED) [20,21], a more computationally cost-effective way to
perform strain mapping is to raster the beam on the specimen, acquire
the diffraction pattern at each pixel, and measure the shifts of diffraction
spots for each pixel relative to a reference pattern. PED combines beam
precession (the beam is tilted and rotated about the optical axis at a very
high frequency, typically 100 Hz) with nanobeam diffraction and offers a
number of advantages in performing strain mapping compared to 4D-
STEM. First, PED averages out the dynamical effects in electron
diffraction, leading to more uniform diffraction spot intensity and easier
spot center identification [22,23]. In contrast, 4D-STEM utilizes CBED
patterns, and the illumination in the diffraction disks is non-uniform; the
disk center identification usually involves the use of specially patterned
apertures or additional reconstruction steps [24–28]. Second, PED ex-
cites higher-order reflections, which are more sensitive to changes in
lattice parameter [8].

The current strain mapping methods used by 4D-STEM and PED
share very similar algorithms [29,30]. The specimen is tilted to a
low-index zone, and a “strain-free” reference pattern is acquired. Two
non-collinear diffraction spots are then selected to create the two
non-collinear vectors, g and g . The coordinates of the two vectors in
the reference diffraction can be expressed as the reference diffraction
matrix G0 =  (gx1 gx2 gy1 gy2 ). The two vectors in the diffraction pattern
for strain calculation can be expressed in the same way as the diffraction
matrix G. The distortion matrix D hence can be simply expressed as D =
(G G  1)t , where t is the transpose of the matrix. The distortion matrix
can be further decomposed into a pure deformation matrix and rotation
matrix to generate information of εxx, εyy, εxy, and the rotation angle θ to
generate strain maps at nanometer and submicron scale from both
4D-STEM and PED datasets [24,29,31–37].

We realize two features of the above algorithm may limit its wider
application of strain mapping. First, a reference area is required. In
many cases, it is difficult to identify the appropriate “strain-free”
diffraction pattern, and its selection can be user-dependent and lacking
the support of quantitative data. This shortcoming is particularly
important in materials that contain high density of dislocations (e.g.,
martensite grains or heavily deformed grains) and nanocrystalline
samples, in which an un-strained pristine area is difficult to find. Second,
the algorithm requires the sample to be tilted to a low-index zone axis so
that two non-colinear vectors can be drawn. If the sample is at a two-
beam condition, the above algorithm would fail to work. In this light,
we developed a new PED-based strain mapping algorithm that does not
rely on the selection of the reference diffraction pattern and can also
work even when the sample is not tilted to a low-index zone axis.

2. Materials and methods

Diffraction patterns were obtained with a 200 kV FEI Tecnai F20 ST
TEM equipped with a field emission gun. A NanoMEGAS ASTAR unit was
used to produce precession and descanning of the electron beam. The
spot size of the electron beam with a 0.3� precession angle is approxi-
mately 3 nm. All diffraction patterns were acquired in the images with
580´580 pixel resolution.

A VO thin film deposited on a c-cut single crystal sapphire substrate
and a Ni Ti Hf     shape memory alloy (SMA) were used as model
materials. The growth of VO on [0001] sapphire is highly epitaxial, and
thus residual strain is expected near the interface [38]. The Ni

Ti      Hf shape memory alloy is martensitic at room temperature
[39], and elastic strain is expected to be stored in the material during the
austenite to martensite transformation. VO deposition was achieved by
sputtering from a pure V target using a pressure of 2.0 mTorr with a
mixture of argon and oxygen gas (Ar: 20 sccm, O : 4.1 sccm) and a DC
power of 200 W at 600 �Ϲ for 30 min then annealed in the chamber for
another 30 min. Cross-sectional TEM specimens were prepared using a
Thermo-Fisher Helios G4 focused-ion beam (FIB). The Ni50.3Ti29.7Hf20
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SMA was produced by high vacuum induction melting of high purity Ni,
Ti, and Hf. The sample was then solution treated to achieve a
precipitate-free microstructure. The TEM specimens were prepared from
3 mm disks and electropolished using a Tenupol-5 polishing system with a
solution of 30% nitric acid in ethanol at   40 �Ϲ to create electron
transparent areas. More detailed microstructural information on the
SMA can be found in our earlier work [40].

3. Results and discussion

3.1. Architecture of the algorithm

The strain mapping algorithm was written in Python and consists of
five steps. The workflow is shown in Fig. 1. First, it reads the .blo file
using HyperSpy [41]. Second, the user can select a filter (Gaussian,
non-local means, or Wiener) to denoise the diffraction patterns for each
pixel. Third, the center diffraction disk is used as a template to identify
the positions of other diffracted beam disks using a correlation coeffi-
cient cutoff (0.87 in the default setting). Fourth, the user will select two
diffraction disks of interest. The algorithm will go through all diffraction
patterns, calculate the distance of the selected disks, and generate a
distance histogram. Note the distance is measured in reciprocal space,
and the unit is pixel. Finally, the user will determine a “strain-free dis-
tance” based on the distance histogram, and the algorithm will create
the “strain heat map”.

3.2. Function of each step of the algorithm

In the first step, HyperSpy, which is an open-source multi-dimen-
sional data analysis package, was used to read and open the .blo file
(generated by the NanoMEGAS PED system) in the Python environment
[41].

The second step aims to denoise the diffraction patterns, and its
importance will be elucidated in the third step shortly. The diffraction
pattern shown in Fig. 2 was acquired from a single crystal sapphire tilted
to the [1)210] zone axis. In the as-acquired condition, the diffraction
patterns are noisy (Fig. 2a), and background can be described as Poisson
noise [42]. The fuzzy noise is better revealed by the close-up views of the
center disk (red boxed region) and a diffracted disk (blue boxed region).
The noise is also illustrated as high-frequency spikes in the corre-
sponding 3D intensity profiles.

One “brute-force” way to improve the signal-to-noise ratio is to in-
crease the acquisition time of the diffraction pattern at each pixel.

However, this approach would lead to prolonged acquisition time and

Fig. 1. Flowchart describing the key steps of the strain mapping algorithm.
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Fig. 2. (a) As-acquired (original), (b) Gaussian filtered, (c) non-local means filtered, and (d) Wiener filtered diffraction pattern from a sapphire single crystal oriented
to the [1210] zone axis. The red boxed and blue boxed regions are zoomed-in views of the direct beam and a diffracted disk, respectively. The corresponding 3D
intensity profiles are also presented. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

may result in damage to beam-sensitive samples. An alternative way to
reduce the noise is to apply image filters. Here, three common image
filters [24,42] were applied: a Gaussian filter (σ =  1.15), a non-local
means filter (σ =  1.15, patch size =  3, and patch distance =  6), and a
Wiener filter (filter size =  5 and noise power =  5). Note that the fine
details of the filters can be tuned by users. The noise level has reduced
substantially after applying the filters in all three cases, as shown in
Fig. 2b-d. In particular, the 3D intensity plots of the center and diffracted
disks exhibit smooth profiles, confirming the success of denoising from

the image filters.
In the third step, the center disk was used as the template to identify

the position of diffracted disks. In this work, we used a correlation co-
efficient of 0.87 as the cutoff for template matching [43], and the user
can choose a different value. The identified diffraction disk positions are
marked by red dots in Fig. 3. In the original unfiltered image (Fig. 3a),
only the center spot was identified as itself was used as the template.
Disk position identification was drastically improved with the denoise
step. Multiple diffracted disks were recognized in the Gaussian filtered

3
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Fig. 3. Diffraction disk position identification using the direct beam as the mask in the (a) original, (b) Gaussian filtered, (c) non-local means filtered, and (d) Wiener
filtered diffraction patterns. Red dots indicate the position of identified disks. (For interpretation of the references to color in this figure legend, the reader is referred

to the web version of this article.).

(Fig. 3b), non-local mean filtered (Fig. 3c), and Wiener filtered (Fig. 3d)
diffraction patterns. Note that in many cases, multiple locations from
one diffraction disk can have a correlation coefficient higher than the
cutoff. The algorithm only uses the location with the highest correlation
coefficient within 30 pixels to preclude duplicate identification of the
same diffraction disk. It is also worth noting that the correlation coef-
ficient is only one of the means to determine diffraction disk positions.
Other algorithms, such as PixSTEM [44], blob detection [37], and
trained neural networks [28], may also be incorporated into the code to
locate diffraction disk positions.

In the fourth step, the user will select two diffracted disks. The dis-
tance between these two disks is calculated from each pixel in the PED
data. Then a distance histogram will be generated, and the distance data
are exported as a .csv file. In the example, Fig. 4a displays the distance
histogram generated by measuring the distance of the (2024) disk and
the (2024) disk (marked by white circles in Fig. 3b) of the Gaussian
filtered dataset. The histogram appears to be composed of “peak bun-
dles”, which is related to the discretization of the pixel spacing in the
underlying diffraction patterns. Since the material is a single crystal of
sapphire, there should be no elastic strain stored in the specimen. One
can simply consider the mean value of all the measured distances to be
the “strain-free distance”. Note that there is a spread of data in the
distance measurement. Such a spread may be attributed to the slight
measurement error from the algorithm and is manifested as noise in the
distance map in Fig. 4b. The “mean distance” approach can also be used
in materials with symmetric strain distribution (e.g., the tensile and
compressive strain fields from the same dislocation core). The appro-
priateness of using the “mean distance” as the “strain-free distance” in

systems with asymmetric strain distribution will be discussed shortly in
the first case study.

In the fifth step, a strain map will be generated based on the entered
“strain-free distance” and the measured distance from each diffraction
pattern. The strain is calculated using the equation

1  1

ε =  di        
 1  

d0      =  
di 

  1

where d is the measured distance and d is the “strain-free distance”
entered by the user. The single crystal sapphire example from the pre-
vious step can be considered as a baseline. The calculated average strain
value is 0 and the standard deviation is 0.5% strain (Fig. 4c,d). Conse-
quently, the probability of a strain-free pixel showing a strain value of
1% and greater (both compressive and tensile) is only 4.6%. Hence, if a
region displays strains 1% and greater, the strain is likely to be true.

3.3. Case study 1: strain associated with a VO2 thin film on a c-cut single
crystal sapphire

In the first case study, a M-phase VO thin film grown on a c-cut
single crystal sapphire substrate was used as a model system. Fig. 5a
shows a virtual dark-field image reconstructed using the intensity of the
(0006) diffraction spot in sapphire (highlighted with the dashed circle)
in the diffraction pattern in Fig. 5b. VO exhibits two distinctive do-
mains (grains showing the same orientation are considered as one
domain). The corresponding diffraction patterns are shown in Fig. 5c
and d. The (0006) diffraction disk in sapphire is close to the (020)
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Fig. 4. (a) Distance histogram and (b) distance map of a pristine single crystal sapphire specimen. The corresponding (c) strain histogram and (d) strain map
generated using the (2024) and (2024) reflections (white circles in Fig. 3b).

Fig. 5. (a) Virtual dark-field image of VO2 film on the sapphire substrate. The diffraction patterns of sapphire and two domains of VO2 are shown in (b), (c), and (d),
respectively. The virtual dark-field image was reconstructed using (0006) reflection (highlighted with the dashed circle). Common/similar diffraction disks in

sapphire and VO2 are indicated by “*” and “X”.

diffraction disk in both domains in VO2 (marked by “*” in Fig. 5b-d). The
(2024) diffraction disk in sapphire is close to the (011) diffraction disk

one of the VO domains (marked by “X” in Fig. 5b,c).
Fig. 6 shows the strain maps with the corresponding selected

diffraction disks (highlighted by the white circles) and the distance
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Fig. 6. Selected diffraction disk for strain mapping, distance histogram, and corresponding strain maps using (a) (2024) and (2024) reflections in sapphire and (011)
(011) reflections in VO , (b) (1014) and (1014) reflections in sapphire, (c) (0006) and (0006) reflections in sapphire, and (d) (0222) and (020) reflections in VO
shown in Fig. 5. Red dashed lines indicate where the reference distances were taken from. Black arrows highlight the strained regions. Red double arrows indicate the
strain direction. Note that the red film in (c) and violet substrate in (d) are artifacts. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.).

histograms. The strain direction is marked by the red double arrows in
the strain maps, which is the g-vector direction of the selected diffraction
disks after the magnetic rotation correction in diffraction patterns. In the
first case, the (2024) and (2024) diffraction disks in sapphire (and the
(011) and (011) diffraction disks in VO of one of the domains due to
proximity) were selected (Fig. 6a). Note that the distance distribution is
skewed because of the interplanar spacing differences between sapphire
and VO and the non-symmetric strain distribution in the sapphire
substrate. Determining the strain-free distance is not as direct as the
single crystal sapphire case in Fig. 4. Considering the sapphire substrate
is largely unstrained, we treated the mode of the dataset (indicated by
the red dashed line in the distance histogram) as the reference distance.
Pockets of compressive strained regions (approximately   1.5%) near
the interface (indicated by the black arrows) were observed in sapphire. It
is also important to point out that the strain in the VO film in Fig. 6a is
relative because the sapphire was selected as the reference. Nonetheless,
semi-quantitative strain distribution information was demonstrated. A
similar approach was adopted to analyze the strain distribution in sap-
phire of the (1014) planes (Fig. 6b). It is apparent a narrow tensile-
strained region (approximately 2.5%, indicated by the black arrows)

was revealed beneath the interface.
The interplanar spacing values of (0006) in sapphire and (020) in

VO are 2.17 A and 2.74 A, respectively. These values are different
enough to give rise to two distinct peaks in the distance histogram. When

focusing on sapphire (Fig. 6c), the reference distance was the mode from
only the substrate. A narrow region of compressive strain (approxi-
mately   2%) was observed below part of the interface (indicated by the
black arrows). When focusing on the VO (Fig. 6d), the reference dis-
tance was the median from only the film, and regions of compressive
strain (approximately   3%) were noted (indicated by the black ar-
rows). The film appears red in Fig. 6c and the substrate violet in Fig. 6d,
which are artifacts caused by intermixing the VO and sapphire infor-
mation in the strain analysis.

3.4. Case study 2: Strain in martensite plates of a Ni50.3Ti29.7Hf20 SMA

To further demonstrate the wide application of this method to map
residual strains, a Ni Ti Hf SMA sample was selected as a model
system. The NiTiHf SMAs undergo B2 austenite to B19’ martensite phase
transformation when they are cooled below their phase transformation
temperatures. It is well known that large elastic strain can be stored in
the martensite but there is limited understanding of the stored strains in
martensite. Elastic strain is particularly important in martensitic trans-
formation. This is because, unlike the diffusional transformation that
nucleation occurs at interfaces, martensitic nucleation takes placed in
the elastically strained regions [45]. In turn, the stored strain in
martensite may promote or hinder martensite-to-austenite phase trans-
formation. Hence, it is imperative understand the residual strain in these
systems.
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This case study demonstrates an example of how our algorithm can
reveal the residual strain in martensite grains even when the crystals are
not tilted to zone axes. The scanned area contains two martensite plates
and the virtual bright-field image reconstructed by the intensity of the
direct beam is shown Fig. 7a. No tilting in TEM was performed, so the
orientations of the crystals are rather random. The top martensite
variant happens to be in a two-beam condition and the bottom one close
to a two-beam condition, as shown in the diffraction patterns in Fig. 7b, c.
Note that the distortion matrix method cannot be applied to this type of
datasets to resolve residual strain. Using our algorithm, the diffraction
disks for generating strain maps are highlighted by the white circles. In
each martensite variant, since the distance histogram shows a normal
distribution, the mean of the distance values was considered as the
reference. The distance histograms and the strain maps of the martensite
variants are displayed in Fig. 8. The red double arrow indicates the
strain direction. For the top martensite (Fig. 8a), the residual strain is
largely compressive (approximately   3%) near the grain boundary. For
the bottom martensite (Fig. 8b), the area near the grain boundary is
slightly compressive (approximately   1%), and the strain distribution
200 nm away from the grain boundary is complex, with areas of
compressive and tensile strain intermixing together. (The violet region
in Fig. 8a and red region in Fig. 8b are artifacts, similar to those in
Fig. 6c,d). The strain mapping results demonstrated here can be com-
bined with in situ heating experiment to explore the effect of strain type
and magnitude on the martensitic transformation, which will be a sub-
ject of future studies.

3.5. Advantages, disadvantages, and concerns of this algorithm

Our newly developed strain mapping algorithm has some unique
advantages compared to the other available algorithms. The first
advantage is that our algorithm does not require the user to select a
“strain-free” area in the map as the reference pattern. Reference areas
can be easily identified in device materials (e.g., silicon substrate far
away from the interface). However, such areas are challenging to
identify in structural materials (especially for those have undergone
complex thermomechanical treatments) and nanocrystalline thin films
(such as the VO thin film in Case Study 1). In our approach, the refer-
ence is obtained by analyzing the distance data, either by taking the
mean or the mode of the dataset, which eliminates the need to locate a
reference area in the specimen. The second advantage is that our

Ultramicroscopy 247 (2023) 113700

algorithm can work on crystals not at zone axes, in contrast to the
distortion matrix approach [29]. In the distortion matrix approach, two
non-colinear vectors are created, which requires 2D-symmetry of the
diffraction pattern (i.e., at a zone axis). In our method, we only compare
the distance between the selected disks, which also works on diffraction
patterns that are not at zone axes, as demonstrated in one of the VO
domains and SMA martensite examples. The third advantage is that the
distance histogram obtained from our algorithm is analogous to the
peaks in x-ray diffractograms (XRD). Both exhibit data in reciprocal
space. The symmetry and width of the peak in the distance histogram
bear statistical lattice spacing and strain information of the mapped
area, which is not available from other algorithms. Moreover, tech-
niques that extract information from XRD peaks (e.g., estimating dislo-
cation density [46]) may also be applied to the distance histogram to
generate quantitative microstructural information.

The user may be concerned with some potential disadvantages of our
strain mapping method. First, our method has relatively poor strain
resolution (~1%) compared to the current distortion matrix algorithms
in PED (0.03%  0.05%) [21,32] and 4D-STEM (0.1%) [19] reported in
the literature. We had a closer inspection of outlier pixels (e.g., pixels
outside 2-sigma in Fig. 4) usually exhibit skewed intensity distribution
in the selected diffraction disks. Better filter and disk/spot identification
algorithms can be incorporated in the future to further improve the
strain resolution of our approach. We then further compared the strain
maps of the VO thin film on sapphire substrate created by the com-
mercial PED-STRAIN software (Fig. 9a) and our algorithm (Fig. 9b). The
strain maps were generated using the (2024) and (2024) diffraction
disks in sapphire (similar to the example shown in Fig. 6a), and three
compressively strained regions were revealed in both maps (highlighted
by the black arrow). To our pleasure, two strain maps show good
agreement, suggesting our algorithm a powerful tool to identify residual
strains in materials at the nano-scale with comparable accuracy to the
commercial software, although it seems to have a lower strain resolu-
tion. Note that the absolute strain values calculated by the commercial
software and our algorithm are not directly comparable due to the
different “strain-free” references. Second, our approach can only
generate the normal strain components, whereas the distortion matrix
method can also calculate the shear and rotational components. This is
an intrinsic limitation of our algorithm. We gave up the distortion matrix
approach to enable strain mapping using diffraction patterns not at zone
axis (e.g., at two-beam conditions). Unfortunately, the improved

Fig. 7. (a) Virtual bright-field image of two martensite variants in the Ni Ti Hf SMA. Diffraction patterns of (b) the top variant and (c) the bottom variant. The
diffracted disks used for strain calculation are highlighted with white circles.
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Fig. 8. Distance histogram and strain map of (a) the top martensite variant and (b) the bottom martensite variant shown in Fig. 7. Red dashed lines indicate the
reference distance used in strain mapping. Red arrows refer to the strain directions. Note the violet top martensite in (a), and red bottom martensite in (b) are

artifacts. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.).

Fig. 9. Strain maps from part of a sapphire
substrate (containing the sapphire-VO2 inter-
face) obtained from (a) the PED-strain com-
mercial software and (b) our algorithm,
showing good agreement. Black arrows high-
light the strained regions. The Red arrow in (a)
points to a white dot, which was manually
selected by the user as a “strain-free” reference.
The dark navy film on top in (b) is an artifact.
(For interpretation of the references to color in
this figure legend, the reader is referred to the
web version of this article.).

versatility is at the cost of sacrificing other strain information.
It is also worth discussing whether the strain calculation using our

method can be affected by the diffraction spot shift when the sample is
not at a zone axis. When a TEM specimen is tilted at a zone axis, the
Ewald sphere intersects with the centers of the relrods [16]. When a TEM
specimen is tilted off the zone axis, an excitation error occurs. In this
diffraction condition, the measured distance between the center beam
and the diffracted beam (as well as between the selected disks) will be
different from that when the same crystal is tilted to a zone axis, which
may potentially lead to strain measurement discrepancy. Therefore, the
strains measured from different grains using the same diffraction disk
may not be directly compared. However, strain within the same grain or
the same domain, even when it is off zone axes, can be compared

because the excitation error is consistent in such a grain.

4. Conclusions

In summary, a new reference-area-free approach for strain mapping
was developed to analyze PED data. Different image filters were used to
first denoise the diffraction patterns. Template matching using the direct
beam was then employed to identify the positions of diffraction disks.
Statistics of distances between the selected diffracted disks enable the
user to make an informed decision on the reference and to generate
strain maps. With this method, we were able to successfully measure and
map the residual elastic strain in VO on sapphire and for the
Ni50.3Ti29.7Hf20 martensite. This approach does not require the user to
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select a “strain-free” area as a reference and can work on datasets even
with the crystals oriented away from zone axes. We expect this method to
provide a more accessible alternative to CBED and nano-beam elec-tron
diffraction (NBED) of studying residual strain of various material
systems that complements the existing algorithms for strain mapping at
the nano-scale.
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