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Abstract—In the past decades, various lossy compressors have
been studied broadly due to the ever-increasing volume of data
being produced by today’s scientific applications. SZ has been
one of the best error-bounded lossy compressors ever raised, and
it has a flexible framework that includes four adjustable steps:
prediction, quantization, variable-length encoding, and lossless
compression. In this paper, we improve the lossy compression
performances of the SZ compression model by exploring different
existing lossless compression techniques using the Squash data
compression benchmark. Specifically, we first characterize the
bytes outputted by the first three steps in SZ, then we investigate
the best lossless compressor with different datasets and different
error bounds. We perform our exploration by testing 8 widely
used lossless compressors under different configurations together
with SZ over five well-known scientific simulation datasets. Our
experiments show that adopting the best-fit lossless compressor
selected based on our analysis can improve the overall com-
pression speed by up to 40% compared to the previous lossless
compression technique used in SZ with the comparable quality
of reconstructed data.

I. INTRODUCTION

Vast volumes of data are being produced by today’s scien-
tific simulations on supercomputers, introducing a big chal-
lenge to the data storage not only because of limited storage
space but also limited I/O bandwidth of the parallel file
system (PFS). The Hardware/Hybrid Accelerated Cosmology
Code (HACC) [1], for instance, may produce 60 PB of data
to store with up to 3.5 trillion particles to simulate in one
simulation. HACC researchers rely on decimation to store data
(storing snapshots selectively in the simulation), inevitably
losing valuable information for post-analysis. Error-controlled
lossy compression techniques have been considered a better
solution than the simple decimation method for reducing the
data size significantly while guaranteeing that the distortion of
compression data is acceptable by users [2]-[5].

According to recent studies, SZ [6]-[8] has been one of the
best error-controlled lossy compressors on multiple simulation
datasets across different scientific domains. SZ adopts a flexi-
ble prediction-based compression model, which includes four
adjustable steps: (1) data prediction, (2) error quantization,
(3) variable-length encoding, and (4) lossless compression.
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The initial design of SZ [6], adopts three types of 1D data
prediction methods in Step 1 and a 2-bit code to approximate
each floating-point value by the best-fit prediction method in
Step 2. We further improved the compression quality by devel-
oping a multidimensional one-layer prediction method [7], [8]
in Step 1 and a linear-scaling quantization method in Step
2. For two-electron integral datasets in quantum chemistry
simulation, we customized an effective predictor called Pastri
[9] by leveraging the scaled pattern of the dataset to improve
the prediction accuracy in Step 1 and developing a lightweight
variable-length coding algorithm in Step 3. There are several
recent researches which present new derivations of SZ. For
example, SZauto [10] introduces second-order predictors into
SZ and SZinterp [11] leverages dynamic spline interpolation
predictors. However, how to improve the last step, lossless
compression, is still a left question in SZ.

In this work, we further improve the lossy compression
quality based on the SZ compression model, by exploring
the best-fit lossless compression technique. Specifically, our
contribution is threefold:

o We characterize the bytes output generated by the first
three steps in SZ’s compression pipeline.

« Based on a well-known lossless compression benchmark,
Squash [12], we analyze different aspects of the lossy
compression qualities, for SZ combined with different
lossless compression techniques.

« We summarize several takeaways based on our per-
formance characterization. Our experiments show that
the overall best-fit lossless compressor for SZ is zstd
[13], which can significantly improve the compres-
sion/decompression speed with only negligible compres-
sion ratio loss compared to the previous lossless compres-
sion technique. Specifically, the compression performance
of SZ can be improved by up to 40% in most of
cases. by using zstd compared with the previous lossless
compressor Zlib.

The rest of the paper is organized as follows. In Section
II, we briefly review the SZ compression model. In Section

Authorized licensed use limited to: Argonne National Laboratory. Downloaded on July 05,2023 at 04:18:33 UTC from IEEE Xplore. Restrictions apply.



III, we introduce some state-of-the-art lossless compressors as
well as their pros and cons. In Section IV, we present the
evaluation results using different lossless compressors in the
SZ compression model, over multiple real-world simulation
datasets. We discuss the related work in Section V. In Section
VI, we briefly summarize our conclusions and discuss future
work.

II. SZ Lossy COMPRESSION MODEL

SZ [6], [7] is the state-of-the-art error-bounded lossy com-
pressor for significantly reducing the data size of extreme-scale
scientific simulations. SZ compression contains four critical
steps: (1) value prediction on each data point for the sake
of decorrelation, (2) linear-scaling quantization surrounding
the predicted value with equal-sized bins, (3) variable-length
encoding used to encode the integer indices of the bins,
and (4) lossless compression technique to further shrink the
data size. In Step 1, SZ performs a single-dimensional or
multidimensional prediction for each data point based on its
neighbor data points (the dimension of the prediction depends
on the dimension of the dataset). A set of consecutive bins
with each twice the error bound in length are constructed in
Step 2; and the index of the bin containing the real value
of the data point, called the located bin, are encoded by
a customized Huffman encoding in Step 3. Steps 1 and 3
are both lossless procedures, which means that these two
steps will not introduce data loss during their corresponding
decompression steps. Step 4 adopts some lossless compressor
such as Gzip [14] or Zstd [13]. In this paper, we explore many
lossless compressors by characterizing their impact on the
lossy compression quality, and we select the best-fit lossless
compressor for SZ.

ITI. STATE-OF-THE-ART LOSSLESS COMPRESSORS

After considering numerous existing lossless compressors,
we selected 8 of them, then ran Squash [12] with the combina-
tion of SZ and each based on a relatively small set of data. We
investigated them thoroughly with more datasets and various
error bounds for selecting the best-fit one. In the following,
we briefly describe the widely used lossless compressors; more
details can be found in [15].

1. briefiz [16]: A lightweight implementation of the Lempel-
Ziv (LZ) compression algorithm. It focuses on fast compres-
sion rate with comparable compression ratio.

2. compress [17]: A fast compressor based on the Lempel-
Ziv-Welch (LZW) algorithm. It is the de facto file compression
standard in the UNIX community.

3. deflate: One of the methods in zlib [18] that uses
LZ77 and Huffman coding. Its data format is portable across
platforms, and it never expands the data as do some of the
LZW algorithms, which may double or triple the data size in
worst cases. Zlib has been an important component of software
platforms such as Linux, MAC OS X, and iOS and even
gaming platforms such as PlayStation and Xbox.

4. fari [19]: An arithmetic compressor with extremely high
compression/decompression speeds.
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5. gipfeli [20], [21]: A high-speed compression library based
on LZ77 and an improved entropy coding instead of relatively
slow Huffman or arithmetic coding. gipfeli achieves 3X the
compression speed of deflate or zlib.

6. Izfse [22]: An LZ style compression algorithm using
finite-state entropy coding. It has a compression ratio similar
to that of deflate or zlib but has better compression and
decompression speed. [zfse has been open sourced by Apple,
and it is in the compression library beginning with i0OS 9 and
OSX 10.11 EI Capitan.

7. zling [23]: An implementation of order-1 ROLZ (reduced
offset LZ) and Huffman coding.

8. zstd [13]: A fast lossless compression using finite-state
entropy coding by Facebook.

IV. EXPLORING BEST LOSSLESS COMPRESSOR FOR SZ

In this section, we investigate compression quality of mul-
tiple different lossless compressors and identify the best-fit
one(s) for SZ. Our experiments are based on the latest public
stable version of SZ, which is SZ2.1 [3], [8] (shorted as SZ
in the following text).

A. Characterization of bytes output from SZ’s first three steps

Different byte inputs may have different compressors per-
form differently, thus we first investigate the characteristics
of the input of the lossless compressors (i.e., the output
of the former three steps of SZ), by analyzing its entropy,
cumulative distribution function (CDF), and autocorrelation.
These measurements are calculated based on the output gen-
erated by SZ’s first three steps, which is an array of bytes
(unsigned characters) valuing from O to 255. The entropy
is used to measure the randomness of the numbers. Higher
entropy implies higher randomness, which usually means the
data is harder to compress. The CDF shows the distribution of
the numbers. Generally, the data with a sharper CDF increase
means their distribution is more clustered and thus it should be
easier to compress. The autocorrelation coefficient (its value
always ranges in [0,1]) indicates the correlation between the
array and the array with some lag when the array is treated as
time series. A higher autocorrelation value generally implies
that the data is easier to compress.

We present the characterization results in Figure 1 (one
representative field for each dataset because of space limi-
tations). The representative field selected here has the closest
compression ratio to the overall compression ratio on all fields
in the dataset. Specifically, the selected representative fields
for HACC, ATM, Hurricane, NYX and SCALE-LETKF are
vx, FLDSC, QICEf48, baryon_density and QC respectively.
Entropy is plotted by setting the error bound of SZ to [1E-
2, 1E-4]. The CDF and autocorrelation are shown only with
error bound 1E-3 because of space limitations. The evaluation
results of lossless compressors based on the bytes outputted by
SZ’s first three steps are presented in Figure 2. We summarize
two valuable findings as follows.

o Some datasets such as SCALE-LETKF, ATM and Hur-
ricane should have some potential to be further com-
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Fig. 1. Characterization of the output by SZ’s former 3 steps

pressed by using lossless compressors, compared with
other datasets such as HACC or NYX. All results in
Figure 1 consistently imply that SCALE-LETKF, ATM
and Hurricane are easier to compress than HACC and
NYX. This is also verified by results in Figure 2.

We can see that the entropy of the bytes outputted by SZ’s
first three steps is relatively low, especially with high error
bounds such as 1E-2. This inspires developers to explore
a better variable-length encoding (Step 3) in SZ such that
the output bytes could already be compressed well after
the first three steps.

B. Lossless compressor selection

The Squash benchmark [12] consists of 43 different com-
pression algorithms. Since comparing all the algorithms is
not feasible, we first select several good candidates with
quick experiments then perform comprehensive experiments
to select the best-fit one from among the good candidates. To
select the good candidate lossless compressors, we run all 43
compressors on the output of SZ’s first three steps on HACC
data and select the ones that are ranked in the top 25 for both
compression ratio and compression rate. These two factors
are critical to a fast and efficient lossy compression. The
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Fig. 2. Lossless compressor compression ratio on the bytes outputted by SZ’s
first 3 steps on the representative field for each dataset with error bound 1E-3

selection yields 9 good candidates: brieflz, compress, deflate,
fari, gipfeli, lzfse, Izvn, zling, and zstd. The compressor [zvn
was subsequently removed from the candidate list because it
cannot work for large input sizes based on our experiments.

The following experiments were all executed based on
five scientific datasets: HACC, ATM, Hurricane, NYX and
SCALE-LETKF (short for SL). The input of all the 8 selected
lossless compressors is the output of SZ’s former three steps.
We adopt the default compression levels for all the lossless
compressors. Table I presents the fundamental information
about the datasets. The data type for all data is single precision
floating point number.

TABLE I
DATASET INFORMATION

#Fields Dimensions Total Size (GB)
HACC 6 1D: 280,953,867 6.3
ATM 77 2D: 1800 X 3600 1.9
Hurricane 13 3D: 100 X 500 X 500 1.2
NYX 6 3D: 512 X 512 X 512 3
SL 6 3D: 98 X 1200 X 1200 32

C. Lossless compressor performance

1) Compression ratio: Based on Figure 3, we can observe
that under the error bound of 1E-2, the compressor fari has
the best overall compression ratio, followed by zling, deflate,
and zstd. Their compression ratios decrease with decreasing
error bounds from 1E-2 to 1E-4.

2) Compression rate: Based on Figure 4, we notice that
the compressor zstd has the best compression rate, followed
by gipfeli, brieflz, and deflate. In absolute terms, zstd is 50%
~ 300% faster than Deflate.

3) Decompression rate: Based on Figure 5, we can see that
zstd has the best decompression rate except for SL data under
error bound 1E-2, followed by deflate, Izfse, and gipfeli.

D. Improvement to SZ

The preceding evaluation focuses on the individual perfor-
mance of the lossless compressors. In this section, we investi-
gate the overall improvement for the whole compression of SZ
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by using different lossless compressors. The relationship of the
compression performance between lossless compressors and
SZ is as follows. If the compression ratio, compression rate,
and decompression rate of SZ’s first three steps are denoted as
ro, Co, and dg respectively, and the corresponding metrics of
the lossless compressors are r1, ¢; and dy respectively, then
we can derive the overall compression ratio, compression rate,
and decompression rate of SZ as follows.
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Decompression rate with varied error bounds of SZ

based on the performances of SZ’s first three steps and the
performances of lossless compressors without integrating the
lossless compressors in SZ physically. In our experiments, we
run SZ’s first three steps on different datasets and measure
ro, Co, and dy. Then, we treat the output by SZ’s first three
steps as the input to the 8 lossless compressors, in order to
measure the lossless compressors’ 1, ¢1, and d;. The overall
compression performance is calculated by Equation (1). The
compression ratio 7y, compression rate cg, and decompression

r=Tor (1a)  rate dy of the first three steps of SZ are listed in Table II. The
e = _co4ro (1b) overall improvement to SZ without a lossless compressor is
ToC1 + Co listed in Table III to Table VII for the five datasets. If the value

_ dodyro (1c) in the table is negative, it means performance degradation
rodi + do in percentage. Observing the tables, we see that although

With Equation (1), we can evaluate the overall performances
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fari and zling have the best compression ratios, they incur
too much computation overheads on SZ in terms of both
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TABLE II
PERFORMANCE OF SZ’S FIRST 3 STEPS WITH DIFFERENT ERROR BOUNDS
(COMPRESSION AND DECOMPRESSION RATE MEASURED IN MB/S)

TABLE IV
OVERALL IMPROVEMENT PERCENTAGE TO SZ WITH DIFFERENT LOSSLESS
COMPRESSORS ON ATM DATA

1E-2 1E3 1E4 1E2 1E-3 TE-4
To co do ro co do [ co do T c d T c d T c d
HACC | 1572 | 181 | 324 | 884 | 173 | 193 | 506 | 163 | 127 brieliz 505 | 2 | 8 | 8 [ <12 | <12 | 11 | <19 | -11
Famare | 1617 To8 400 [ 1208 | 167 | 308 T o | 19| aoy] | omwress [ 3% [ 8 [ 7T |98 [ W A0 | 919
urricane . . .
NYX | 1490 | 201 | 370 | 1123 | 174 | 269 | 7.29 | 139 | 169 defgfite ggg _'282 _'328 g‘l‘ :;2 _'457 §3 ;; 578
SL 20.08 | 191 | 446 | 15.00 | 168 | 368 | 14.82 | 142 | 283 an
gipfeli 419 -6 -9 86 -11 | -12 | 20 -9 -6
1zfse 623 | -13 -4 126 | -18 -5 28 | -22 -6
TABLE III zling 584 | <25 | 26 | 121 | 42 | 43 | 31 | -56 | -52
OVERALL IMPROVEMENT PERCENTAGE TO SZ WITH DIFFERENT LOSSLESS zstd 630 | -4 2 | 129 | 7 4 | 28 | -8 4
COMPRESSORS ON HACC DATA
1E-2 1E-3 1E-4 TABLE V
r c d r c d r c d OVERALL IMPROVEMENT PERCENTAGE TO SZ WITH DIFFERENT LOSSLESS
brieflz 73 -13 ] 12 | -1 -25 | -11 -1 -34 -9 COMPRESSORS ON HURRICANE DATA
compress | 83 15 -10 | -3 | 31 | -14 | -2 | 42| -17
deflate | 101 | -14 | 5 | 12 | 25 | -7 | 0 | -32 | 4 1E-2 1E-3 1E-4
fari 112 | 29 | 47 | 12 | -51 | 60 | 2 | -66 | 67 ‘ r el dr | c [ d]|r]c| d
gpfell | 79 -0 9 [ 8 -2 %6 [0 7 | 2 briecflz_| 198 | -10 | -10 | 32 | -18 | -12 | 3 | 21 | -10
1zfse 100 -19 -5 11 31 3 0 40 ) compress 175 -12 -9 24 -19 -14 -3 -24 -15
Zling 100 | 45 | 38 | 14 | -71 | 52 | -1 | -82 | 38 deflate | 241 | -9 | -3 |52 | -17] -6 | 19 [ -19 | -6
zstd 101 9 -4 12 12 2 0 -6 1 fari 252 =27 -47 54 -37 -58 18 -45 -61
gipfeli 189 -7 -7 40 | -10 -7 14 -6 -3
lzfse 239 | -16 -5 51 | -22 -6 18 | -26 -6
compression rate and decompression rate. The zstd and deflate ZZIST(% ;ﬁg _372 _332 gi ig 5‘? ig _676 524

have similar compression ratios and are much faster than
fari and zling. Comparing zstd with deflate, we observe that
they have very close compression ratios but zstd is always
faster than deflate. Moreover, the gap of compression rate (or
decompression rate) between zstd and deflate increases as the
error bound decreases, as highlighted in the table. We therefore
set zstd as our default lossless compressors in SZ because of
its comparable performance in compression ratio and much
higher compression rate on all datasets.

In addition, we present two other interesting findings.

1. We found if the former 3 steps have better compression
ratios on dataset A than B, then the lossless compressor
will have better compression ratios on A than B as well.
Specifically, SL, ATM, Hurricane, NYX, HACC are ordered
by increasing difficulties for lossless/lossy compression.

2. For the 5 lossless compressors (deflate, fari, 1zfse, zling,
zstd) with top compression ratios and the 5 datasets, if
compressor A has a better compression ratio than compressor
B has on dataset D1, it will have a no worse compression ratio
than B on dataset D2. This tells us that it is not necessary to
select a lossless compressor dynamically for different datasets.

V. RELATED WORK

Error-bounded lossy compressors have been studied for
years. In general, such compressors are designed based on
either a transform-based compression model or a prediction-
based compression model. ZFP [24] is a typical example
designed in terms of the transform-based model. It splits the
whole data into non-overlapped blocks with an edge size of 4,
performs a data transform for each block, and then extracts the
most important bits from the transformed data by an embedded
coding. FPZIP [25], for example, adopts the Lorenzo [26]
predictor to predict each data point in a dataset based on its
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neighboring data values and then shrinks the data size by
truncating the insignificant mantissa bits for the difference
between the original value and predicted value. MGARD
[27] is another example of error-bounded lossy compressor
which has a hierarchical structure of data prediction. SZ [6]-
[8] involves four critical steps, which mainly predict each
data point by the Lorenzo [26] predictor and perform a
linear-scaling quantization method and a customized Huffman
encoding algorithm to reduce the data based on user-set error
bound. In our research, we focus on the SZ compression
framwork because of its loosely coupled design. For example,
the prediction method could be customized by users based
on specific datasets, and the Huffman encoding could also be
replaced by other variable-length encoding algorithms based
on specific data features. Several new derivations from SZ
are SZauto [10] which includes second-order predictors, and
SZinterp [11] leveraging dynamic spline interpolations. In this
paper, we explore the best-fit lossless compression techniques
for the SZ compression model in terms of different scientific
datasets.

VI. CONCLUSION AND FUTURE WORK

In this paper, we evaluate 8 widely used lossless compres-
sors on the bytes generated by SZ’s first three steps on five
scientific datasets, in order to investigate the best lossless com-
pressor for SZ. We present the following findings that are very
helpful in improving SZ’s overall performance with respect to
compression ratio, compression rate, and decompression rate.

o The best-fit lossless compressor is zstd for all the datasets
in different error bounds: it has similar compression ratios

Authorized licensed use limited to: Argonne National Laboratory. Downloaded on July 05,2023 at 04:18:33 UTC from IEEE Xplore. Restrictions apply.



TABLE VI
OVERALL IMPROVEMENT PERCENTAGE TO SZ WITH DIFFERENT LOSSLESS
COMPRESSORS ON NY X DATA

1E-2 1E-3 1E-4
T c d T c d T c d
brieflz 154 1 -10 | -9 | 31 | -17 | -11 -6 | 24| 9
compress | 23 -2 -11 | -8 | -20 | -14 | -12 | -29 | -15
deflate 190 | -11 | 4 | 50 | -17 | -3 7 22 | -5
fari 195 | -31 | -50 | 49 | -41 | -57 5 -51 | -63
gipfeli 159 | -5 -6 | 42 | -7 -6 5 -6 -3
lzfse 188 | -18 | -5 | 49 | 24 | 4 6 29 | -5
zling 197 | -40 | -34 | 50 | -59 | -48 6 =72 | -55
zstd 188 | -3 2 [ 50| -5 -3 7 -5 -2

TABLE VII
OVERALL IMPROVEMENT PERCENTAGE TO SZ WITH DIFFERENT LOSSLESS
COMPRESSORS ON SL DATA

1E-2 1E-3 1E-4

T c d I c d T c d

brieflz 1186 | -3 -6 148 | -10 | -13 | 24 | -13 | -11
compress | 209 -6 -7 9 | -12 | -11 | 30 | -15 | -11
deflate 1416 | -4 -1 [ 198 | -12 | 4 | 49 | -13 | -6
fari 1503 | -19 | -37 | 212 | -25 | -47 | 51 | -29 | -51
gipfeli 768 2 -5 141 -9 | -10 | 31 -8 -5
lzfse 1408 | -13 | 4 199 | -19 | 6 | 49 | -18 | -5
zling 1432 | -8 | -12 | 215 | -35 | -34 | 57 | 49 | 43
zstd 1399 | -1 -2 [ 200 | -8 4 | 51| -7 -4

to those of zlib but improves the overall compression rate
by up to 40% on HACC data under error bound of 1E-4.

o Characterization of the bytes outputted by SZ’s first three
steps shows that the bytes are not fully compressed on
the third step of SZ.

We plan to the explore more effective encoding or com-
pression techniques for SZ’s third step, because the current
last step can improve the compression significantly in some
cases, meaning that the third step has much potential for
improvement. We will also investigate more scientific datasets
to check whether zstd is always the best lossless compressor.
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